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Abstract A very efficientmethod for estimating the completenessmagnitudemc and the scaling param-
eter b of earthquakemagnitude distributions has been thoroughly tested using synthetic seismic catalogues.
Subsequently, themethodwasemployed toassess thecapabilityof the bvalue indifferentiatingbetween fore-
shocks and aftershocks, confirming previous findings regarding the Amatrice-Norcia earthquake sequence.
However, a blind algorithm reveals that the discriminative ability of the b value necessitates a meticulous se-
lection of the catalogue, thereby reducing the predictability of large events occurring subsequent to a prior
major earthquake.

1 Introduction
The exponential earthquake magnitude distribution,
known as the Gutenberg and Richter (GR) law (Guten-
berg and Richter, 1944), establishes that:

p(m) = b ln(10)10−bm (1)
The scaling parameter b has been extensively inves-

tigated because it represents a primary instrument for
the evaluation of the occurrence probability of an earth-
quake of a given size. Its value has been inversely cor-
related to the stress state (Scholz, 1968; Wyss, 1973;
Amitrano, 2003; Gulia andWiemer, 2010), attracting re-
search interest on its spatial and temporal variations.
Generally, analyses of spatial variations of the b value

are performed by mapping it on a regularly spaced
grid. The inclusion of the earthquakes in the cells can
follow different rules (minimum number of events,
maximum distance from the centre of the cell, etc.)
(Wiemer and Wyss, 1997, 2002) producing, in some
cases, overlapping cells or, in other cases, earthquakes
that are not included in any cell (Kamer and Hiemer,
2015; Godano et al., 2022). This may prevent a formally
correct statistical comparison between different cells
of the grid. Some authors weight each earthquake on
the basis of its distance from the grid node of interest
(Tormann et al., 2014). Many authors have applied this
method to several regions of the world (see, among
others, Kamer and Hiemer (2015); Taroni et al. (2021);
García-Hernández et al. (2021); Pino et al. (2022)).
However, it introduces correlations in the grid of the
b values. Recently, Godano et al. (2022) introduced a
parameter-free method producing fully independent b
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values and reducing the number of missed earth-
quakes.
Decreases of b have been proposed to indicate the oc-

currence of foreshocks before a large earthquake (Pa-
padopoulos, 1988; Papadopoulos et al., 2018, 2010) or to
characterize the stress field in a volcanic area (Tramelli
et al., 2021). In a recent paper, Gulia andWiemer (2019)
suggested that a smaller b can discriminate between
foreshocks andmainshocks in seismic sequences. How-
ever, Lombardi (2022) questioned this result because
the completenessmagnitudemc (see next paragraph for
details on this parameter) could be biased, causing a bi-
ased estimation of the b value.
Here, we perform a detailed analysis of the method

introduced by Godano et al. (2023) for mc evaluation in
order to verify its reliability, and consequently, the reli-
ability of the connected b value estimations. Then, we
apply the method to real-time discrimination of earth-
quake foreshocks and aftershocks for the Amatrice -
Norcia sequence in Italy, following the selection proce-
dure adopted by Gulia andWiemer (2019) and adopting
a blind procedure for the earthquake selection.

2 The evaluation of mc

The magnitude of completeness, mc, is defined as the
lowest magnitude at which earthquakes are reliably
recorded and reported in earthquake catalogues (Ry-
delek and Sacks, 1989). Its evaluation is extremely im-
portant because its underestimation will cause an un-
derestimation of the b value. Conversely, its overestima-
tion implies a loss of information and a bias in the deter-
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mination of the b value, due to the reduction of magni-
tude range. Severalmethods have been proposed for es-
timating the mc value (Wiemer andWyss, 2000; Cao and
Gao, 2002; Ohmura and Kawamura, 2007; Godano, 2017;
Godano et al., 2023; Godano and Petrillo, 2023; Roberts
et al., 2015). In the following list we report and dis-
cuss some of the methods that are based on earthquake
catalogues, even though there exist other methods (not
considered here) that are based on seismic networks
(Mignan andWoessner, 2012; Tramelli et al., 2013).

• The maximum curvature technique (Wiemer and
Wyss, 2000) recognizes mc as the magnitude at
which the Gutenberg-Richter law reaches its max-
imum value. This method tends to underesti-
mate mc (Mignan andWoessner, 2012), and conse-
quently, also the b value. Indeed, Wiemer (2001)
add 0.2 to their estimated mc, which is, in some
sense, arbitrary.

• The goodness of fit test (Wiemer andWyss, 2000) eval-
uates the correlation coefficient r of the linearized
expression of the Gutenberg-Richter law as a func-
tion of a thresholdmagnitudemth. When r reaches
its maximum, or a stable value, then mth = mc.
The method presents the disadvantage that the r
value for a linearized expression could be, in some
cases, unstable, leading to a biased estimation of
mc and b (Mignan andWoessner, 2012).

• The harmonic mean method (Godano, 2017) is based
on the observation that the harmonic mean of
an exponential distribution increases linearly with
mth. Consequently, it deviates from linearity for
mth < mc. Although the method presents some
advantages, similar to the goodness of fit test, the
instability of r can produce a biased estimation of
mc and b.

• The entire magnitude range method (Ogata and Kat-
sura, 1993) multiplies the Gutenberg-Richter rela-
tionship in Eqn. (1) by the cumulative Gaussian
distribution of the parameters µ and σ. This im-
plies that at m = µ + σ, 50% of the earthquakes
are recorded in the catalogue and this probability
increases to 95% if m = µ + 2σ. The advantage
of the method is represented by the possibility of
defining a magnitude probability density function
for the whole range of magnitudes present in the
catalogue. However, above the best completeness
value, this method does not describe the gradual
curvature of the GR distribution correctly by not
multiplying the detection function by the theoret-
ical GR law (Mignan andWoessner, 2012).

• The b value stability approach (Cao and Gao, 2002)
evaluates the b value as a function of mth and con-
sidersmth = mc when b reaches a stable value. The
problem with such a method is the strong fluctua-
tions of the b value at higher mth due to undersam-
pling (Mignan andWoessner, 2012).

Figure 1 cv as a functionofmth for a simulated catalogue.
The dashed lines represent two values of cvt. The vertical
dot-dashed magenta line represents point from which we
select the bestmth The values of b andmc used to produce
the catalogue are also reported in the figure.

2.1 Estimatingmc using the cv basedmethod.

In the following we will use the method introduced by
Godano et al. (2023). The method can be considered a
generalization of the one introduced by Cao and Gao
(2002) based on b value stabilization. Conversely, Go-
dano et al. (2023) introduce second-order statistics, ob-
serving that the variability coefficient (defined as the
ratio between the standard deviation and the average
value) of an exponential distribution assumes a value
equal to 1. More precisely, we define the quantity m1 =
m − mth and evaluate its variability coefficient

cv = σth

〈m1〉
(2)

with σth being the standard deviation of m1 and 〈m1〉
its average value. m1 must follow an exponential distri-
butionwhose cv assumes the value 1. As a consequence,
when evaluating cv as a function of a threshold magni-
tude mth, cv assumes a value ' 1 at mth = mc, where
the distribution becomes a purely exponential distribu-
tion. An example for a simulated catalogue (see next
paragraph for details) is shown in Fig. 1. As can be
seen, cv does not assume the value of 1, typical of a
purely exponential distribution, for all the mth values.
This occurs because of the fluctuation of the distribu-
tion around the purely exponential one. In other cases
(not shown here), cv can assume values slightly larger
than 1. For this reason, it is opportune to introduce a cv

threshold value (let us call it cvt) above which the distri-
bution can be considered a purely exponential distribu-
tion. More precisely, we choose mc to be the smallest
mth where cv is larger than the threshold cvt. Here we
show, as an example, two values of cvt: 0.93 and 0.97.
In both cases the mc value is correctly identified for the
example shown here. A more accurate investigation of
the appropriate cvt value is performed below.
Let us test the reliability of the method by means of

some simulations.
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Figure2 Anexampleof theGRdistribution for a simulated
catalogue before and after thinning.

2.2 Randomly simulated catalogues
In order to test the reliability of the method, we sim-
ulated 105 catalogues with 20000 earthquakes and a b
value randomly chosen from a uniform distribution in
the range of [0.5,1.5]. Then, each catalogue is thinned
using the Ogata and Katsura (1993) approach. The
method consists of multiplying the Gutenberg-Richter
distribution by an erfc(m) function. This provides the
number of events to be removed from the catalogue
for each m < mc. While simulated catalogues can
be truncated at a given threshold magnitude, this does
not correctly simulate experimental catalogues contain-
ing some, though not all, events with m < mc. The
erfc(m) parameters have been selected on the basis of
the following rules: µ has been randomly generated in
the range [1.5,2.5], whereas σ is fixed at 0.1 consider-
ing mc = µ + 2σ. An example of the GR distribution
for a simulated catalogue, before and after thinning, is
shown in Fig. 2. Then, for each catalogue, we esti-
mate mc using the Godano et al. (2023) method and b
by means of the standard maximum likelihood method
(Aki, 1965) and evaluate the quantities ∆b = b − be and
∆mc = mc − mce

, where b and mc are the parameters
used for the simulation and be and mce

are the corre-
sponding estimated values. The distributions of ∆b and
∆mc are then evaluated.
There are three quantities affecting ∆b and ∆mc,

namely N , theminimumnumber of events in the range
mmax − mc, the range itself ∆m = mmax − mc, and cvt.
More precisely, we evaluate the distributions of ∆b and
∆mc using only catalogues:

1. with a number n of events with m ≥ mc larger than
or equal to a given value of N without any restric-
tion on ∆m and using cvt=0.97

2. with ∆m larger than a given value without any re-
striction on N and using cvt=0.97

3. with different values of cvt without any restriction
on ∆m and N = 100 (this restriction is adopted to
evaluate a reliable value of σth)

The evaluated distributions are reported in Figures 3
to 5. In all cases the distributions are sharply peaked
(indicating supergaussian distributions) at ∆b = 0 and
at ∆mc ' −0.25, revealing a small tendency to over-
estimate mc. In the supplementary information we re-
port the results of theKolmogorov-Smirnov test at a 99%
confidence level (test statistic= 0.31) in order to reject
the hypothesis that the samples follow a Gaussian dis-
tribution. The results are not strongly influenced by N
and ∆m, although for N = 300 and ∆m = 3 long tails in
∆b distributions are avoided. However, for these values
more than 50% of the catalogues are discarded due to a
small number of events or too small amagnitude range.
The overestimation ofmc when cvt=0.97 suggests that

this parameter also influences our results. As a conse-
quence we perform a sensitivity analysis, varying cvt in
the range [0.93,0.99]. Fig. 5 reveals that p(∆mc) is cor-
rectly peaked at ∆mc = 0 when cvt=0.93, which can be
assumed as the best value for cvt.

2.3 Epidemic Type Aftershock Sequence
(ETAS) simulated catalogues

TheETASmodel represents the gold standard for testing
seismic clustering hypotheses and forecasting (Ogata,
1988, 1998; Helmstetter and Sornette, 2003; Console
et al., 2007; Lombardi and Marzocchi, 2010; Zhuang,
2011, 2012). In this model the occurrence rate λ of an
event with magnitude m > m0, at a position (x, y) and a
time t, can be written as

λ(x, y, t|Ht) = µ(x, y)+∑
j:tj<t

K10α(mj−m0) (p − 1)cp−1

(t − tj + c)p

q − 1
π

(δ(mj))q−1[(x − xj)2

+ (y − yj)2 + δ(mj)]−q (3)

where the sum extends over all previous events that
occurred in a certain region, µ(x, y) describes the time-
stationary background rate, δ(m) = d10γm from Kagan
(2002) and the set θ̂ = (p, α, c, K, d, q, γ) contains the fit-
ting parameters of the model. The estimation of the set
θ̂ that best fits the experimental data can be performed
using maximum likelihood methods (Lippiello et al.,
2014; Ogata, 1998; Y., 1983; Ogata and Zhuang, 2006) or
different types of tuning techniques (Petrillo and Lip-
piello, 2020, 2023).
The generation of an ETAS catalog is a standard pro-
cedure described in Zhuang et al. (2004); Zhuang and
Touati (2015) and de Arcangelis L. et al. (2016). The first
step is setting the background seismicity µ(x, y). This
represents the zeroth order generation in a self-exciting
branching process and a certain number n0 of events
are created. Each of these elements generate a certain
number of offspring, i.e, the aftershocks. The number
n1, the occurrence, and the spatiotemporal position of
the aftershocks depend on the functional form λ(x, y, t)
and on the parameters θ̂. In practice, the number of af-
tershocks is extracted from a Poisson distribution with
an average dictated by the productivity law. For each
offspring, the occurrence time is extracted based on the
Omori-Utsu law and the location is based on the spatial
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Figure 3 Distributions of ∆b (panel (a)) and ∆mc (panel (b)) for different values of N and cvt=0.97.

Figure 4 The distributions of ∆b (panel (a)) and ∆mc (panel (b)) for different values of ∆m and cvt=0.97.

Figure 5 The distributions of ∆b and ∆mc for different values of cvt. Here N and ∆m are fixed at 100 and 2 respectively.

distribution. As a last step, the magnitude of the event
is assigned obtaining the value from the Gutenberg-
Richter law in Eqn. (1), since we are assuming mag-
nitude independence among triggered events (Petrillo
and Zhuang, 2022, 2023). This is the first-order genera-
tion of events. The previous step is repeated consider-
ing nj = nj−1 and it is iterated until nj∗ = 0. We would
like to emphasize that the numerical catalogs generated

using this method do not exclude any events; in other
words, no completeness threshold is used to get the sim-
ulation. In this study we employ the parameters opti-
mized by Petrillo and Lippiello (2023). In order to ver-
ify the reliability of the method in analyzing time vari-
ations of the b value we simulated 5 ETAS (Ogata, 1999)
catalogues with about 106 events and different values of
b, in particular b = 0.6, 0.8, 1.0, 1.2, 1.4. Then, employ-
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Figure 6 The time variation of the be value for the cata-
logue with b=0.6 thinned at three different mc values.

Figure 7 The time variation of the be value for the cata-
logue with b=0.8 thinned at three different mc values.

ing the same thinning procedure used before, for each
value of bweobtain 3different incomplete catalogues by
setting mc = 1.6, 2.0, and 2.4, for a total of 15 synthetic
incomplete catalogues. The temporal variations of the
b value are finally obtained by considering windows of
1000 events, sliding on one event at a time. For each
window we evaluate mc with the Godano et al. (2023)
method and b by maximizing the likelihood (Aki, 1965).
In this case we use N = 150, ∆m = 2 and cvt = 0.93. Of
course, we expect no time variation of the b and mc val-
ues or, at least, weak fluctuations of their values around
the ’true’ values. However Figures 6 - 10 show that b
appears to fluctuate around an underestimated value.
In general, the changes in the b value could reflect the
physical processes of stress evolution and crack growth.
However, the fluctuations observed in the analyses are
within statistical error, so in this case, a decrease in b
is not an indication of precursor phenomena. For high
values of themagnitude of completeness, some gaps are
present in be(t). This is explained by the fact that in data

Figure 8 The time variation of the be value for the cata-
logue with b=1.0 thinned at three different mc values.

Figure 9 The time variation of the be value for the cata-
logue with b=1.2 thinned at three different mc values.

Figure 10 The time variation of the be value for the cata-
logue with b=1.4 thinned at three different mc values.

5 SEISMICA | volume 3.1 | 2024



SEISMICA | RESEARCH ARTICLE | Testing the Predictive Power of b Value for Italian Seismicity

Figure 11 The time variation of the mce
value for the cat-

alogue with b=0.6 thinned at three different mc values.

Figure 12 The time variation of the mce
value for the cat-

alogue with b=0.8 thinned at three different mc values.

Figure 13 The time variation of the mce
value for the cat-

alogue with b=1.0, thinned at three different mc values.

Figure 14 The time variation of the mce
value for the cat-

alogue with b=1.2, thinned at three different mc values.

Figure 15 The time variation of the mce value for the cat-
alogue with b=1.4, thinned at three different mc values.

that do not fall within the constraints of the evaluation
of be, in particular, the required number of events N is
greater than the number of events recorded in the cata-
logue.
Figs. 11 - 15 show the estimation of mc for the same

thinned catalogues. mc estimates appear to be stable
but are overestimated by a very small quantity, for each
value of simulated b and completeness magnitude mc.
The error bars for be and mce

are not shown in order to
make the graphs clearer. Furthermore, as this is a test
on synthetic catalogues, there is no intention to evaluate
the changes in b for forecasting purposes, but only to
assess the used estimation method.
Fig. 16 shows the distribution of the be values for the

different catalogues generated with the different b, con-
firming the tendency to underestimate b independently
of the mc value.
For comparison we evaluate the b values using the

maximum curvature method for estimating mc. Fig. 17
reveals that be significantly differs from the ’true’ value
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Figure16 Thedistributionsof the be value for thedifferent
catalogues thinned at the different mc values.

in the case of b=1.0 andworsen asmc increases. Indeed,
the distribution’s peak is large for mc=1.6, bimodal for
mc=2.0, and sharply peaked at be=0.76 for mc=2.4. Very
similar behaviour is observed, but not reported here,
for the other values of b.

Figure 17 The distributions of the be in the case of b=1.0
and for the different mc values, when mc is estimated with
the maximum curvature method.

3 Verifying the real-time discrimina-
tion of earthquake foreshocks and
aftershocks

Analyzing the Amatrice-Norcia and Kumamoto se-
quences, Gulia and Wiemer (2019) demonstrated that
variations in b can act as a discriminant between fore-
shocks and aftershocks. In practice, for the Italian
Amatrice-Norcia sequence, they measured a reference
value, br, for the background, considering the 4 years
preceding the target earthquake E. Then, removing
events during the first 3 days after E because of short
term aftershock incompleteness, they computed ∆b =
bE − br, where bE is the b value computed using earth-
quakes ocurring after the event E. The completeness
magnitude mc was estimated through the maximum-

curvature method and the b value using a maximum-
likelihood estimation on a sample of N = 250 events
(consequently, the time series b(t) was obtained with
an element-wise moving window). Finally, br was ex-
tracted by calculating the median of all b(t). The calcu-
lation of bE follows the same rules but, because after-
shock sequences are data-rich, the study used N = 400.
However, Gulia and Wiemer (2019) also tested the re-
sults for slightly different values of N , and verified the
robustness of their results.

3.1 Applying the cv method - the comparison
Some authors questioned the results of Gulia and
Wiemer (2019), arguing that fluctuations in the b value
may not be a dependable indicator of stress in these in-
stances. Instead, they could be attributed to a mixture
of inconsistencies in the data and inefficiencies in esti-
mation methods (Lombardi, 2022). Moreover, van der
Elst (2021) confirms the findings of Gulia and Wiemer
(2019), although at a reduced level. For this reason, to
try to reduce estimation bias, we apply the Godano et al.
(2023) method to the catalogue selected by Gulia and
Wiemer (2019). More precisely, we evaluate mc (using
the Godano et al. (2023) method with a cvt = 0.93) and
b in the same windows of N = 250 events, sliding by
one event at time and discarding all the windows with a
number of events with m ≥ mc, larger than 50 and ful-
filling the conditionmmax−mc > 2. Even if these condi-
tions lead to discarding a large number of windows, the
result of Gulia andWiemer (2019) is confirmed. Indeed,
both the average 〈b〉 value and its median bM , before
the occurrence of the Amatrice earthquake, are larger
than the same values calculated after its occurrence and
before the occurrence of the Norcia earthquake (Fig.
18). Interestingly, the difference between 〈b〉 and bM ,
before the occurrence of the Amatrice earthquake, is
large, revealing a significant skewness of the b distribu-
tion. Conversely, after the occurrence of the Amatrice
earthquake, 〈b〉 − bM assumes a very small value, indi-
cating a Gaussian-like b value distribution.
Fig. 19 shows an example of two Gutenberg-Richter

(GR) distributions for two different time windows (ran-
domly chosen) before and after the Amatrice earth-
quake occurrence.

3.2 A blind algorithm
We now test an automatic algorithm for the real-
timediscrimination of earthquake foreshocks and after-
shocks on the Italian catalogue available at the web-site
http://terremoti.ingv.it/. We adopted the following algo-
rithm:

1. Identify all the earthquakes with magnitude m ≥
5.5 (let us call themmainshocks);

2. For each one of them, we evaluate the aftershock
radius following the Utsu and Seki (1954) formula
r = 0.05 × 100.5mkm;

3. Identify all the events with a distance d smaller
than r in the 4 years preceding the occurrence of
the mainshock;
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Figure 18 The b values (black circles) versus time. The
dashed lines represent 〈b〉 and bM (see legends for details)
computed before (B) and after (A) the occurrence of Ama-
trice earthquake. The violet circles represent themc values.
The triangles indicate the occurrence of the Amatrice and
Norcia earthquakes. (Inset) Zoom of the main panel per-
formed between 2016.5 and 2017.5.

Figure19 TheGutenberg-Richter distributions 4 yearsbe-
fore and 1 year after the Amatrice earthquake occurrence.
The dashed lines represent the fitted GR laws.

4. If the number nb of events preceding the main-
shock is smaller than 500 we double the value of r;

5. Identify all the events with a distance d smaller
than r in 1 year following the occurrence of the
mainshock;

6. We remove short-term aftershock incompleteness
by means of the Helmstetter et al. (2006) method
using the parameters optimized for Italy in Petrillo
and Lippiello (2020);

7. If the numberna of events following themainshock
is smaller than 500 we discard the mainshock from
the analysis;

8. We evaluate the b and mc values as a function of
time following the previously described method.

Figure 20 b(t) and mc(t) for four of themainshocks anal-
ysed here. Vertical red dashed lines represent the occur-
rence time of each mainshock. Horizontal green dotted
lines represent the pre-event average b-value.

Figure 21 The b(t) and mc(t) for the other three main-
shocks analysed here. Vertical red dashed lines represent
the occurrence time of each mainshock. Horizontal green
dotted lines represent the pre-event average b-value.

On the basis of this algorithm, we identified main-
shocks in the Italian catalogue. Item 3 has been applied
only one time for the Finale Emilia earthquake. We
discarded two mainshocks because na assumed values
smaller than 500 for them. Both of these mainshocks
(m = 5.8 and m = 5.9) occurred in the Aeolian Arc at
a depth larger than 144 km. As a consequence, 7 earth-
quakes remain in the analysis: L’Aquila (m = 6.1), Fi-
nale Emilia (m = 5.8), Mirandola (m = 5.6), Amatrice
(m = 6.0), an Amatrice aftershock (m = 5.9), Norcia
(m = 6.5) and Capitignano (m = 5.5) close to L’Aquila.
The information about the location, themagnitude, and
the occurrence time of the mainshocks considered in
the blind test is listed in Table 1.
An important deviation from Gulia and Wiemer

(2019) is the use of the M5.5 − 5.9 earthquakes. This
addition was decided in order to introduce more events
in the blind test. A second deviation from Gulia and
Wiemer (2019) is the use of the Utsu and Seki (1954) for-
mula to identify the aftershocks and the background ac-
tivity within a circular radius. This choice represents
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Earthquake Date Location Magnitude
L’Aquila 6 April 2009 42.42, 13.39 6.1

Finale Emilia 20 May 2012 44.80, 11.19 5.8
Mirandola 20 May 2012 44.85, 11.06 5.6
Amatrice 24 August 2016 42.70, 13.22 6.0

Amatrice aftershock 26 October 2016 42.90, 13.09 5.9
Norcia 30 October 2016 42.84, 13.11 6.5

Capitignano 18 January 2017 42.48, 13.28 5.5

Table1 List of themainshocks considered in theblind test
including coordinates, occurrence time andmagnitude.

the simplest one that can be performed in a blind al-
gorithm, as it does not require the knowledge of the
focal mechanism, the identification of the fault plane
and its extension, and the localization of themainshock
on the fault. Moreover, the epicentral map (see sup-
plementary information) of the chosen earthquakes re-
veals that, concerning the aftershocks, their selection
corresponds to on-fault seismicity. Conversely, the se-
lected background seismicity includes off-fault events.
However, this does not represent a large differencewith
theGulia andWiemer (2019)method. Indeed, Gulia and
Wiemer (2019) had to enlarge the investigated area in or-
der to include a number of events sufficient to constrain
the br value. The b(t) andmc(t) values are shown in Figs.
20 and 21, and 〈b〉, bM , and the b standard deviation σb

before and after the occurrence of the 7mainshocks are
reported in Table 2.

Earthquake before after
〈b〉 bM σb 〈b〉 bM σb

L’Aquila 0.98 0.98 0.058 0.96 0.97 0.085
Finale Emilia 0.93 1.0 0.095 0.84 0.8 0.19
Mirandola 0.86 0.88 0.1 1.14 1.15 0.016
Amatrice aftershock 1.06 1.06 0.074 1.02 1.04 0.14
Amatrice 1.03 1.06 0.15 0.93 0.9 0.13
Norcia 1.07 1.06 0.16 1.0 1.02 0.092
Capitignano 1.02 1.03 0.16 1.07 1.07 0.087

Table 2 〈b〉, bM and σb for the 7 mainshocks analysed
here, before and after their occurrence.

Earthquake before after
〈b〉 bM σb 〈b〉 bM σb

L’Aquila 0.99 0.99 0.064 0.95 0.96 0.082
Finale Emilia 0.93 1.0 0.094 0.86 0.85 0.062
Amatrice aftershock 1.11 1.10 0.057 0.94 0.94 0.14
Amatrice 1.02 1.04 0.16 1.02 1.05 0.16
Norcia 1.03 1.04 0.18 0.90 0.92 0.13
Capitignano 1.02 1.03 0.16 1.09 1.1 0.096

Table 3 〈b〉, bM andσb for the 6mainshocks analysed con-
sidering restricted timeperiodbefore (2 years) andafter (0.5
years) the target mainshock.

Moreover, in order to test the robustness of the time
parameters considered in the blind test, we show in Ta-
ble 3 that halving the time period before and after the
occurrence of themainshock target does not change the

results substantially. Note that halving the time period
for theMirandola earthquake is excluded from the anal-
ysis because the number of aftershocks is smaller than
500.
A t-test reveals that the b values before and after the

occurrence of the mainshocks cannot be considered
different at a 95% significance level. This implies
that the discrimination between foreshocks and af-
tershocks cannot be performed using a blind algorithm.

Conclusions
We extensively tested the method proposed by Godano
et al. (2023) for evaluating the completeness magnitude
(mc), whichwe referred to as the cv method. The testing
involved randomly generated catalogues with varying
values of b and mc, as well as simulated catalogues gen-
erated using ETASmodels with fixed b andmc values. In
all cases, the method exhibited excellent performance.
The distributions of the estimated values compared to
the “true” values showed a supergaussian shape, cen-
tered around zero. Using the cv method we then tested
the results of Gulia andWiemer (2019) for the Amatrice-
Norcia earthquake sequence, confirming their results
when using their catalogue, which represents a specific
selection of the Italian catalogue. The use of a more
reliable method in the estimation of mc and b repre-
sents a stronger confirmation of their results, resolv-
ing doubts about possible biases introduced by an un-
derestimation of mc (Lombardi, 2022). However, when
applying a blind algorithm to the Italian catalogue, no
differences were found in the b values before and after
the occurrence of the mainshock. This result indicates
that: 1) the difference in b values is significant when
an appropriate catalogue selection is made, supporting
the notion that the b value serves as a reliable stress in-
dicator. Specifically, if a genuine mainshock is immi-
nent, the stress increases while the b value decreases;
2) the decrease in the b value cannot be detected using
our blind approach and, consequently, cannot be uti-
lized for real-time predictive purposes. Of course, other
blind approaches could, conversely, confirm the Gulia
andWiemer (2019) results.
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