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Abstract The clustering of earthquake magnitudes is poorly understood compared to spatial and tem-
poral clustering. Better understanding of correlations between earthquakemagnitudes could provide insight
into themechanisms of earthquake rupture and fault interactions, and improve earthquake forecastingmod-
els. In this study we present a novel method of examining how seismic magnitude clustering occurs beyond
the next event in the catalog and evolves with time and space between earthquake events. We evaluate the
clustering signature over time and space using double-difference located catalogs from Southern and North-
ern California. The strength of magnitude clustering appears to decay linearly with distance between events
and logarithmicallywith time. The signaturepersists for longerdistances (more than50km)and times (several
days) thanpreviously thought, indicating thatmagnitude clustering is not driven solely by repeated rupture of
an identical fault patch. Thedecaypatterns occur in allmagnitude rangesof the catalogandaredemonstrated
across multiple methodologies of study. These patterns are also shown to be present in laboratory rock frac-
ture catalogs but absent in ETAS synthetic catalogs. Incorporating magnitude clustering decay patterns into
earthquake forecasting models such as ETAS could improve their accuracy.

Non-technical summary An important question in seismology is whether the magnitude of an
earthquake event depends on the events that preceded it. Correlations between earthquake magnitudes
have been debated, and recent studies have shown statistically significant magnitude clustering correlations
that could be important for earthquake forecasting as well as understanding the physics of how earthquakes
rupture and interact with faults. This paper examines how statistical correlations between earthquake mag-
nitudes evolve with time and distance between earthquake events. Our findings suggest that magnitudes
are correlated over a larger time and distance between earthquake events than previously thought. Statisti-
cally significant magnitude clustering correlations are observed even after several days between earthquake
events, and at distances over 50 km. These correlations are observed across all magnitude ranges in a given
catalog, and have been verified using multiple techniques of correlation. We further verified our results by
comparing with popular statistical models of seismicity, highlighting the validity of the methodology as well
as differences between popular models used in earthquake forecasting and the patterns that are observed in
real earthquake catalogs. Our results have implications for the further understanding of earthquake rupture
physics, highlighting the need for additional physical models of earthquake rupture and fault interaction.

1 Introduction
A key aspect of earthquake sequences is the fact that
they cluster in both space and time, which can inform
us about the dynamics of earthquake rupture. Spa-
tial and temporal clustering are taken into considera-
tion in state-of-the-art earthquake forecasting models
such as the Epidemic-type Aftershock Sequence (ETAS)
model (Ogata and Zhuang, 2006). However, clustering
of earthquake magnitudes, where the magnitude of an
earthquake event is related to the magnitudes that oc-
curred previously in the sequence, is not widely ac-
cepted such that it is not included in forecasting mod-
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els like ETAS. We define magnitude clustering as sta-
tistically significant correlations between magnitudes
of earthquakes in a given region and time period, be-
yond random occurrence and other spatiotemporal re-
lationships such as the Gutenberg-Richter frequency-
magnitude distribution (Gutenberg and Richter, 1944).
More specifically, the magnitude difference between
two earthquakes is smaller than would be expected
from the Gutenberg-Richter frequency-magnitude dis-
tribution, based on a large number of event compar-
isons (catalogs on the order of 1000 events have shown
statistically significant clustering) (Xiong et al., 2023).
Magnitude clustering could be an important aspect of
seismic sequences and their forecasting, particularly if
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the magnitude of an earthquake correlates to a tem-
porarily heightened risk of similar-sized events in an
area. For example, this type ofmagnitude correlation is
not included in the parameters of aftershock forecasts
currently being published by the United States Geolog-
ical Survey (USGS) (Hardebeck et al., 2018). Magnitude
clustering could be especially important for large, de-
structive earthquakes that pose significant risk to hu-
man life.
The literature has documented a vigorous debate re-

garding magnitude clustering as a genuine physical
phenomenon (e.g., Corral, 2006; Lippiello et al., 2008,
2012) or as a spurious artefact of catalog incompleteness
(e.g., Davidsen andGreen, 2011). Some previous studies
were concerned that magnitude clustering was the ef-
fect of overall catalog incompleteness as well as short-
term aftershock incompleteness (STAI) following larger
earthquakes. Recently, Xiong et al. (2023) introduced
detailed analysis incorporating filters to account for cat-
alog incompleteness and STAI across a wide range of
field and laboratory catalogs. Significant clustering was
shown across fault types, in tectonic and induced set-
tings, from spatial scales of mm to 100s of km, and uni-
versally in laboratory catalogs under a shear stress con-
dition. The results revealed statistically significantmag-
nitude clustering in all catalogs investigated, implying
some form of magnitude clustering is ubiquitous under
shear conditions.
The findings of Xiong et al. (2023) were focused on

demonstratingmagnitude correlations for only the next
event in the earthquake catalog, providing a limited
exploration of the temporal and spatial scale of mag-
nitude clustering. In the Southern California catalog,
for example, the median time between an event n and
the subsequent event n+1 is less than 1.5 hours. Addi-
tionally, many of the catalogs investigated did not have
high precision location information. The study did note
a time dependency of the clustering signature, show-
ing themagnitude clustering signaturewasmost promi-
nent at time intervals less than 60 seconds in the field
catalogs. Further exploring the temporal and spatial
trends of magnitude clustering requires expanding the
analysis beyond subsequent events to include a wider
range of event separations. This study aims to build
upon the research of Xiong et al. (2023) by expanding
the methodology to another robust earthquake catalog
with a large number of well-located events, examining
the spatial and temporal characteristics of magnitude
clustering. This analysis is critical to discerning the dif-
ferent physical mechanisms. One model proposed for
magnitude clustering in the Xiong et al. (2023) study is
that aparticular patchof fault is re-rupturingwith a sim-
ilarmagnitude, whichwould imply thatmagnitude clus-
tering is confined to very small spatial differences. In
this study, we present results of magnitude clustering
at spatial and temporal scales inconsistent with this hy-
pothesis alone, highlighting the need formultiple phys-
ical models of how magnitude clustering occurs.

2 Magnitude Clustering Based on Next
Event Comparisons in the California
Relocated Catalogs

Many prior investigations into the existence of mag-
nitude clustering have demonstrated their techniques
on the Southern California relocated catalog (Hauksson
et al., 2012) (Figure 1A), because it is an ideal dataset
for statistical seismology research due to its abundance
of events (more than 400,000 events observed from
1981–2005) and the precision of the double-difference
relocated hypocenters. In this paper, we expand the
Xiong et al. (2023) method to another similar double-
difference relocated earthquake catalog in Northern
California (Figure 1B). This catalog consists of more
than 650,000 events recorded from 1985–2019 by the
Northern California Earthquake Data Center (NCEDC)
(Waldhauser and Schaff, 2007; Waldhauser, 2009). Sim-
ilar to the SouthernCalifornia catalog, the large number
of double-difference relocated events enablesmore reli-
able statistical analyses and examination of spatial and
temporal relationships of magnitude clustering.
We followed the approach of Xiong et al. (2023) in

processing the seismic catalogs to account for incom-
pleteness and test for magnitude clustering. We first
utilized two standard methods of estimating the cat-
alog magnitude of completeness via the Gutenberg-
Richter frequency-magnitude distribution (Gutenberg
and Richter, 1944; Mignan and Woessner, 2012) of the
catalog (Figure S1). After performing this processing
on the Northern California catalog, the maximum cur-
vature method (Wiemer, 2000) produced a lower, more
inclusive estimate of 1.05, whereas the b-value stability
method (Cao and Gao, 2002; Woessner, 2005) produced
a higher, more conservative estimate of 1.4. To ensure
minimal effects of catalog incompleteness on our anal-
ysis, we adopted the more conservative b-value stability
method. To correct for STAI, we follow the approach of
Helmstetter (2006) of excluding events for a period after
mainshock magnitudesm ≥ 6 by relating the complete-
ness magnitude mc at a time mc(t, m) in days after the
mainshock m by the following equation:

mc(t, m) = m − 4.5 − 0.75log10(t) (1)

We additionally excluded events separated by less
than 2 minutes to address smaller mainshocks, fol-
lowing the approach of Xiong et al. (2023) as well as
Davidsen and Green (2011). This time separation is de-
termined by analysis of the seismic coda waveforms
after larger events in the catalog, and is a conserva-
tive estimate of when the waveform returns to back-
ground levels following a large earthquake event. Small
events within this 2-minute window are more likely to
be missed due to the overlapping of waveforms from
the larger events (Kagan, 2004; Peng et al., 2007). We
also tested an alternate method of filtering the cata-
logs for short term incompleteness based on a rate-
dependent magnitude of completeness estimation us-
ing an algorithm developed by Hainzl (2016). A descrip-
tion of this method and results (Supplementary Figures
S2 and S3) can be found in the supplementary material.
The amount of magnitude clustering observed in the
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Figure 1 Maps of the Southern A and Northern B California study areas. The Southern California study area consists of
90,117 events at amc of≥ 2 observed between 1981 and 2005. The Northern California study area consists of 220,535 events
at a mc of ≥ 1.4 observed between 1985 and 2019.

catalogs using thismethod is very similar to the amount
observed using our methodology.
To test for statistically significant magnitude cluster-

ing, we first followed the approach of Davidsen and
Green (2011) by comparing the cumulative probabilis-
tic distribution (P ) of magnitude differences (∆m) for
successive events between the real catalog and a shuf-
fled version of the catalog that randomizes the events
by time, given in the equation:

δp(m0) = P (∆m < m0) − P (∆m∗ < m0) (2)

where∆m∗ represents themagnitude differences in the
randomly shuffled version of the catalog. We also ap-
plied the filtering for catalog completeness and STAI to
both the real and shuffled versions of the catalog. If no
significantmagnitude clustering exists, and subsequent
magnitudes do not correlate with the previous magni-
tudes, then δp(m0) would not significantly deviate from
zero for the entire range ofmagnitude differences in the
x-axis of the figure. However, Figures 2A,B demonstrate
that statistically significant deviations exist for smaller
magnitude differences in the real catalog compared to
the shuffled version, and they exist across a range of
magnitude of completeness thresholds. The largest
probability deviations occurred at the smaller magni-
tude difference values even for magnitude of complete-
ness thresholds higher than our threshold determined
by the frequency-magnitude distribution. These devi-
ations are still observed after applying the filtering for
STAI (Figures 2B,D).
These results contradict the findings of Davidsen and

Green (2011), who did not observe significant probabil-
ity deviations in the Southern California catalog after

filtering for STAI at their chosen catalog magnitude of
completeness. However, we determine a lower magni-
tude of completeness for the catalog by using two dif-
ferent methods based on the frequency-magnitude dis-
tribution of the catalog (Wiemer, 2000; Cao and Gao,
2002; Woessner, 2005), whereas Davidsen and Green
(2011) used a method based on the detection probabil-
ity of the seismic stations (Schorlemmer and Woess-
ner, 2008). The lower completeness value that we deter-
mined bymultiplewell-established estimationmethods
allows us to keep more event comparisons in the cata-
log, which is critical for establishing reliable statistical
comparisons. Furthermore, after filtering our catalog
for STAI using a different rate-dependent magnitude of
completeness methodology (Hainzl, 2016), these signif-
icant deviations are still observed (see supplementary
material for these results).
The decrease in the probability deviations as the cat-

alog completeness threshold is raised indicates that
some aspect of the magnitude clustering process is
more prevalent at smallermagnitudes, which should be
the focus of future work. We interpret the variations as
real because prior work indicates that positive magni-
tude differences are particularly robust to incomplete-
ness issues (van der Elst, 2021), so the fact that ourmag-
nitude clustering deviations were similar for both neg-
ative and positive magnitude differences indicates the
reliability of the analysis. This result highlights that
magnitude clustering is not a spurious effect due to cat-
alog incompleteness or STAI, but a genuine physical
trend in the observed Northern California catalog, con-
sistent with the previous results of Xiong et al. (2023)
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Figure2 ACumulativedistributionof difference inprobability between theobservedcataloganda shuffled version, δp(m0)
asa functionofmagnitudedifference (m0) for theNorthernCalifornia catalog. Thedistribution is shownatvariousmagnitude
of completeness thresholds (corresponding to the different colored lines). mc = magnitude of completeness, n = number
of events. Error bars correspond to the 1 standard deviation confidence interval (for results using a 3 standard deviation
confidence interval, see Figure S5). B Same as A but after applying filters to account for catalog incompleteness and short-
termaftershock incompleteness (STAI).CComparison of the cumulative distribution plots of both theNorthern andSouthern
California study areas at the respective magnitudes of completeness of each catalog. D same as C but after applying filters
for incompleteness/STAI.

for the Southern California catalog (Figures 2C,D). The
curves for both catalogs are a remarkablematch to each
other indicating some similarity in the pattern of mag-
nitude clustering between these regions, although there
are different magnitudes of completeness for these cat-
alogs.
To investigate statistically significantmagnitude clus-

tering trends at various magnitude ranges in a given
earthquake catalog, Xiong et al. (2023) introduced a
novel method of comparing the magnitudes of suc-
cessive earthquake events based on their respective
positions in an empirical cumulative density function
(ECDF) of the event magnitudes (Figure 3), a method
which we adopt in this study as well. Plotting the mag-

nitudes of successive earthquake event pairs in a time-
ordered sequence of the catalog allows us to visual-
ize trends in how similar the subsequent event magni-
tude is to the one of the event that occurred just be-
fore it. Because the amount of events in the dataset is
so large, plotting all event comparisons as individual
points makes it difficult to visualize the data trends due
to the density of data points. For this reason, we cre-
ated bins for each 20% range ofmagnitudes on each axis
and calculated the number of event pair data points that
fall into each magnitude range bin. Heatmaps are vi-
sualized by assigning red or blue to bins based on the
catalog’s real difference from the mean that would be
expected for a bin if there were a uniform distribution
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of events across the magnitude range (total number of
pairs divided by the number of bins). For comparison,
randomly shuffling the time order of events before com-
paring the magnitudes should result in no significant
deviation from a uniform distribution. This organiza-
tion of magnitude range bins naturally creates a line di-
agonally across the middle of the plot where the range
of the subsequent event magnitude is similar to that of
the event before it, which is what we expect for magni-
tude clustering. Thismethod is advantageous because it
can demonstrate clustering behavior in different ranges
of event magnitude, ensuring that potential complete-
ness issues with the large number of small magnitude
events are not causing spurious correlations of magni-
tudes. (For more detail regarding this ECDF method,
see the associated section in the supplementary mate-
rial).

Figure 3 Empirical cumulative distribution function
(ECDF) comparisons for the Southern California observed,
filtered catalog A and a version of the catalog randomized
by event time B. Color scale shows the number of event
comparisons of the original event magnitude m(i) and
subsequent event magnitudes m(i + 1) that fall into each
magnitude comparison bin by illustrating the difference
relative to the expected mean for a bin given a uniform dis-
tribution. The diagonal line highlights subsequent events
that fall into the samemagnitude bin as the previous event.
C and D are the same as A and B but for the Northern
California catalog.

We applied the ECDFmethod to the STAI-filtered ver-
sion of the earthquake catalogs and reported the re-
sults for comparisons of subsequent earthquakemagni-
tudes in the 20% bins of the ECDF distribution, labeling
themagnitude ranges that each quintile represents (Fig-
ures 3A,C). The resulting plot is compared to a version

of the filtered catalog that is shuffled in time to distin-
guish any non-random patterns in the magnitude clus-
tering trend (Figures 3B,D). The plot highlights subse-
quent event magnitudes that fall into the same magni-
tude range bin as the events that occurred just before
them (diagonal line), which is expected to have higher
numbers if magnitude clustering exists. Indeed, Fig-
ure 3 shows this trend of higher amounts of subsequent
earthquake events falling in the same magnitude range
bin. The results demonstrate that magnitude clustering
is not limited to small events, as the highest percent-
age increase (26% for the Southern California catalog,
17% for the Northern California catalog) occurs for the
largest magnitude comparison bin. This method has a
distinct advantage over the cumulative distribution ap-
proach, like that ofDavidsen andGreen (2011) for exam-
ple, in that it shows significant magnitude correlations
across the full range of catalog magnitudes, thereby re-
futing the idea that spuriousmagnitude clustering is ob-
served due to incompleteness associated with smaller
events.

3 Expanding Analysis beyond the Next
Earthquake Event

While our previous analyses have focused on the clus-
tering relationships among subsequent event pairs, we
expanded upon this approach by examining clustering
relationships among event pairs separated by up to 100
events in the time-ordered earthquake catalog. This ap-
proach enables us to analyze awider range of interevent
times and distances in amore comprehensive investiga-
tion of how the magnitude clustering signature varies
with time and space.
We began by simply varying the interevent number n

in the ECDF comparisons of m(i) to m(i + n) to increas-
ing n values of 2, 10 and 100 (Figure 4). All ECDF com-
parisons have been filtered to correct for incomplete-
ness and STAI via the method described in the previous
section. The results indicate a decrease in the number
of event comparisons that fall into similar magnitude
bins as the events are further separated in number of
events away from each other in the sequence. Although
the clustering is about half as large at a separation of
100 events, the fact that a magnitude clustering signa-
ture persists is remarkable.
To further explore this relationship, we quantified

the strength of themagnitude clustering relationship by
taking the average percent difference from the mean in
the magnitude bins that fall along the diagonal line of
the ECDF plots for each event magnitude comparison
for the m(i + n) event separations 1 to 100 (i + 1, i +
2, i + 100). The average percent difference from mean
for event comparisons with similar magnitudes is de-
noted as PDsimilar and is calculated by the following
equation:

PDsimilar = Nsimilar − Nall bins

Nall bins

∗ 100 (3)

Where Nsimilar is the average number of event pairs
that fall into each of the similar magnitude difference

5 SEISMICA | volume 3.2 | 2024



SEISMICA | RESEARCH ARTICLE |

Figure 4 Empirical cumulative distribution function (ECDF) comparisons for the SouthernCalifornia catalogA-D andNorth-
ern California catalog E-H for select interevent separationsm(i + n). The plot illustrates a decrease in the percent difference
frommean along the diagonal line of similar magnitude event comparisons with increasing interevent distance (n = 1, 2, 10,
and 100).

bins on the diagonal line in the ECDF plot, and Nall bins

is the average number of event pairs in one bin based on
all bins. We compared these values to those obtained
by performing the same analysis on shuffled versions
of the catalogs that are randomized by time. The re-
sults are plotted in Figure 5. Each plot point represents
the bootstrapped mean with 1-standard deviation error
bars, determined by performing 100 simulations sam-
pling with replacement from the original sample (for
both the observed and randomized versions of the data).
A clear decay trend is observed in both catalogs, where
the strength of the magnitude correlations decreases
as the events are further separated from each other in
the sequence. Conversely, there is no significant trend
in the deviation from zero of the versions of the cata-
logs randomly shuffled by time for any event separation
number. The decay observed in both catalogs is more
rapid over the first few event separation numbers.
This intriguing result motivates the need to further

characterize any significant patterns ofmagnitude clus-
tering decay. Quantifying the relationships over space
and timewould bemeaningful for applications of earth-
quake forecasting in terms of how long or expansive
the clustering effect is relevant. Previous literature has
suggested that magnitude clustering is most prominent
over short time and distance windows, at time windows
under 30 minutes (e.g., Corral, 2006; Lippiello et al.,
2008; Zambrano Moreno and Davidsen, 2020) and spa-
tial distance windows of less than 10 km (e.g., Lippiello
et al., 2008). To properly evaluate these hypotheses, vi-
sualizing the change in the magnitude clustering sig-
nature over time and distance, rather than in terms of
event number, will be an important first step.

4 Time Decay of Magnitude Clustering
in Field Catalogs

To analyze the temporal changes in the clustering sig-
nature, we developed two distinct methodologies to see
whether any temporal trends are persistent enough to
help establish validity. The initial approach involved
investigating the change over time observed in the
PDsimilar found in the ECDF catalog analysis. To ac-
complish this, we calculated interevent times for each
event as compared to all following events in the fil-
tered catalog. We subset the catalog based on interevent
times into 3-hour increments ranging from 0 to 150
hours in order to visualize any change in the strength of
the signature with increasing time between earthquake
events over the span of a week. Considering the large
spatial extent of the catalogs, and previous findings that
correlations between earthquakes are more prominent
in short time and space windows, we also limited the
event comparisons to a maximum of 100 kilometers of
interevent distance, which allows for the thickness of
the seismogenic zone amodest level of fault interaction
(Klinger, 2010). After imposing these time and distance
restrictions, we are leftwith roughly 5.5million individ-
ual event pair comparisons for the Southern California
catalog, and roughly 8.5 million for the Northern Cali-
fornia catalog. We applied the same analysis to an ini-
tially shuffled version of the catalog to assess the scale
of variation expected fromchance. The results are boot-
strapped using the same procedure as the previously
mentioned n-number decay analysis.
The second method employed autocorrelation, as

outlined by Box et al. (2015), to investigate correlations
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Figure 5 Strength ofmagnitude clustering (PDsimilar) from ECDF analysis evaluated over an increasing number of events
separating the comparison for Southern California A and Northern California B. Values are bootstrapped means with 1-SD
error bars from 100 simulations with 90% data resampling.

amongmagnitudes in the filtered catalog by treating the
magnitudes over time as a time series. Autocorrelation
is a widely used statistical technique that quantifies the
level of randomness in a dataset at different time lags.
In the absence of any non-random relationships, auto-
correlation coefficients would not significantly deviate
from zero across all time lags within the dataset. Con-
versely, if a non-random relationship exists for a par-
ticular time lag, the coefficient will exhibit a significant
non-zero value. The autocorrelation coefficient is com-
puted using the following formula:

Rh = Ch/C0 (4)

Where Ch represents the autocovariance function,
given by:

Ch = 1/N
N−h∑
t=1

(Yt − Y )(Yt+h − Y ) (5)

And C0 represents the covariance function, given by:

Ch =
∑N

t=1(Yt − Y )2

N
(6)

In our implementation of the autocorrelation function,
the lag parameterhdenotes the interevent time inhours
between pairs of seismic events. We specifically consid-
ered lag values of 0–150 in our analysis, investigating au-
tocorrelations between each event in the catalog and all
subsequent events between 0–150 hours interevent time
separation, consistent with the ECDF temporal analysis
methodology.
The results of the change in themagnitude clustering

signature over increasing time separations for both cat-
alogs and methods are shown in Figure 6. In all cases,
the real catalog is shown (blue) alongwith a comparison
to a shuffled version (red). Increasing interevent time
displays a decay of the signature for the real catalogs.
This time decay pattern was absent in the randomly
shuffled versions, wherein the signature remains near
zero across all interevent time periods. The signature

in the observed catalog was largest at short time inter-
vals (less than20hours), with a rapiddecrease that shifts
to a more gradual decrease, consistent with prior work
that suggestedmagnitude clustering is more prominent
at short time intervals. However, our short time in-
tervals were still considerably larger (hours) than what
prior work suggested (minutes). Moreover, the mag-
nitude clustering signature persisted at a significant
level above the randomly shuffled values at time frames
over 100 hours of interevent time, independent of the
method of time decay analysis used. This demonstrates
that the magnitude relationships occur over a wider
temporal range than previously thought.
The amount of magnitude clustering observed in

both catalogs is similar, with some slight differences.
In the ECDF analysis, the Northern California catalog
shows slightly higher amounts of magnitude cluster-
ing in short time frames than the Southern California
catalog, while the opposite is true for the autocorrela-
tion. These differences are small however, and both cat-
alogs decay to essentially the same amount of cluster-
ing in the larger time differences for both methodolo-
gies. The overall patterns of clustering decay are simi-
lar for both the ECDF and autocorrelation methods, but
with a more pronounced rapid decrease in the smaller
time differences for the Northern California catalog ob-
served across bothmethodologies. Thedecay curves for
bothmethodswere rescaled viamin-maxnormalization
in Supplementary Figure S6 for a more direct visualiza-
tion of the similarities of both curves.

5 Distance Decay of Magnitude Clus-
tering in Field Catalogs

To gain further insight into the statistical patterns of
seismic magnitude clustering, we also sought to char-
acterize the change in the signature over varying spa-
tial scales. Given that autocorrelation is designed to ad-
dress time series data, we did not find it to be directly
applicable to distance analysis. Consequently, we fo-
cused on developing an ECDF analysis method akin to
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Figure 6 Time decay of magnitude clustering for both California catalogs. A and C show PDsimilar for event comparisons
separated into subcatalogs of increasing interevent time ranges at 3-hour intervals from 0–150 hours. Values for ECDF plots
are bootstrapped means with 1-SD error bars from 100 simulations with 90% data resampling. B and D show the autocor-
relation coefficients over increasing interevent time for a correlation of event magnitudes with each event in the catalog
compared to all subsequent events separated from 0–150 hours.

the one employed for the time decay investigation. In
this case, we segmented the filtered catalog based on
increasing interevent distance, organizing the catalog
into 5-kilometer increments ranging from 0 to 100 km.
We also imposed an interevent time restriction, limiting
the comparison to events separated from 0–150 hours.
ThePDsimilar is calculated for all event comparisons in
each interevent distance interval.
Figure 7 presents the results of the analysis, showing

the changes in the magnitude clustering signature with
increasing interevent distance for both catalogs. The
corresponding time-shuffled versions of the catalogs
are also shown for reference, as they remain around
0 similar to the time separation analysis. There is a
clear decay trend for the observed catalog as interevent
distance increases. The maximum amount of magni-
tude clustering is similar for both catalogs (PDsimilar

just over 15%), and the maximum values are observed
at short interevent distance intervals (0–10 km). The
overall shape of the decay pattern is similar for both
catalogs, and notably it appears to be more linear than
the time decay trends. This is confirmed via regres-
sion modeling (Table S1), which shows that the linear
trend has a higher statistical significance compared to
logarithmic or power-law that best fit the temporal de-
cay. The lack of similarity in these trends for space and

time indicates that the pair of patterns are not simply
due to correlations between interevent times and dis-
tances. The linear decay with distance is unexpected
considering one of the more prominent spatial decay
patterns is that the linear density of aftershocks follows
a power-lawdecaywith distance (Brodsky, 2011;Morad-
pour et al., 2014). Moreover, the elevated magnitude
clustering signature does not decay back into the range
of shuffled catalog values until ∼ 60 km for Northern
California and over 100 km for Southern California. The
persistence of magnitude clustering out to such large
distances implies that it is not due to repeated rupture
of the same event patch—which indicates that another
model, or multiple models that could include the re-
peated rupture of the sameevent patch, arenecessary to
describe this behavior. Developing and testing physical
models that can account for the linear decay of magni-
tude clusteringwith distance should be a focus of future
work given that power law decay is a hallmark of spatial
clustering of seismicity (Richards-Dinger et al., 2010).

8 SEISMICA | volume 3.2 | 2024



SEISMICA | RESEARCH ARTICLE |

Figure 7 Distance decay of magnitude clustering for the Southern A and Northern B California catalogs. Plots show the
PDsimilar for event comparisons separated into subcatalogs of increasing interevent distance ranges at 5-kilometer intervals
from 0–100 kilometers. Values are bootstrappedmeanswith 1-SD error bars from 100 simulationswith 90% data resampling.

6 Time and Distance Decay of Magni-
tude Clustering in Field Catalogs

To explore whether the different spatial and temporal
decay patterns influence each other, we evaluated the
degree of magnitude clustering for a series of event
comparison groups with incrementally varying space
and time differences. Figure 8 shows the results of this
analysis with the space and time differences shown on
the two horizontal axes and the degree of magnitude
clustering shown on the vertical axes (emphasized with
the color scale). To put this in context, Figure 6 repre-
sents combining all of the event comparisons for vari-
ous distances into a single group to evaluate the overall
temporal decay and Figure 7 represents the equivalent
combination for the various times to evaluate the spa-
tial decay. Figure 8 illustrates that the overall pattern
of linear decay of magnitude clustering with distance
persists for nearly all of the time groups, although there
are increased fluctuations due to the smaller number of
event pairs in each time and space subset. The logarith-
mic decay inmagnitude clusteringwith timepersists for
many of the various distance groups, but appears to be-
come diminished in the larger distance groups, particu-
larly in Northern California when the PDsimilar values
approach 0.

7 Decay Patterns in Laboratory Cata-
logs

Based on the recent finding that significant magni-
tude clustering occurs in a variety of laboratory ex-
perimental catalogs similar to the patterns observed
in field-level earthquake catalogs, we sought to investi-
gate whether similar time and distance decay patterns
are also present in laboratory catalogs. We applied the
time and distance decay analysis to amixedmode bend-
ing laboratory experimental catalog containing 4,312
acoustic emission events shown to contain significant
magnitude clustering by Xiong et al. (2023). Note that
this catalog is one example of the catalogs we have in-
vestigated for validating the magnitude clustering in

laboratory rock mechanics tests (Hampton et al., 2019;
Lin et al., 2014, 2019b,a; Pan et al., 2018; Xiong and
Hampton, 2020, 2021). Those catalogs were compiled
from the rockmechanics tests conducted at different in-
stitutes, by different experimentalists, and acquired by
different sensor and data acquisition assemblies, while
consistent results about the magnitude clustering pat-
tern were obtained (Xiong et al., 2023).
The laboratory catalog differs from the field earth-

quake catalogs in the incompleteness considerations.
In laboratory conditions, the loading rate can be con-
trolled, while in tectonic conditions the loading cannot.
The commensurate control on seismicity rates mini-
mizes the issues from short-term shaking that prevents
recording of small subsequent events. As such, the pri-
mary concern regarding incompleteness is the limita-
tion of detecting lower magnitude events. We filtered
the catalog accounting for this incompleteness based
on the deviation from power-law of the frequency-
magnitude distribution, similar to the field catalogs.
The deadtime for the acoustic emission data acquisition
systemwas at the order of the data sample rate, and the
maximum signal/hit rate for this test was far below the
saturation level. As a result, the STAI is not a concern
for the laboratory catalog being analyzed in this study.
The results displayed in Figures 9A,B for the magni-

tude clustering time decay in the laboratory catalog are
almost entirely above the background variation estab-
lished from the shuffled catalog. The PDsimilar values
appear to be ∼ 5% for most of the range of time val-
ues, with no discernable decay pattern over the time
frame analyzed. For the spatial analysis in Figure 9C,
the PDsimilar value is ∼ 10% for the shortest distance
and decays roughly linearly to background values by the
10–15mmdistance range. The spatial decay pattern ap-
pears slightly less linear than for the field catalogs, but
would be linear without the value at the smallest spatial
separation, where the source location error estimations
for laboratory catalogs can be around 3 mm crossing
different experimentalists’ tests (Goebel et al., 2012; Lei,
2003; McLaskey and Lockner, 2018; Xiong and Hamp-
ton, 2020). The temporal analysis however, is of no ap-
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Figure 8 Spatiotemporal decay of magnitude clustering for the Southern A and Northern B California catalogs. Plots show
the PDsimilar for event comparisons of both increasing interevent distance and time on the two horizontal axes.

parent decay pattern. Such observations should be at-
tributable to the fact that the temporal energy input for
driving the laboratory rock fracture process was well-
controlled under laboratory setting, while the analogue
energy driving the tectonic movement was not control-
lable.

8 Lack of Time and Distance Decay in
ETAS Simulated Catalogs

To help confirm the validity of the observed time and
distance decay patterns, we can also apply our analyti-
cal approach to catalogs generated using the Epidemic-
type Aftershock Sequence (ETAS) Model. The ETAS
model is one of the most widely used earthquake fore-
casting models, utilizing spatial and temporal earth-
quake clustering relationships to quantify seismic activ-
ity in an area over time. It considers previous seismic-
ity and these spatiotemporal clustering patterns to build
a robust forecasting model establishing the earthquake
rate as follows:

l(t, x, y) = µ
∑

i:ti<t

g(t − ti, x − xi, y − yi) (7)

Where µ is the background seismicity rate and g is
the aftershock triggering rate of events triggered by an
event ofmagnitudem at a time difference∆t and spatial
distance (∆x, ∆y) (Mizrahi et al., 2021), given by:

k0 ∗ ea(m−mref )

(∆t+c)1+ω

e
−∆t

τ

∗ ((∆x2 + ∆y2) + d ∗ eγ(m−mref ))1+ρ
(8)

as outlined inNandan et al. (2017). To calibrate theETAS
model for use in forecasting, the background rate pa-
rameter and all parameters that define the aftershock
triggering must be calibrated, usually done by utiliza-
tion of the Expectation Maximization Algorithm fit to
the region and time frame of seismicity studied (Veen

and Schoenberg, 2008). By design, the ETASmodel con-
siders the event magnitudes in a sequence to be inde-
pendent of each other, so the time and distance pat-
terns ofmagnitude clusteringwe observe in the real cat-
alogs should be absent in the ETAS synthetic catalogs.
If our analytical approach is flawed, it could force triv-
ial observations of magnitude clustering when applied
to ETAS synthetic catalogs.
We created synthetic ETAS catalogs fit to parameters

found for Northern and Southern California using the
approach of Mizrahi et al. (2021). These ETAS catalogs
are simulated over the same time frame and study ar-
eas as the two California catalogs and consist of 429,607
events for the Southern California ETAS catalog and
511,973 events for the Northern California ETAS cata-
log. Both synthetic catalogs are filtered for catalog in-
completeness and STAI in the same way as the real cat-
alogs. Information on what each ETAS parameter rep-
resents, and the parameter value chosen based on a
fit of the California catalogs, see Supplementary Table
S2. Using our ECDF approach, we found no evidence
of overall magnitude clustering in these catalogs (Fig-
ure S7) after applying our completeness and STAI filter-
ing methods. Nevertheless, we went ahead with apply-
ing our time and distance decay plotting methodology
to investigate whether there were temporal or spatial
changes in the strength of magnitude clustering. The
results shown in Figure 10 demonstrate that the ETAS
models constructed from both catalogs have no signa-
ture of increased magnitude clustering at small time
or distance separations. To further explore issues with
catalog incompleteness we created several versions of
the ETAS catalog with incompleteness added by artifi-
cially removing smaller magnitude events from the cat-
alog (Supplementary Figures S8–S9). Introducing cata-
log incompleteness didnot artificially produce anymag-
nitude clustering, regardless of whether it is designed
to reproduce overall catalog incompleteness or STAI.
This highlights the difference between ETAS forecast-
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Figure 9 Magnitude clustering decay plots for the laboratory mixed mode bending catalog. A autocorrelation time decay,
B ECDF time decay, C ECDF distance decay. n = 4, 312 events. Values for ECDF plots are bootstrappedmeanswith 1-SD error
bars from 100 simulations with 90% data resampling.

ing and real catalogs, as well as demonstrating that our
methodology does not force spurious observations of
magnitude clustering. Furthermore, our results sug-
gest that incorporation ofmagnitude clustering into the
ETASmodel can improve the accuracy of forecasting by
more accurately simulating the observed seismicity pat-
terns.

9 Variations in Time and Distance De-
cayPatterns for DifferentMagnitude
Ranges

One feature of the ECDFplots (Figures 3 and 4) is the dif-
fering PD values along the diagonal line that highlights
magnitude bins where subsequent events fall into the
samemagnitude bin as the previous event. The PD val-
ues are generally highest in the largest magnitude quin-
tile bin, followed by the lowest quintile bin. The three
bins in themiddle generally have lower PD values than
the upper and lower quintiles. Considering this, we
sought to investigate whether the same patterns of time
and distance decay are observed throughout the cata-
log, and not just driven by the upper or lower magni-
tude quintiles. To accomplish this, we created split ver-
sions of the time anddistance decay plots separated into
three groups based onmagnitude quintiles. The chosen
ranges for the three groups were 0−20%, 20−80%, and
80−100% (corresponding to the lower left,middle three,

and upper right magnitude range bins along the diago-
nal line in the ECDF plots). Results of this analysis are
shown in Figure 11.
We first examine the time decay patterns (Fig-

ures 11A,B). Note that the data in these time decay plots
have been converted to a log-log form to more easily vi-
sualize any variations in the logarithmic decay between
the threemagnitude bin ranges. While the overall mag-
nitude of the PD values (and thus the overall amount
ofmagnitude clustering observed) does change over the
three magnitude bin ranges, the logarithmic decay pat-
tern is observed in all three ranges, implying that the
time decay relationship is robust over all ranges ofmag-
nitude in the catalogs. The slope of the time decay pat-
terns is very similar in each range, especially for the
Northern California catalog. While there is more vari-
ation in the slopes for the Southern California data, the
slopes are still very similar overall.
Similar results can be seen in the distance decay pat-

terns, (Figures 11C,D), with a difference in the overall
magnitude of the PD values over different magnitude
ranges, butwith a robust (and linear) pattern of decay in
themagnitude clustering signature. However, the slope
of the spatial decay pattern in the largest magnitude
range bin (80 − 100%) is significantly steeper than the
slope of the other two ranges observed. The difference
in the steepness of the distance decay slopes can likely
be explained mathematically by observing the initial
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Figure10 Timeanddistancedecayplots for ETAScatalogs fit to theSouthernA,C,EandNorthernB,D,FCalifornia catalogs.
Values for ECDF plots are bootstrappedmeans with 1-SD error bars from 100 simulations with 90% data resampling.

strength of the magnitude clustering value for each of
the different magnitude ranges. There is a clearly simi-
lar linear decay for each of themagnitude ranges. How-
ever, since the initial strength of the magnitude cluster-
ing value in the highest magnitude range is much larger
compared to the other two ranges, this would naturally
lead to a steeper decay slopemathematically if it decays
in a similar fashion to other two ranges. To decay to a
similar value of magnitude clustering observations at a
distancewherewe believe the distance is likely too large
formagnitudes to significantly cluster, it naturally must
decay at a steeper slope from its initially higher value.
The time decay slopes don’t show this difference due to
being presented in a log-log space. Overall, both tempo-
ral and spatial decay curves showa robust decay pattern

across all different magnitude ranges in the catalogs.

10 Conclusions
We examined seismicmagnitude clustering beyond just
the next event in a catalog, comparing themagnitude of
each event to all subsequent events separated by ≤ 150
hours and 100 km. This method allows for the analy-
sis of a wider range of interevent times and distances
to understand how the magnitude clustering signature
varieswith time and space. We demonstrated thatwhile
the magnitude clustering signature decreases with fur-
ther interevent time and distance separation, remark-
ably the signature persists at much longer times and
further distances than previously thought. The mag-
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Figure 11 ECDF decay plots split by magnitude range bins. A Southern California time decay, B Northern California time
decay, C Southern California distance decay, D Northern California distance decay.

nitude clustering signature remains significant at in-
terevent times of several days, and at interevent dis-
tances of more than 50 km. The laboratory catalog re-
sults show that these time and distance decay patterns
also exist at the distance scales of mm and time scales
of seconds to minutes, but the trends are more muted
at these scales. The decay patterns of the magnitude
clustering signature are distinct and consistent across
multiple methodologies of analysis, and are not lim-
ited to largest or smallest magnitudes. The strength
of magnitude clustering appears to follow a linear de-
cay with increasing distance while following a logarith-
mic decay with increasing time, indicating the patterns
are not simply due to correlations between interevent
times and distances. The persistence of the magnitude
clustering signature beyond 50 km indicates thatmagni-
tude clustering is not driven solely by repeated rupture
of an identical fault patch. Additional physical models
are needed in conjunction with those established in the
literature to fully explain the observed clustering pat-
terns. We utilized ETAS synthetic modeling to confirm
the validity of our analysis, demonstrating that our ap-
proach does not force trivial magnitude clustering. Fur-
thermore, the absence of magnitude clustering decay
patterns in ETAS synthetic catalogs highlights the dif-
ference between synthetic and real catalogs, suggesting
that incorporation of magnitude clustering into fore-
casting models would improve their accuracy.
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