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Abstract itisincreasingly common for seismic networks to operate multiple independent automatic al- Careth Funni
are unning

gorithms to characterise earthquakes in real-time, such asin earthquake early warning (EEW) or even standard Handling Editor:
network practice. Commonly used methods to select the best solution at a given time are simple and use ad Andrea Llenos
hocrules. An absolute measure of how well a solution (event origin and magnitude) matches the observations Copy & Layout Editor:
by the goodness-of-fit between the observed and predicted envelopes is a robust and independent metric to Théa Ragon
select optimal solutions. We propose such a measure that is calculated as a combination of amplitude and
cross-correlation fit. This metric can be used to determine when a preferred solution reaches an appropriate
confidence level for alerting, or indeed to compare two (or more) different event characterisations directly.
We demonstrate that our approach can also be used to suppress false alarms commonly seen at seismic net-
works. Tests using the 10 largest earthquakes in Switzerland between 2013 and 2020, and events that caused
false alarms demonstrate that our approach can effectively prefer solutions with small errors in location and
magnitude, and can clearly identify and discard false origins or incorrect magnitudes, at all time scales, start-
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ing with the first event characterisation.

1 Introduction

Over recent decades, earthquake early warning (EEW)
algorithms have been continuously developed and EEW
systems have become operational in many regions
around the world (e.g. Cremen and Galasso, 2020; Allen
and Melgar, 2019; Clinton et al., 2016). The goal of EEW
is to rapidly estimate developing ground shaking from
an ongoing earthquake at a specific location or region,
thus providing users with the opportunity to take action
before strong ground motions arrive and hence min-
imise the impact of the shaking.

The Swiss Seismological Service (SED) at Eidgenos-
sische Technische Hochschule (ETH) Zurich has been
actively engaged in the development and implementa-
tion of EEW algorithms for over a decade (e.g. Massin
etal., 2021; Behr et al., 2016), including the Virtual Seis-
mologist (VS; Cua, 2005; Cua and Heaton, 2007) and
Finite-Fault Rupture Detector (FinDer; Bose et al., 2012,
2015, 2018, 2023) algorithms. Operationally, these algo-
rithms are integrated as modules within the earthquake
monitoring platform SeisComP - a technical framework
named the ETHZ-SED SeisComP EEW system (ESE;
Massin et al., 2021). Both of these algorithms estimate
the earthquake source parameters (location and mag-
nitude) which are then used to estimate ground shak-
ing at a set of locations or a region. In the current im-
plementation, the VS algorithm provides a predictive
magnitude, based on the recorded amplitudes and rapid
point-source earthquake location provided through ex-

*Corresponding author: dario.jozinovic@sed.ethz.ch

isting SeisComP modules. FinDer provides an estimate
of the best-fitting line-source model by comparing the
peak ground acceleration (PGA) values at stations to a
set of pre-generated templates. Both algorithms pro-
vide independent estimates of the earthquake source
parameters. Differences in their performance during
an earthquake can arise from the properties of the seis-
mic source (magnitude, source complexity); the net-
work geometry; the data quality (e.g. both algorithms
are sensitive to spikes and metadata errors), and con-
temporary seismicity. A system building on multiple in-
dependent algorithms, like ESE, is more robust and tol-
erant to failure (Massin et al., 2021).

Like the majority of seismic networks, the SED also
uses the SeisComP framework for routine automated
monitoring, and also operates a suite of automatic de-
tectors (simple STA/LTA and post-detectors) and loca-
tors (scautoloc and scanloc) that target different types
of seismicity and use different velocity models. Fur-
ther, as more and more stations trigger, each ‘pipeline’
produces updated origins. This means that for an on-
going, even moderate event, the automatic system pro-
vides a highly dynamic output with many tens of dif-
ferent origins. Providing solutions from a few stations
allows small events to be identified and the earliest
solutions for large events. Allowing frequent updates
as more phase picks arrive means better accuracy can
be achieved as the energy from the seismic event pro-
gresses across the seismic network

However, having multiple source parameter solutions
requires a method capable of preferring or combining
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them. At the SED, we currently use a location score
based only on origin parameters (such as number of
picks, azimuthal gap, etc.), that does not take magni-
tude into account. Other approaches are available, for
example by simply using a weighted average of the so-
lution parameters (Kohler et al., 2020). Minson et al.
(2017) propose a more complex approach in which a
constrained least squares fit between observed and pre-
dicted acceleration waveform envelopes from all the
stations in the network is calculated. This is done for
each algorithm solution and used to estimate the rela-
tive probability for single solutions or their combina-
tions being correct, with the sum of the probabilities
summing to 1. Furthermore, a ‘no event’ solution, for
which the predicted envelopes are equal to zero, is used
to obtain the probability of no earthquake existing, cor-
responding to a false alarm. The method allows the
preference or combination of the ground motion pre-
dictions according to the relative probabilities assigned.
However, it does not provide a measure for the quality
of a solution, only its relative quality compared to other
possible solutions.

Motivated by the approach of Minson et al. (2017), in
this study we also compare the observed and predicted
envelopes. We employ the same envelope functions
(Cua, 2005) with appropriate adjustments to Switzerland
(see the Electronic Supplement to this article). How-
ever, instead of calculating the relative probabilities of
solutions from the given algorithms being correct, we
provide an absolute goodness-of-fit measure associated
with each source parameter estimate, which can then
be used to select the preferred solution (i.e. the loca-
tion, magnitude and origin time) and to check if this
solution reaches a pre-defined threshold for alerting.
Also, instead of a least squares fit between the observed
and predicted envelopes, our approach uses the com-
bination of amplitude fit and cross-correlation between
the envelopes, requiring that amplitude and shape fit
well but allowing for some timing error, for example in
the velocity model. We also do not set the noise level of
the predicted envelopes to zero but to the median noise
level at the stations used in this study.

Our approach can be implemented in EEW systems
as well as in general seismic observatory practice. It
can be used to compare multiple available automated
seismic solutions, irrespective of the source algorithm
and model, and to provide a preferred origin and mag-
nitude. Crucially, it can also be used to compare both
point-source (as provided by standard SeisComP loca-
tors) and finite-source (as provided by FinDer) solu-
tions, since it can support different distance metrics, in-
cluding hypocentral or rupture distances.

We test our method on a set of earthquakes and
false alarms that occurred in real-time processing at the
SED since 2013. The algorithm can successfully prefer
source parameter estimates that are close to the net-
work solution with both early solutions including only
seconds of data at closest stations, as well as using the
full data from a large network. We find it is particularly
effective in suppressing processing blunders from sig-
nificant errors in automated locations or significantly
elevated magnitudes that are regular issues in seismic
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network monitoring.

2 Methods

Our proposed method is based on the comparison of
observed and predicted velocity waveform envelopes
(Fig. 1) at a set of seismic stations. We obtain the ob-
served earthquake envelopes (following the approach of
Cua, 2005), computed by the sceewenv SeisComP module
(Massin et al., 2021), which provides continuous real-
time streams of envelope values (Behr et al., 2016). En-
velope computation in sceewenv involves the following
sequential steps: correct for the gain and baseline off-
set and check for a clipped signal (neglecting the sen-
sor if has a saturated signal); compute the root-mean-
square of the two horizontal components to obtain a sin-
gle combined horizontal component, integrate to veloc-
ity (if needed); apply a 4th order Butterworth high pass
filter with a corner frequency of 3 s; and, compute the
maximum absolute amplitude within 1 s intervals.

We calculate the predicted envelopes following the
Cua (2005) relationship, using magnitude, hypocentral
distance and site class (either “rock” or “soil”). To at-
tribute the site class to the stations used in this study,
when available, we used the EC8 ground types (Eu-
rocode 8, 2005) available from the SED stations website
(Swiss Seismological Service At ETH Zurich, 1983). EC8
ground types are categorised as rock for EC8 ground
types A and B) or soil for all other EC8 ground types
and as default in the absence of EC8 type. The relation-
ship then outputs P and S waveform envelopes, which
start at earthquake origin time with a specified duration
that matches the time window of the available station
waveform. The Cua (2005) predicted envelopes were
calibrated using data from southern California, which
consisted of about 30,000 records (vertical and hori-
zontal acceleration, velocity, and displacement) from
70 southern California earthquakes (2 < M < 7.3)
recorded within 200 km from the earthquake source.
However, for the subset of Swiss earthquakes we used,
we observed (Figure S7 in the electronic supplement)
that these predicted envelopes often do not fit the ob-
served shaking well and visual checks showed a sys-
tematic overpredicting of the observed shaking. There-
fore we decided to scale the predicted envelopes using
the GMM developed by Cauzzi et al. (2015) for Switzer-
land (see also Edwards and Fah, 2013). This approach
reduced the difference in peaks between observed and
predicted envelopes (Figure S7 in the electronic supple-
ment). While this significantly improved the overall en-
velope fit, we still found that the maxima of the P-waves
(especially at the closest stations) were higher in the ob-
served data. We then further adapted the predicted en-
velopes using a station-specific S-P scaling and multipli-
cation of the P-wave amplitude with an ad-hoc scaling
factor. Further details are given in the Electronic Sup-
plement.

We then compute the goodness-of-fit, G, of the ob-
served and predicted (parts of the) waveform envelopes
for each station S at time t as

G(S,t) = 100 - \/A(S,t) - C(S, t) (1)
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Figurel Comparison between true (with accompanyingwaveform)and predicted envelopes for (a) an earthquake and (b) a
false alarm. The subplot a) shows the comparison for an event of M 3.5 at a station 31 km from the hypocentre. The subplot b)
shows the comparison for a false M 3.5 at 151 km hypocentral distance, caused by a teleseismic earthquake (M 8.2 in Mexico)

where A(S, t) is the amplitude fit, and C(S, t) is the
normalised zero-shift cross-correlation between the ob-
served and predicted envelopes that start at time ¢, and
end at time ¢, where ¢, can be an arbitrarily defined en-
velope start time (e.g. earthquake origin time, P-arrival
at the closest station, etc.). The amplitude fit, A(S, t), is
calculated as

o(S,t) —m(S,t)

At =1- (O(S, )+ m(S,t)

) (2)

where o(S,t) and m(S,t) are the peak amplitudes of the
observed and predicted envelope at time t, respec-

3

tively. We decided to compare only the maxima of
the observed and predicted envelopes as we are mod-
elling the difference in envelope shapes using the cross-
correlation fit, C(S, t), calculated as

S O(S,t)iM(S, 1))
D1 O(S, )3/ 302 M(S, )7

where O(S, t) and M(S,t) are observed and predicted en-
velopes at time t, respectively, and n is the number of
samples (seconds) in the envelope. While using C(S, 1)
increases the processing time of our algorithm (which

C(S,t) = (3)
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Figure2 The amplitude fit function A(S, t) in equation 2. The
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Note that the shape of Ais scale-invariant on a log scale.

still remains insignificant), it allows us to address possi-
ble (unrealistically) good amplitude fits for certain com-
binations of both wrong magnitude and distance that
can produce similar amplitude maxima as the observed
data (e.g. for an M 5.5 earthquake at 50 km distance the
predicted PGV is 0.0054 m/s and for an M 5 earthquake
at 25 km distance the predicted PGV is 0.0055 m/s), but
can be easily discriminated by the envelope shape.

The functional form of A(S, t) in equation 2 was cho-
sen because of its symmetric fit with exponential decay
(Fig. 2) as a function of the difference between o(S,t)
and m(S,t). Furthermore, we opted to use the functional
form of A(S, t) in equation 2 over a least-squares-fit as
used in Minson et al. (2017) because the value of A(S,t)
isbounded between 0 and 1 and depends on relative dif-
ferences in predicted and observed amplitudes rather
than absolute values (i.e. larger amplitudes do not af-
fect the fit disproportionately). Crucially, this produces
a bounded absolute fit measure that is independent of
earthquake size, allowing us to prefer the best magni-
tude and location estimate (although it systematically
penalises weaker motions - for example for an observed
ground motion of 2 mmys, predicted ground motions 1
mmy/s and 4 mm/s both provide the same A(S,t) value).

Finally, the mean goodness-of-fit across all included
stations at time t is calculated and used as the mea-
sure of the goodness-of-fit for the given source param-
eters. The same procedure is applied again for both ex-
isting and new source parameter estimates as more and
more data arrives from already included and newly in-

4

troduced stations - resulting in a goodness-of-fit metric
that evolves over time. We then choose the solution with
the highest mean goodness-of-fit, i.e. that best fits the
observed ground motions, as our preferred solution.

In practice, at any given time t, we only use stations
where the predicted or observed earthquake ground-
motion envelopes are non-zero - that is those stations
within a certain distance, dependent on time t, from the
hypocenter (or rupture plane). The duration of the pre-
dicted envelope matches the available data from the ob-
served stations at time t. In this manner, the method
can account for differing data latencies from seismic
stations if operated in real-time. A further benefit of
this approach isthat it reduces processing time and does
not allow the fit between observed and predicted noise
(which is hard to model, and is station or sensor spe-
cific) to affect the final goodness-of-fit measure.

3 Data

We evaluate the performance of the proposed algorithm
in two separate tests using data collected by the Swiss
seismic network. This firstis a retrospective analysis us-
ing recent moderate earthquakes. The second test anal-
yses a set of significant false earthquake alerts that were
produced in recent years. We explore both (1) how sen-
sitive our method is at identifying differences in loca-
tion and magnitudes, and (2) how effective it is at iden-
tifying false alarms. All tests are performed using differ-
ent window lengths after the P-wave arrival at the clos-
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Figure 3 Map of the stations (network codes CH, C4) and the 10 Swiss earthquakes (Table 1 for details of the events) used
in the analysis. Some earthquakes have very similar locations, so their markers overlap on the map.

Date (UTC) Latitude (°N)  Longitude (°E)  Magnitude (Mlh)  Depth (km)
2020-11-10 T 12:53 46.9 9.12 3.9 1.7
2020-10-25T 19:43 46.9 9.12 43 14
2020-10-25T 19:35 46.91 9.12 3.6 14
2017-07-01 T 08:10 46.49 7.1 4.3 43
2017-03-06 T 20:12 46.91 8.93 4.6 4.2
2016-10-24 T 14:44 46.34 7.58 4.1 8.2
2016-10-07 T 07:27 46.51 9.54 3.8 10
2013-12-27 T 07:08 47.06 9.5 3.7 6.2
2013-12-12 T 00:59 47.06 9.49 4.1 59
2013-07-20 T 03:30 47.42 9.32 3.5 4.5

Table1l Earthquakes used in this study.

est station, ranging from t=1 s to t=40 s. We conduct
our tests using the earthquakes and stations located in
Switzerland, a sufficiently small region for which 40 s
long waveforms provide enough input data to our algo-
rithm. The sample of recent earthquakes includes the
ten largest events that occurred in Switzerland between
2013 and 2020 (Table 1; Fig. 3), with events magnitudes
ranging from 3.5 to 4.6 and depths of 1.4 to 10 km.

The sample of 20 false alarms (Table 2) comprises
real events (quarry blasts and regional or teleseismic
earthquakes) and non-existing events (i.e. noise bursts),
that were assigned wrong (or any in case of non-existing
events) locations and magnitudes due to combinations
of false triggers during routine monitoring. These
events typically were released to the public (e.g. on so-
cial media platforms) by the alerting system at the Swiss
Seismic Network. Alerts are released for automatic so-
lutions with M>2.5 and an epicenter lying inside or close

5

to Switzerland that reach the quality threshold based on
the SED ’location score’. Currently, solutions (including
false alarms) are generated using the scautopick mod-
ule in SeisComP, using a minimum of 6 associated picks.
The SED ’location score’ (Diehl et al., 2015) takes into
account the distribution of pick residuals, location az-
imuthal gap, location RMS, and the number of arrivals
used for location.

We obtain the earthquake and station metadata from
the ETHZ dataset in the SeisBench package (Woollam
et al., 2022). The ETHZ dataset is derived from 1)
the National Earthquake Catalogue of Switzerland (see
Data and Resources section) for earthquake informa-
tion; and 2) the ETH EIDA node for seismic waveform
data and metadata. Seismic stations used are from
network code CH (Swiss Seismological Service At ETH
Zurich, 1983) and C4 (C.E.R.N., 2016), comprising 178
stations. See Figure 3 for stations and events. The false
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ove [ ot helon ke e fole et
Quarry Blast (M=1.6) 46 km from false alarm location 12.06.2019  47.09 7.53 2.8 39.9
Quarry Blast (M=1.5) 140 km from false alarm location 26.08.2020  47.14 9.01 2.8 10
Quarry Blast (M=2) 0 km from false location 1.10.2020 4753 8.18 2.5 6.4
Quarry Blast (M=1.7) 38 km from false location 5.11.2020 4731 7.81 2.6 37.7
Quarry Blast (M=0.9) 105 km from false location 01.07.2022  47.17 7.19 2.9 10
M6.4 in Crete, Greece, 1584 km from false location 12.10.2013  46.72 11.46 3.6 123
M5.2 in Greece, 1274 km from false location 30.03.2019  46.37 1121 3.1 27.8
M5.2 in Greece, 2042 km from false location 30.01.2020  46.83 8.94 2.6 76.2
M5.3 in Crete, Greece, 1993 km from false location 23.05.2020. 46.53 8.35 2.6 54.4
M5.4 event in Greece, 1664 km from false location 18.12.2021  46.06 8.27 2.6 27.4
M5.1 event in southern Italy, 916 km from false location 31.10.2022 46 8.19 2.8 36
M7.9 in Papua New Guinea, 119° from false location 22.01.2017  46.97 10.31 33 61.2
M8.2 in Chiapas, Mexico, 90° from false location 08.09.2017  46.38 11.78 35 22.8
M6.8 in Fiji, 151° from false location 18.11.2018  46.78 8.84 2.8 58.1
M7.1in Anchorage, Alaska, 71° from false location 30.11.2018  46.35 10.18 3.6 3
M6.7 in Fiji, 152° from false location 01.09.2019.  46.69 9.57 2.7 365
Non-existing event 11.01.2019  44.82 8.13 3.7 27.6
Non-existing event 05.07.2019  46.54 9.38 32 10
M3.6 event, 115 km from false location 25.10.2020  47.48 7.85 2.7 59
M3.7 event in Albstadt, Germany, 248 km from false location ~ 21.03.2021  46.51 6.9 2.5 285

Table2 False alarms used in this study.

alarms are representative examples collected from the
operational experience during past years.

The observed earthquake envelopes have been calcu-
lated by the sceewenv module in SeisComP, as described
in the Methods 2 section. We calculate the predicted en-
velopes following the Cua (2005) relationship (details ex-
plained in the Electronic Supplement). We set the noise
in the envelope templates equal to 10~7 m/s (corre-
sponding to the median noise level at the stations used).
When calculating the goodness-of-fit for an earthquake
we choose the P-arrival at the closest station as the start
time ¢, of the envelopes.

4 Results and Discussion

In order to evaluate the performance of our pro-
posed algorithm in the scope of EEW, we calculate the
mean goodness-of-fit for 10 large Swiss earthquakes (de-
scribed in the data section) using a wide range of pertur-
bations of the true source parameters, at different times
after the event can be first identified. This test assesses
the sensitivity of the algorithm to errors in the source
parameters. Specifically, we perturb the catalogue mag-
nitude (varying between -1 and 1 in increments of 0.1
magnitude units, with additional gross perturbations of
-1.5 and 1.3 magnitude units; the perturbations are cor-
responding to Mp,edicted — Mirue) and catalogue epicen-
tral location (by distances of 0, 1, 3, 5, 10, 15, 20, 25, 30,
100, and 150 km), and calculate the goodness-of-fit for
all possible combinations of these perturbations. We
do not perturb the origin time, though origin time er-

6

rors can have a strong impact on the goodness of fit. Al-
gorithms that do not provide strong constraints on the
origin times can be penalised by this metric, and fur-
ther work is required to address this. We conduct the
same analysis for various input window lengths, from
windows that end 2s after the data has reached the 1st
station, to 40s after, spanning the entire time window
from the earliest possible EEW solution using the min-
imum available data from the fewest stations, to a final
automatic location based on the full waveform from the
entire network. To perturb the epicentral location, we
randomly vary the latitude and longitude of the epicen-
tre in a manner that satisfies the required distance per-
turbation.

Figure 4 and Figure 5 show the results of all the per-
muted magnitude-distance pairs for input windows that
end 4 and 20 s after the first P-arrival, respectively. Fig-
ures S1 (2 s), S2 (3 s), S3 (7 s), and S4 (40 s) in the
Electronic Supplement show the same calculations for
awider range of time windows. Our method would pro-
vide robust discrimination to larger errors in magni-
tude and location already at 4 s after the first P-arrival
time (Figure 4). Even at this early stage, the method
prefers a solution with correct source parameters (i.e.
the one with zero perturbation in magnitude and dis-
tance). While smaller errors in distance (less than
10 km) and magnitude (less than 0.5 magnitude units)
around the true solution also have relatively high fit val-
ues (close to or higher than 55), we can see that the fit
falls significantly as the perturbation in both magnitude
and distance increases. Increasing the window length
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4 s window .
Distance error (km)
1] 1 3 5 10 15 20 25 30 100 150

-1.50 25.46 24.73 23.15 22.03 20.59 14.93 11.76 9.17 5.68 0.00 0.00

-1.0 38.81 37.79 34.96 33.55 28.38 20.92 14.35 11.80 7.07 0.44 0.00

-0.9 41.95 40.84 38.87 36.71 29.85 23.40 16.54 10.77 7.65 0.40 0.23

-0.8 4514 44.03 40.61 39.02 31.93 24.32 18.12 12.48 7.87 0.00 0.00

-0.7 48.29 47.08 43.40 42.63 33.83 25.10 19.32 12.87 7.59 0.08 0.00

-0.6 51.61 49.81 45.94 43.50 38.08 27.81 20.04 14.72 9.60 0.06 0.00

-0.5 x55.08 53.01 47.69 44.67 39.38 28.78 18.66 14.99 8.58 0.01 0.00

[ -0.4 x57.90 x 55.05 50.29 48.99 39.83 25.87 21.68 12.83 10.45 0.40 0.00
@] -0.3 x59.82 x56.79 51.58 49.09 37.76 30.36 22.02 13.03 8.73 0.08 0.18
t: -0.2 x61.28 x58.10 53.00 49.19 39.96 29.70 19.53 16.89 8.66 0.40 0.04
v -0.1 x62.29 x58.92 53.72 50.47 41.97 30.38 21.64 16.53 8.14 0.09 0.03
() 0.0 x62.81 *59.10 53.88 48.83 41.37 26.79 19.79 13.68 10.95 0.33 0.02
'U 0.1 x61.52 x58.46 x 57.21 49.30 39.60 25.72 21.99 17.23 7.99 0.26 0.00
.é 0.2 x59.48 x57.33 52.48 48.58 37.78 28.22 19.27 14.97 9.22 0.49 0.05
& 0.3 »56.67 x 55.43 x 56.39 47.08 33.60 30.09 21.91 16.96 7.73 0.17 0.02
N 0.4 53.39 52.82 51.57 47 .64 34.95 25.72 23.46 18.96 8.38 0.15 0.05
E 0.5 49.83 50.00 47.53 45.24 32.80 27.01 22.79 13.59 9.74 0.05 0.05
0.6 46.41 47.24 45.42 40.49 34.16 23.43 21.78 14.58 10.19 0.15 0.00

0.7 42.98 44.56 45.63 39.36 31.07 24.67 19.90 15.12 12.08 0.05 0.20

0.8 39.85 41.48 40.81 38.15 30.62 25.57 19.92 15.67 9.67 0.01 0.01

0.9 36.86 38.51 38.05 35.15 30.23 21.79 20.32 17.34 9.61 0.03 0.04

1.0 33.98 35.69 37.97 29.79 28.62 20.05 18.78 12.96 12.22 0.22 0.00

1.30 27.04 28.81 29.33 26.29 24.62 18.34 15.51 12.28 8.72 0.03 0.00

Figure4 Average goodness-of-fit for different magnitude-epicentral distance perturbation pairs averaged taken over all 10
events in Table 1 using an input time window ending 4 seconds after the P-arrival at the closest station. The columns and
rows show the errors in the source location (km) and magnitude, respectively. The small star in front of a number is used to

mark the goodness-of-fit value higher than 55.

20s window

Distance error (km)

0 1 3 5 10 15 20 25 30 100 150
-1.50 19.56 19.44 19.35 18.62 15.66 13.11 12.10 9.74 8.82 4.41 1.13
-1.0 32.63 32.24 31.58 30.81 27.16 22.70 19.30 16.89 15.84 715 1.82
-0.9 36.19 35.77 35.35 33.60 30.67 25.40 21.67 19.21 19.49 8.64 3.80
-0.8 40.11 39.63 39.35 38.38 33.92 28.16 24.44 21.30 19.37 7.74 2.64
-0.7 44.33 43.88 43.07 42.65 37.15 31.61 26.56 24.07 22.55 11.34 5.46
-0.6 48.88 48.27 47.73 46.48 40.69 34.81 31.87 26.85 24.79 11.35 4.04
-0.5 53.70 53.18 52.72 51.87 45.75 39.11 33.15 29.61 26.92 10.15 4.50
[ -0.4 »58.58 x 58.16 * 57.44 »55.98 49.17 42.06 36.26 32.15 29.42 13.38 5.76
(@) -0.3 »63.37 x 62.89 x62.20 x60.47 53.55 45.07 38.24 35.39 31.82 13.99 4.41
h -0.2 x67.15 * 66.65 *65.68 x63.88 x57.12 47.76 39.83 35.17 32.01 14.52 8.45
v -0.1 %69.23 *68.75 x67.75 x65.26 »58.41 49.57 41.85 38.89 33.79 14.43 5.09
[}] 0.0 %70.03 % 69.56 %68.33 x65.77 »58.27 48.64 43.03 39.79 35.42 18.27 9.46
= 0.1 %69.12 *x68.71 x67.22 %65.74 »58.89 50.84 42.46 40.72 37.32 19.53 6.44
_é 0.2 x66.46 x66.14 x 64.68 »62.93 *57.11 48.80 4461 37.27 35.07 19.47 8.56
& 0.3 *62.98 x62.88 x61.50 x60.68 x55.36 47.19 43.83 40.27 34.04 18.81 9.40
) 0.4 *58.41 »58.23 x57.58 x55.42 51.87 45.51 42.38 39.63 37.13 21.80 8.41
E 0.5 53.76 53.70 52.41 52.12 48.79 40.29 39.65 33.03 36.97 21.50 11.13
0.6 49.26 49.22 48.23 47.04 41.82 40.78 34.03 36.72 30.09 19.75 7.35
0.7 44.82 44.92 44.15 42.91 38.39 37.43 32.13 34.86 31.62 20.76 15.09
0.8 40.68 40.96 39.62 40.54 36.34 32.68 31.94 30.08 33.02 18.38 10.42
0.9 37.05 37.19 36.57 36.20 34.41 31.48 30.99 25.97 29.05 19.16 8.40
1.0 33.67 33.89 34.17 32.21 32.13 26.84 26.90 26.64 27.73 18.71 12.86
1.30 26.09 26.33 26.64 24.89 24.46 22.29 22.60 19.76 22.00 15.75 9.71

Figure5 Same as Figure 4 for an input time window ending 20 seconds after the first P-arrival at the closest station

(Figure 5) improves the absolute fit for solutions with
small magnitude and distance perturbations. Further-
more, there is an improvement in sensitivity to mag-
nitude perturbations (i.e. the fit for larger magnitude
errors is decreasing compared to the shorter time win-
dow). However, in terms of location error, the sensitiv-
ity deteriorates slightly. This can be explained by the
inclusion of more distant stations into the goodness-of-
fit calculation. Figure S5 in the electronic supplement
presents the same results as Figure 5, after 20 s, except

only stations up to 50km from the epicenter are used.
For more distant stations, a small change in hypocentral
distance does not have a large effect on envelope am-
plitude. Furthermore, for solutions with significant dis-
tance errors, the observed increase in the goodness-of-
fit value at longer time windows is also a consequence
of the inclusion into the GOF calculation of 1) more dis-
tant stations for which the predicted amplitudes are of-
ten close to the noise level (Figure S6a), and 2) the sta-
tions for which the true and false epicentre can be at a
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Earthquakes

020 0 020-10 020-10 0 07-0 0 03-06
1s X X _X. X X H X X X X A X X X X X X . X X 2 XX [
a 2s 7789 8412 60.34 4 KO8 A X K. X X BB X X
= O 3s 56.90 o 51.34 6137 x 25.39 54.44
= g 4s 59.30 o 6576 6029  x 7515 53.56
E “ 5s 68.85 63.08 7388  x 53.44 44.63
o g 7s 69.19 7395 6568  x 67.69 53.68
08 9s 68.94 7436  x 64.62 5 69.38 59.33
d:a' ] 12s 64.89 66.28  x 5987 66.46  x 56.84  x
o 2 15s 7456 7048 7262  x 69.61 62.83 x
g = 19s 7454 69.65 7186 73.99 7185
[ 25s 76.06  x 7256 7256  x 7569 7443
30s 7514  x 7395 73.09 o 7449 7434
40s 7277 x 7175 7134 7481 7529
016-10-24 016-10 0 0 0 0 0
Vi Vi Vi 0 Vi 4 4
1s XX XOXOKOXOXTEA XX 38.71 XOXEKIK XX XX X
2s 32.95 61.64 7520 xS TEE X PO B3GR X X
= g 3s 30.35 80.09 x 7079 7229 J5O5893N
= B 4s 50.68 7568 68.38 55.37 63.94
5 g 5s 45,65 48.19 66.51 54.54 48.56
a B 7s 48.01 51.39 6340 58.03 68.76
- 2 9s 52.82 49.15 67.44 59.87 6591  x
% % 12s 50.50 53.35 60.25 x 60.04 69.27  x
S 9 15s 5552 5524 5 7019 6718  x 7049
g =] 19s 5813 o 58.06 7093 67.06 76.00 x
et 25s 61.11  x 6466 5 7280 6767 x 7566 x
30s 6421 65.87 7235 68.95 x| 7572 x
40s 6497 6460 x 7187  « 7092  x 7490  x

Figure 6 The variation of the goodness-of-fit for the individual earthquakes in Table 1, over time, assuming the correct
location and magnitude. The rows show the window length after the P-arrival at the closest station, and the column headers
show the date, the magnitude of the earthquake, the travel times for the first station T(1), and the difference between the
travel times at the first and the fourth stations T(1)-T(4). The hatched cells show the times when the P-waves would not yet
have reached 4 stations - i.e. before an EEW alert could be released. The small star in the right bottom corner of the cell is

used to mark the goodness-of-fit value higher than 55.

similar distance (Figure S6b), e.g. a station halfway be-
tween the true and false epicentre.

For the purpose of the current study, we consider 55
as the goodness-of-fit threshold which we would use to
define a solution acceptable. However, a more in-depth
analysis in real-time testing (as discussed later in the
text) is required to define a threshold which would min-
imize false alerts while allowing for selection of good
solutions.

Figures S1, S2, S3 and S4, presenting different time
windows, show similar patterns as in Figures 4 and 5.
However, at very short time windows, the goodness of
fit does not always increase with time - at 2 s fit values at
and close to the correct solution are higher than at 3 s, 4
s or 7s. This is a consequence of having a smaller num-
ber of stations in the goodness-of-fit calculation (for the
shorter time windows) which have a strong individual
influence on the final goodness-of-fit metric.

Figure 6 summarises the evolution in goodness of fit

over time for the correct or perfect solution (i.e. us-
ing the network derived location and magnitude, so dis-
tance and magnitude error are zero) for each of the 10
largest individual events. The same general variations
seen for the combined events persist for the individ-
ual events. At 1 s, solutions are often missing (none
of the stations have their amplitudes above the ampli-
tude threshold) or have a very poor fit. Note in the col-
umn header, the time after the origin time of the 1st
and 4th pick is provided for each event. This time dif-
ference is a proxy for the very earliest time an EEW so-
lution could be available using a network-type EEW ap-
proach like for VS or FinDer. For the dense Swiss net-
work, this value ranges from 0.3 to 4 s - and in many
cases, a first solution would be available only 2 s af-
ter the 1st arrival. In Figure 6, shaded cells indicate
when the goodness of fit would be computed before
a 4-station EEW solution is possible. In the first few
seconds, we also observe strong goodness-of-fit varia-
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tions for individual earthquakes, which is mostly a con-
sequence of the wrong travel times predicted through
the envelope prediction relationship (we did not adapt
the travel times to Switzerland). The goodness-of-fit im-
proves for all of the individual earthquakes over time,
and for the majority of them converges to a similar value
when longer time windows are used. If we take 55 as a
goodness-of-fit threshold value we can see that the algo-
rithm would prefer the correct solution from the time
the first EEW alert has been issued for 7 events, while
for 3 events it would take 9 and 12 s to reach the thresh-
old.

Figures 7 to 10 show the result of the goodness-of-
fit for the false alarm origins listed in Table 2. The
method again shows good performance, it would allow
for false alarm discrimination in practically all cases.
The method provides extremely low goodness-of-fit val-
ues (mostly zero) for all the examples of quarry blasts
causing false alarms except one (Figure 7). The ex-
ample with the high goodness-of-fit value - just reach-
ing the 55 threshold for some window lengths - actu-
ally had the correct location, though the magnitude was
overestimated by 0.5 magnitude units, making it by far
the ‘least wrong’ of all the examples. The goodness of
fit values over time for these examples are consistent
with the previous Figures 4, 5 and S1-S4. Extremely low
goodness-of-fit results are also observed for false alarms
caused by events close to Swiss borders and for false
alarms without a specific event being the cause of the
false alarm (both types in Figure 10). The algorithm can
also clearly discriminate against the false alarms caused
by teleseismic and regional earthquakes (Figures 8 and
9). We can also see that the goodness-of-fit tends to in-
crease with increasing time window length for some of
the false alarms. As noted before, this results from the
inclusion of more distant stations into the calculation
for which the predicted envelope amplitudes are close
to the noise level. It should be noted that a goodness-
of-fit value of zero was assigned in cases when no sta-
tions reached the required threshold level (explained at
the beginning of the chapter). The predicted envelopes
do not include event type. However, the efficacy of the
method on different event types is demonstrated in Fig-
ures 7 to 10.

The method is shown to be highly effective, with
favourable results observed almost immediately (2 s)
after the P-wave arrival at the first station. This sug-
gests our goodness-of-fit metric can be used to select the
preferred of multiple EEW solutions in real-time. The
method not only ranks the EEW solutions but also pro-
vides a measure of their absolute quality, which can be
used to decide whether any of the solutions is accept-
able for emitting an alert. The goodness-of-fit does in-
crease for all solutions (even very wrong ones) with the
increase of the input window length (i.e. adding more
stations). This, however, could be tackled by adjusting
the goodness-of-fit threshold with the increase of the in-
put window length, or by weighting the stations accord-
ing to the distance from the (predicted) epicentre.

The algorithm successfully penalises significant er-
rors in both magnitude and location. Since the ap-
proach is based on matching the actually observed

9

ground motions, it allows for the integration of loca-
tion and magnitude accuracy estimates into a single
quality value. Hence, it provides an independent and
fair comparison of very different algorithms, including
those that produce a point-source solution with those
that produce line-source solutions (for which we could
use e.g. the Joyner-Boore distance metric). The results
also show that the method effectively suppresses false
alarms. We expect that this approach, if integrated into
real-time monitoring frameworks, will surpass the per-
formance of the traditional metrics that combine sim-
ple parameters (e.g. the number of picks, RMS, az-
imuthal gap, etc.) and hence can replace them.

A challenge with this method is that the background
station noise can be above the predicted ground mo-
tions, especially when analysing signals from small
earthquakes. High background noise can come from
anthropogenic sources or indeed sensor noise if the
sensor quality is limited, for example from MEMS ac-
celerometers. In these cases, the final goodness-of-fit
value can be dominated by the noise rather than the sig-
nal. In this study, we simplify the predicted noise mod-
elling by using the median noise level of the stations
used in the analysis, which is a reasonable assump-
tion given the overall high quality of the Swiss network.
However, for more heterogeneous networks it may be
needed to make the noise modelling more station- or
sensor-specific.

In actual network operations, we would restrict the
station selection to only stations with predicted P-
arrivals. However, in our study using perturbed dis-
tance and magnitude errors, we could not select the sta-
tions based on the predicted P-arrival times as we did
not have the difference in origin times for the differ-
ent distance perturbations. Thus we only select stations
close to the real (catalogue) and predicted hypocen-
ter using the previously described amplitude threshold.
Applying this selection allows the cross-correlation fit
to decrease the influence of noisy stations on the final
goodness-of-fit.

Future improvement in the station selection proce-
dure could come from weighting the stations so as to
ensure the most relevant stations have the highest influ-
ence on the final goodness-of-fit. This could be achieved
by 1) weighting the stations according to their epicen-
tral distance which would reduce the effect of distant
stations that have the predicted ground motions close
to the noise level and, in a reasonably homogeneously
spaced network, are usually more numerous than the
more important stations near the epicenter; and 2)
down-weighting stations located in spatial clusters as to
limit the influence of areas with a high density of sta-
tions. Weighting, however, could also have a negative
effect (e.g. for large location errors, weighting by dis-
tance from the predicted epicenter could downweight
important stations near the real epicenter) and requires
a detailed analysis of the whole network and the indi-
vidual stations when implementing the algorithm. We
expect that adopting a weighting procedure will allow
us to reduce the effect of distant stations increasing of
overall goodness-of-fit for wrong solutions as can be ob-
served between Figures 4 and 5. This will also allow
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1s
2s
3s
5s
7s
10s
13s
17 s
23s
28s
38s

Time after P-arrival
at the closest station

01-07-2022,
M(F)=2.9,
M(T)=0.9,

De=105 km

05-11-2020,
M(F)=2.6,
M(T)=1.7,
De=38 km

01-10-2020,
M(F)=2.5,
M(T)=2,
De=0 km

26-08-2020,
M(F)=2.8,
M(T)=1.5,

De=140 km

12-06-2019,
M(F)=2.8,
M(T)=1.6,
De=46 km

Figure 7 The goodness-of-fit for the false alarms in Table 2. The column header shows the date of the event (as a proxy
for ID); the false magnitude M(F); the true magnitude M(T); and distance error De if caused by a real event. The first columns
shows the length of the input time window (in seconds) after the first theoretical P-arrival (using the false location). The small
star in front of a number is used to mark the goodness-of-fit value higher than 55. The results are grouped according to the
source of the false alarm; here, for false alarms caused by quarry blasts.

at the closest station

Time after P-arrival

M(T)=5.1, T
De=916 km De=

)=5.4, M(

1664 km

)=5.3, M(
De=1993 km

)=5.2,
De=2042 km

30-03-2019,
M(F)=3.1,
M(T)=5.3,

De=1274 km

12-10-2013,
M(F)=3.6,
M(T)=6.4,

De=1584 km

Figure 8 Same as Fig. 7, for false alarms caused by regional earthquakes in the Mediterranean.

Time after P-arrival
at the closest station

Figure9 Same as Fig. 7, for false alarms caused by teleseisms.
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01-09-2019,
M(F)=2.7,
M(T)=6.7,

De=152°

30-11-2018,

VG
M(T)=7.1,
De=71°

18-11-2018,
M(F)=2.8,
M(T)=6.8,

De=151°

08-09-2017,
M(F)=3.5,
M(T)=8.2,

De=90°

22-1-2017,
M(F)=3.3,
M(T)=7.9,

De=119°
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05-0 019 0) 019
0 0 0-2020
O O - .. O - 'l
De=248 e g eve e g eve
1s 0.00 0.00 0.00 0.00
2s 0.00 10.39 0.00 0.00
g § 3s 0.00 10.05 15.41 0.00
g s 55 0.00 12.28 0.00 0.00
3 2 7s 0.00 12.42 0.00 0.00
~ g 105 0.00 16.43 3.87 0.00
&3 13 0.00 16.84 261 0.00
Y g 17 0.00 20.02 5.19 4.52
g~ 23 4.05 2274 16.40 7.22
B w 28's 4.09 24.60 15.33 5.72
38s 4.07 27.25 20.21 10.70

Figure10 SameasFig.7,forotherfalse alarms. Thefirst 2 are mislocations close to Switzerland from larger regional events,

the second 2 are from non-existing events.

us to more precisely select the goodness-of-fit threshold
which we would use to accept a solution.

The processing time of the algorithm (on a personal
laptop - Lenovo ThinkPad T14 Gen 2a) was on average
0.65 s per earthquake (tested on the 10 Swiss earth-
quakes) without significant variation when using dif-
ferent window lengths. This means that the process-
ing time is dominated by loading the observed and
predicted envelopes from disk - the calculation of the
goodness-of-fit took on average 0.003 s when the en-
velopes were loaded into the memory. The main im-
provement in the processing time can then be achieved
by loading the envelope data faster (e.g. loading only
the envelopes from the triggered stations - in the exper-
iment we loaded the envelopes from all the stations).

Our approach is applicable to any monitoring sys-
tem, though it relies on having an appropriate set of
predicted envelopes for the seismicity being monitored.
For Switzerland, as described in the Supplement, we
used the original envelope prediction relationship de-
veloped by Cua (2005) that was developed using data
from Southern California, with modifications to adapt
it for Switzerland. Direct application of the method to
other regions would likely require customising the en-
velopes for the specific region or accepting a reduced
performance in terms of goodness-of-fit values. Fur-
thermore, it is unclear how well the envelope prediction
relationships apply to large (bigger than M 6.5) earth-
quakes, which could affect the goodness-of-fit values for
those events. Some preliminary tests on this topic have
been done (Yamada and Heaton, 2008), but more exten-
sive testing is required to confirm these results. To make
the method more general, our next steps in improving
the method will include developing a more general en-
velope prediction method developed on a global earth-
quake dataset with a significant representation of large
events (ideally uniform across magnitudes).

The tests in this study were not done in real-time, i.e.
we did not account for actual station latencies. On the
other hand, we were using only the stations from the
CH and C4 networks, meaning that more data could be
available from other networks. We were also missing
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the real-time trigger information and had to rely on an
amplitude threshold as a proxy for triggered stations
which could allow non-relevant stations to enter the fi-
nal goodness-of-fit value. Having real-time information
about the event origin time (for the correct or false so-
lutions) will actually improve the performance, as it al-
lows us to select stations based on expected P-arrivals,
i.e. only those that are relevant. As noted before, a sta-
tion weighting procedure will be explored to increase
the effect of relevant stations on the overall goodness-
of-fit. We relied on the travel times calculated using
the original envelope prediction relationship, which re-
sulted in wrong start (onset) times for some of the en-
velopes. Finally, we expect that the errors in timing/sig-
nal quality/metadata could strongly affect the results
of the method. The test of the influence of these er-
rors on the results of the method will be made during
the real-time implementation of the method, where un-
planned errors can occur. Given all the unknowns just
described, the real-time implementation of the method
will also allow us to understand the performance of the
method during times of normal (i.e. low magnitude)
seismicity. Therefore, real-time testing of our method
is necessary to further confirm it as a practical tool for
seismic networks and EEW systems which is the crucial
next step in the implementation of the algorithm at SED.

5 Conclusions

We have developed an algorithm that allows the pre-
ferred location and magnitude selection for EEW and
real-time seismic processing and can be used to sup-
press false alarms. The algorithm computes a goodness-
of-fit between emerging observed velocity waveform
envelopes at multiple stations in a seismic network and
those predicted by the given origin and magnitude. Our
algorithm has been developed and tested on 10 Swiss
earthquakes with magnitudes from 3.5 to 4.6, and on 20
events that caused false alarms inside the Swiss mon-
itoring network. Results in this study suggest the pro-
posed algorithm can operate effectively in EEW systems
as well as in routine seismic processing. Strong perfor-
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mance is observed for a range of input window lengths,
starting from a few seconds after the P-wave arrival at
the first station to longer input window lengths, making
the algorithm highly suitable for real-time use. The in-
corporation of the method into a real-time environment
brings more challenges beyond just the calculation of
the goodness-of-fit. However, the method can bring sig-
nificant benefits to operational (EEW and earthquake
monitoring) systems, justifying the effort needed to im-
plement it. Future improvements will include: im-
proving amplitude fits by re-calibrating the envelope
functions using recently collected data, potentially in-
cluding regionalisation; improving the predicted onset
times; and weighting (clusters of) stations (especially at
distance).

Data and code availability

The observed envelope data and the envelope templates
of (Cua, 2005, , not-adapted to Switzerland) are available
at https://zenodo.org/records/10037549, together with
the Python code. The station amplification factors,
needed for GMM calculations when adapting the pre-
dicted envelopes to Switzerland are available at https:
//stations.seismo.ethz.ch/en/home/ (ETH Zurich, Swiss
Seismological Service, 2015). The earthquake and sta-
tion metadata are available through the ETHZ dataset in
SeisBench (Woollam et al., 2022).
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