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Abstract Weuse a combination of near-field simulated and observational data to constrain the rise time,
rupture velocity, and high-frequency stress parameter for the 2010 Mw 7.8 Mentawai tsunami earthquake.
Tsunami earthquakes,whichare shallow-rupturing events that generate exceptionally large seafloor displace-
ments, are challenging for current tsunami earlywarning systems. A combination of near-field high-rate GNSS
and seismic data can be used for early discrimination, but the dearth of data from these events limits testing
of such an implementation in a real-time scenario. In lieu of near-field data, models with realistic rupture
physics can be leveraged to improve local tsunami warning. We develop recommendations for such parame-
ters based on observations of near-field data from the 2010Mw 7.8Mentawai earthquake. We find that the rise
time and rupture velocity covary, and that rise time–rupture velocity combinations ranging from 5.4 s–1.26
km/s to 12.0 s–1.60 km/s adequately model the long duration of the Mentawai event. We find that a stress
parameter of 1.2 MPa best models the high-frequency deficiency. We present equations which can be used to
determine reasonable parameter values for simulating tsunami earthquakes, andwe find that simulated data
generated with the recommended parameters capture defining characteristics of tsunami earthquakes.

Non-technical summary Tsunami earthquakes are events that have a moderate moment mag-
nitude, produce weak shaking in the near-field, yet generate exceptionally large tsunamis. The impending
hazard from these events is generally underestimated by tsunami early warning systems, which rely primar-
ily on the earthquake magnitude. A recent study suggests a joint analysis of near-field high-rate GNSS and
seismic data can be used to identify these destructive events and provide adequate warning times. Because
these earthquakes are rare, little data exist to test this algorithm. Thus, we evaluate which parameters and
their values are needed to simulate tsunami earthquakes as a supplement for real tsunami earthquake data.
We simulate earthquake scenarios patterned after the 2010 Mentawai tsunami earthquake, the only tsunami
earthquake recorded in the near-field, and determine which combinations of parameters best recreate the
real Mentawai data. We also present two equations that can be used to select rupture parameter values to
simulate tsunami earthquake-type events.

1 Introduction
Tsunami earthquakes are rare, end-member earth-
quakes that generate tsunamis much larger in height
than expected for their magnitude (Kanamori, 1972).
These are around a moment magnitude (Mw) 7–8, but
the runup is on the order of 10× greater than that
of a typical megathrust earthquake of similar magni-
tude (Hill et al., 2012; Sahakian et al., 2019; Satake
et al., 1993). This tsunami amplification, or tsunami effi-
ciency (Kajiura, 1970; Lotto et al., 2017; Miyoshi, 1954;
Riquelme and Fuentes, 2021), is a result of the shal-
low rupture of tsunami earthquakes (hereafter referred
to as TsEs). TsEs rupture the updip region of the sub-
ducting slab (i.e., Domain A; Lay et al., 2012), a region

∗Corresponding author: tnye@usgs.gov
†Now at the US Geological Survey, Moffett Field, California, USA

generally considered aseismic due to the low confining
pressures and high pore fluid pressures. These condi-
tions yield velocity-strengthening frictional properties,
which result in predominantly stable sliding and do not
allow for elastic strain accumulation (Lay and Bilek,
2007; Lay et al., 2012). On occasion, shallowmegathrust
slip is observed, such as when shallow slow slip events
are recorded, or when the shallowmegathrust ruptures
seismically as a TsE.

TsEs pose a significant threat to affected regions, not
only because the tsunamis are unexpectedly large, but
also because the shaking is milder than expected com-
pared to their moment magnitude. TsEs are depleted
in high frequencies due to the slower rupture velocity
(V rupt) (Yao et al., 2013), which means compared to a
typical earthquake of the same magnitude, a TsE would
produce unexpectedly low shaking in the near-field (Sa-
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hakian et al., 2019; Wirth et al., 2022), and it would ap-
pear even smaller inmagnitudewhen looking strictly at
strong-motion data. Simply put, a TsE shakes like a Mw
6 but produces a tsunami like aMw 9. Magnitude-driven
tsunami early warning algorithms would thus underes-
timate the tsunami hazard, and in some regions where
residents are encouraged to immediately seek higher
ground if strong shaking is felt, the low shaking of a
TsE would not necessarily suggest an impending large
tsunami hazard. As such, many fatalities are common
with tsunami earthquakes.
Early discrimination of these events is critical to pro-

vide ample warning to people within the inundation
zone and reduce the number of casualties. Sahakian
et al. (2019) suggest this may be possible using a com-
bination of near-field high-rate Global Navigation Satel-
lite Systems (HR-GNSS) and seismic data, which can in-
dicate an energy-deficient event. Data are needed to
test this in an early warning framework, but as near-
field geophysical data currently only exist for the 2010
Mentawai TsE, simulated TsE data would be a valuable
supplement (e.g., Lin et al., 2021; Tsushima and Ohta,
2014; Williamson et al., 2020). It is first necessary, how-
ever, to establish both the model parameters that con-
trol the behavior of TsEs and their expected values. We
determine these key TsE rupture parameters and obtain
their expected distributions by evaluatingwhich combi-
nations of parameters best recreate the observed near-
field ground motions of the 2010 Mentawai event.

2 Background
TsEs are poorly understood, not only because of their
infrequent occurrence and rupture outside of the typ-
ically seismic domain, but also because they do not
appear to be biased towards any set of interface con-
ditions. This makes assigning likelihoods to their fu-
ture occurrence, locales, and other characteristics chal-
lenging. To date, we only have record of ~14 TsEs
(some historical TsE classifications are debated) (Fig-
ure 1). Of these, eight occurred along erosional mar-
gins, and five occurred along accretionarymarginswith
defined accretionary prisms, but this erosional margin
bias is likely due to the greater percentage of erosional
margins (~75%) globally (Lotto et al., 2017). These
events have also occurred in settings with diverse plate
bathymetry, varying convergence rate and obliquity,
and varying plate age (Bilek and Lay, 2002; Geersen,
2019). Some studies suggest that TsEs favor regions
with a morphologically complex subducting plate and
insufficient trench sediments to level out the topogra-
phy (Geersen, 2019); although, the 1907 Sumatra event
is an exception. This may be especially true in regions
with active shallow slow-slip events (Meng and Duan,
2022). The only seeming universality among all TsEs,
however, appears to be their shallow rupture, which re-
sults in both slower and enhanced slip, regardless of the
tectonic setting
In accretionary settings, a compliant prism of ac-

creted sediment accumulates, and the low rigidity and
inelastic deformation of the prismcan enhance seafloor
uplift and tsunami excitation (Bilek and Lay, 1999; Du

et al., 2021; Ma and Nie, 2019). Large-volume prisms
increase tsunami height and tsunami efficiency by in-
creasing the rate-and-state parameter (b – a) (Lotto
et al., 2017), which renders the material more velocity-
weakening and unstable (Dieterich, 1979; Ruina, 1983;
Scholz, 1998). For example, the largest tsunami waves
for the great 2011 Mw 9.0 Tohoku-Oki earthquake were
observed ~100 km north of where the greatest slip oc-
curred due to the greater presence of wedge sediments
(Ma and Nie, 2019). Tsunami height is particularly cor-
related with the width and slope steepness of the outer
wedge of the prism, depth of décollement beneath the
seafloor, and presence of high-angle splay faults (Felix
et al., 2021; Qiu and Barbot, 2022). The lower rigidity of
the prism also decreases the shear wave velocity (VS),
which in turn is believed to lead to a slower Vrupt and
subsequently longer rupture duration of the fault seg-
ment (Lay et al., 2011; Newman et al., 2011).
In erosional settings, sediment erodes theupper plate

near the trench, and the downgoing plate develops
a horst and graben structure which traps sediments
(Geersen, 2019; Ruff, 1989). Although lacking a defined
prism, the presence of some sediment in erosionalmar-
gins still alters the frictional properties and can locally
increase poor fluid pressure, resulting in greater but
slow and jerky slip (Geersen, 2019; Lay and Bilek, 2007;
Lotto et al., 2017; Kanamori and Kikuchi, 1993; Tanioka
et al., 1997; Weinstein and Okal, 2005). The absence of
a prism also allows for the potential to break the ocean
floor and efficiently generate tsunamis (Kanamori and
Kikuchi, 1993). Tsunamis generated by TsEs in these
tectonic settings tend to be smaller in scale due to the
smaller size (or lack thereof) of the outer wedge (Qiu
and Barbot, 2022).
It is still unclear how the shallow aseismic domain

hosts seismic events, but several theories have been
proposed. Some studies suggest TsEs are generated by
rupture of large asperities in conditionally stable re-
gions just downdip of the aseismic zone, which then
propagates into the aseismic domain if large enough
(e.g., Bilek and Lay, 2002; Lay and Bilek, 2007; Lay et al.,
2012). The 2011 Tohoku-Oki earthquake, although not
a TsE, exemplifies this with its significant slip that rup-
tured through the shallow megathrust, possibly break-
ing the ocean floor (Jeppson et al., 2018). Although
it seems any subduction zone could host a TsE (Bilek
and Lay, 2002), the historical record is too short to con-
clude this. Shallow aftershocks of a 2007 Mentawai,
traditionally-rupturing (i.e., not TsE), event suggest fric-
tionally unstable patches are in fact present all the way
to the trench (Collings et al., 2012). Hill et al. (2012) sug-
gest that the rupture does not break the seafloor, but in-
steadoccurs along ablind thrust fault propagating along
the base of the prism and extending to about 1.5 km
below the surface. Because steeply dipping faults pro-
duce higher seafloor uplift, they could be a mechanism
for TsEs (Kanamori and Kikuchi, 1993; Qiu and Barbot,
2022); the 1975 Ms 7.0 Kurile event is an example of this
(Fukao, 1979). Although the mechanisms for seismic-
ity along the shallowmegathrust are debated, coseismic
rupture is still possible along décollements (such as in
the accretionary prism) regardless of tectonic setting,
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plate age, or fault type (Hubbard et al., 2015). Despite
the range of conditions and environments which have
hosted TsEs, their resulting ground-motion data exhibit
the same characteristics: long moment-rate-function
and decreased high-frequency content.
Parameters relating radiated energy to seismic mo-

ment or duration are an effective discrimination tool
as tsunami earthquakes radiate energy inefficiently and
have longer durations compared to their moment (e.g.,
Newman et al., 2011; Newman and Okal, 1998; Wein-
stein and Okal, 2005). Such methods use teleseismic
data and do not stabilize quickly enough to detect the
TsE before inundation for near shore ruptures. The
long duration of TsEs can also result in anomalous cen-
troid time-delays, but such anomalies are not necessar-
ily distinguishable fromother anomalous events (Dupu-
tel et al., 2013).
Sahakian et al. (2019) proposed a discrimination

method utilizing a combination of near-field HR-GNSS
and seismic data, which can be calculated in near-real-
time. Peak ground displacement (PGD) from HR-GNSS
recordings is representative of the overall magnitude of
the earthquake and is relatively insensitive to the shal-
low rupture processes. Conversely, peak ground accel-
eration (PGA) from seismic recordings is more sensi-
tive to slow rupture of the shallow megathrust and re-
flects the energy deficiency of TsEs. This relationship
can thus act as a proxy energy-to-moment parameter.
To support the testing and validation of such an al-

gorithm in local tsunami warning, we establish model
parameters needed to simulate tsunami earthquake-
type events. We explore the rise time, Vrupt, and high-
frequency stress parameter, which are known to be in-
fluenced by shallow megathrust properties and have
been observed as characteristically different for TsEs
(Lay et al., 2012; Melgar and Hayes, 2017; Riquelme
et al., 2020; Riquelme and Fuentes, 2021; Ye et al., 2016).
The rise time is the amount of time it takes for slip to
initiate on a patch of the fault and for the healing front
to move through. The weak zone of accreted sediments
in the shallow megathrust lends to slower rise times
(Graves and Pitarka, 2010; Melgar and Hayes, 2017).
Melgar and Hayes (2017) include a figure of M0 versus
mean rise time for a synthesized database of record-
ings from >150 Mw 7–9 events, four of which are TsEs
(1994 and 2006 Java; 1994 Nicaragua; 2010 Mentawai)
with mean rise times ranging from ~8–20 s compared
to ~2–8 s for typical interplate events. Vrupt for stan-
dard earthquakes is typically around 1.5–2.5 km/s, but
TsEs have shown to have a slower Vrupt ranging from 1–2
km/s (Riquelme et al., 2020) because of the low rigid-
ity of the upper plate and frictional properties in a con-
ditionally stable region (Bilek et al., 2011; Meng and
Duan, 2023; Sallarès and Ranero, 2019; Sallarès et al.,
2021). Lastly, as TsEs are biased towards low-frequency
energy, their recordings tend to have lower corner fre-
quencies, which are proportional to the stress param-
eter. The stress parameter is a difficult value to con-
strain, and values span orders of magnitude. How-
ever, an acceptable range for typical interface events is
3–12 MPa (Atkinson and Macias, 2009), whereas TsEs
often have stress parameters less than 1 MPa (Bilek

et al., 2016; Ide et al., 1993; Kikuchi andKanamori, 1995;
Yue et al., 2014). Although previous studies have con-
strained values of these parameters for several tsunami
earthquakes, it is unclear whether their prescription
in a simplified model would necessarily generate data
with the expected characteristics of TsEs, as the physics
governing these models are informed by more typical
events. With this study, we determine parameter values
needed to simulate TsEs.

3 Data and Methods

3.1 Geophysical dataset
3.1.1 Observed data

The 2010 Mentawai TsE was recorded in the near-field
on 13 HR-GNSS stations operated by Earth Observatory
of Singapore, Nanyang Technological University (EOS-
NTUS) and 17 strong-motion seismic stations operated
by the Agency for Meteorology, Climatology, and Geo-
physics of Indonesia (BMKG). The number of stations
is moderate; however, they have good azimuthal land
coverage, and the number of stations is comparable
to other megathrust event recordings (Sahakian et al.,
2019). Both the seismic and HR-GNSS data come from
the Ruhl et al. (2019) database. For this study, we elim-
inated eight seismic stations that had epicentral dis-
tances > 600 km to avoid surface wave bias of PGA, as
well as eight HR-GNSS stations due to high noise levels.
Our final dataset is shown in (Figure 2).

3.1.2 Simulated data

We use a set of semistochastic forwardmodeling codes,
referred to as FakeQuakes (from the MudPy GitHub
repository), to generate our simulation dataset (Melgar
et al., 2016). FakeQuakes uses a one-dimensional (1D)
velocitymodel to generate stochastic kinematic rupture
models patterned after the 2010Mentawai event, as well
as the associated HR-GNSS and seismic waveforms. We
use the Yue et al. (2014) velocity model for this study;
however, we add additional columns for P and S wave
intrinsic attenuation (QP andQS, respectively). Q is not
well resolved in this region, so we constructed a crude
1D attenuation model using relationships between VP

and QP for the Hikurangi subduction zone (Eberhart-
Phillips and Bannister, 2015; Eberhart-Phillips et al.,
2014) and VP for this region. QS was approximated
as 0.5*QP . A detailed explanation of the simulation
methodology is provided in the following paragraphs.
Various slip inversion models exist for the 2010

Mentawai TsE, but as inversions are non-unique, we
have generated a suite of 30 stochastic rupture mod-
els using a modified version of the Yue et al. (2014)
slip inversion as a mean slip model. FakeQuakes al-
lows one to generate rupture models that are pertur-
bations of a background mean model. In this case,
the mean model is a log-frequency derived slip inver-
sion. This is a special characteristic of FakeQuakes com-
pared to other stochastic rupture modeling codes (e.g.,
Graves and Pitarka, 2010, 2015; LeVeque et al., 2016)
that was first introduced by Goldberg andMelgar (2020)
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Figure 1 Globalmap of tsunami earthquakes (TsEs). Red stars and purple stars indicate TsEs that occurred before and after
thewidespread development ofmodern digital broadband seismic networks around the 1990s, and the yellow star indicates
theonlynear-field recordedTsE todate. Subductionclassificationsare taken fromCliftandVannucchi (2004),whereerosional
margins are indicated by trench lines with open triangles, and accretionary margins are indicated by trench lines with filled
triangles.

Figure 2 Mentawai, Indonesia geographic region with the
seismic stations (pink triangles, labeled on the main map)
and HR-GNSS stations (green squares, labeled on the inset
map) used for this study. The epicenter of the 2010 Mw 7.8
Mentawai tsunami earthquake (yellow star), and trench (tri-
angle line) are also indicated.

and further validated against larger historical ruptures
by Small and Melgar (2023). Figure 3 shows a com-
parison between the mean slip model and four exam-
ple stochastic models (see Figure S1 for all 30 stochas-

tic slip models). The Yue et al. (2014) model is pre-
ferred because their inversion used the most compre-
hensive dataset (near-field HR-GNSS recordings, tele-
seismic bodywaves, and tsunami recordings fromdeep-
water buoys and tide gauges). This particular slip in-
version is similar to the other inversions in geometry
and slip directivity; however, it finds peak slip near
the trench to be higher (> 20 m as opposed to < 12
m; Hill et al., 2012; Newman et al., 2011; Satake et al.,
2013; U.S.G.S., 2018; Zhang et al., 2015), and it places
the hypocenter at a shallower depth (~12 m as opposed
to ~13–20 m; Satake et al., 2013; U.S.G.S., 2018; Zhang
et al., 2015). Yue et al. (2014) provides a more in-depth
comparison of themodels. The original Yue et al. (2014)
model was coarsely discretized, characterized by only
72 subfaults with strike-slip and dip-slip dimensions
of 14.25 km × 15 km. Using this as an initial model,
we made a finer-discretized slip model containing 2886
subfaults with strike-slip and dip-slip dimensions of 2
km × 2 km (see Figure S2 for a comparison). We further
modified the mean slip model by shifting the depth of
the subfaults 3 km shallower. Because Yue et al. (2014)
used the 1D velocity profile and slip inversion to gen-
erate tsunami scenarios, they added a 3 km water layer
(i.e., VS = 0 km/s) to their velocity model. FakeQuakes
cannot accept a VS layer equal to 0 km/s, so this layer
was removed from the velocity model, and 3 km were
subtracted from the fault model depth to maintain con-
sistency between the fault and velocity models.

The stochastic models follow a similar methodology
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Figure 3 (a) Finely discretized slip model of the 2010
Mentawai tsunami earthquake from Yue et al. (2014).
(b–d) Slip patterns generated using FakeQuakes, which are
stochastic variations of the slip model in (a). The yellow
stars indicate the epicenter.

to Mai and Beroza (2002), which assume a von Karman
correlation function for slip correlation amongst sub-
faults. The stochastic slip vector fields are determined
using Karhunen Loève (K–L) expansion (LeVeque et al.,
2016), where the range of possible slip on a subfault is
taken from a probability density function defined by a
mean value equal to the slip on the equivalent Yue et al.
(2014) model subfault. Details of this process are fur-
ther described in Melgar et al. (2016) and Goldberg and
Melgar (2020).
HR-GNSS displacement waveforms are generated de-

terministically with a 2 Hz sampling rate by combin-
ing Green’s functions computed following the matrix
propagator method of Zhu and Rivera (2002) with slip
on the fault. Real HR-GNSS data generally have higher
noise arising from uncertainty in the position inver-
sion during processing, electromagnetic signals in the
ionosphere and troposphere, and multi-pathing (Mel-
gar et al., 2020). Unlike seismic data, HR-GNSS noise
is often in the frequency range of the signal and is thus
difficult to filter out. It is reasonable then for observed
PGD to have some noise bias, so we add real noise from
the observed HR-GNSS recordings to the simulated HR-
GNSS data for equal comparison. For each simulated
recording, 512 s of noise are taken from the correspond-
ing station observed time series, ending approximately
2.5 minutes before the origin time. The observed HR-
GNSS recordings have a sampling rate of 1 Hz, thus we
first decimate the simulated data for time-domain con-
sistency when combining the two sets of data.
Strong-motion acceleration waveforms are generated

semistochastically with a 100 Hz sampling rate in a

three-step process, closely following the broadband
simulationmethodology fromGraves and Pitarka (2010,
2015). The low-frequency (< 1 Hz) portion of the wave-
forms are first generated deterministically using the
same methodology as with the HR-GNSS waveforms.
The high-frequency (> 1 Hz) portion of the waveforms
are thengenerated in the frequencydomainusingEqua-
tion 1 (Graves and Pitarka, 2010),

Ai(f) =
∑

j=1,M

CijSi(f)Gij(f)P (f) (1)

where Ai(f) is the amplitude spectrum for subfault i,
j = 1, M is the summation of different rays, Cij is
the radiation scale factor, Si(f) is the source spectrum,
Gij(f) is the path attenuation term, and P (f) is the
site-specific high-frequency attenuation. The individ-
ual subfault spectra are summed, and stochastic white
noise is added to represent the uncertainty in fine-
scale heterogeneity of the subsurface. Finally, the low-
frequency waveforms are double differentiated from
displacement to acceleration and combinedwith the ac-
celeration high-frequency waveforms using an acausal
matched 4th order Butterworth filter. We deviate from
Graves and Pitarka (2010) by employing a separate fil-
ter corner frequency (fc) for the lowpass and highpass
filters, rather than using a common filter fc of 1 Hz, be-
cause we find that the latter results in an artificial notch
in the broadband spectra between ~0.1–1 Hz (Figure
S3). The notch appears to be a result of early decay of
the low-frequency spectra, which is not observed in the
high-frequency spectra, rather thana result of theuseof
a commonfilter fc. Wefind that using a 1Hz lowpass fil-
ter on the low-frequency data and 0.1 Hz highpass filter
on the high-frequency dataminimizes the notch (Figure
S4).
Figure 4 shows example simulated waveforms and

their Fourier amplitude spectra (FAS) computed using
mtspec (Krischer, 2016; Prieto et al., 2009) compared
with observed for a subset of stations. These simulated
data were generated using typical megathrust parame-
ters to illustrate the need for parameter adjustment to
simulate TsEs.
All the observed seismic and geodetic data contain

prominent low-frequency ringing (Figures S5–S6) peak-
ing around 0.1 Hz (Figure S7), which likely results from
shallow, long duration rupture (Fukao and Kanjo, 1980;
Houston, 1999). We attempted to account for this by
including shallow low-velocity layers in the velocity
model, but this only added low-frequency energy at cer-
tain peaks, rather than across the spectrum of miss-
ing frequencies (Figure S8). Because we see this effect
for both types of instruments and at all locations, it is
likely a source effect, and one we are unable to recre-
ate using a simple 1D semistochastic model. To mini-
mize this biasing our results, we trim the records to end
at 2010–10–25T14:47:02Z (approximately 4.5minutes af-
ter the origin time) and only evaluate acceleration FAS
at frequencies above 0.1 Hz. We also exclude displace-
ment FAS from our analyses as these are dominated by
the range of frequencies characterizing the ringing and
are minimally affected by the variation of parameters.
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Figure 4 (a–f)Waveformcomparisons between the observed (blue) data and simulated (orange) data using typicalmegath-
rust parameters for FakeQuakes. (a–c) Displacement waveforms for HR-GNSS stations BSAT, SLBU, and PKRT, respectively.
(d–f) Acceleration waveforms for seismic stations PPSI, LHSI, and SBSI, respectively. (g–l) Fourier amplitude spectra (FAS)
comparisons for the waveforms in (a–f).

3.2 Varying rupture parameters

3.2.1 Rise time

The slip duration for subfault i, or rise time (Ti), is pro-
portional to the square root of the subfault slip (si) (Mel-
gar et al., 2016) (Equation 2). Graves and Pitarka (2010)
suggest a doubling of rise time at shallow depths to rep-
resent a reduction in slip speed observed with surface
rupturing events. Following Melgar et al. (2016), we use
a shallow depth of 10 km, rather than the 5 km pro-
posed by Graves and Pitarka (2010) as their study fo-

cused on crustal ruptures rather than subduction inter-
face events.

Ti =
{

2ks
1/2
i d < 10km

ks
1/2
i d > 15km

(2)

The scaling factor, k, is applied to ensure the total mean
rise time fits an empirical rise time–M0 scaling relation.
Existing rise time–M0 relationships are biased towards
typical megathrust ruptures, but TsEs deviate from the
norm, having significantly longer rise times compared
to their M0 (Melgar and Hayes, 2017). As there are
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only four TsEs in the Melgar and Hayes (2017) dataset,
it is difficult to constrain a unique relationship for these
events, but we can modify k to reflect variations in the
scaling bymultiplying the individual subfault rise times
by a “k-factor”. Weuse theMelgar andHayes (2017) scal-
ing relation and evaluate k-factors ranging from 1–3,
which results inmean rise times ranging from~5.4–16.2
s.

3.2.2 Rupture velocity

The rupture propagation speed has been found to be
proportional to VS, where Vrupt = SF *VS. Here, SF
is the shear wave fraction. FakeQuakes uses this Vrupt
as the background rupture velocity, but spatial hetero-
geneity in rupture propagation is accounted for by per-
turbing the onset times to be earlier where slip is large
and later where slip is small (Graves and Pitarka, 2010,
2015; Melgar et al., 2016). We modify the Vrupt by ad-
justing the shear wave fraction at shallower depths to
account for the presence of a weak shallow megathrust
(Graves and Pitarka, 2010). An SF value of 0.8 is gener-
ally assumed for deeper depths (> 15 km for ourmodel),
whereas a value of 0.49 is generally assumed for shal-
lower depths (< 10 km for our model). The shear wave
fraction at depths between 10–15 km is a linear interpo-
lation between the deep and shallow shear wave frac-
tions. We only modify the shallow shear wave fraction
(SSF ) in our analyses, and we evaluate SSF s ranging
from 0.3–0.49, which results inmean Vrupt ranging from
~1.0–1.6 km/s.

3.2.3 High-frequency stress parameter

The stress parameter, (i.e., Brune stress; Brune, 1970) is
the simplest parameter to modify, because unlike rise
time and Vrupt, it can be directly defined in the param-
eter file. To simulate lower stress events, we evalu-
ate stress parameters ranging from 0.1–5.0 MPa, with
5 MPa used as the standard value for comparison.

3.3 Constraining rupture parameters

Through varying the rise time, Vrupt, and stress parame-
ter, we aim to constrain the parameter space that best
recreates the 2010 Mentawai TsE by minimizing the
residuals of a suite of characteristic intensity measures
(IMs). We want to capture the slow slip, long duration,
and energy deficient nature of TsEs, whilst preserving
the seismic moment. Thus, we evaluate the PGD, time
to reach PGD (tPGD), PGA, and acceleration FAS bin av-
erages. For PGD, PGA, and the binned FAS, we com-
pute the residuals as ln(observed/simulated), and for
tPGD,we compute the residuals as observed–simulated.
The acceleration FAS are binned into 10 log-spaced bins
ranging 0.1–10Hz. The upper bound of 10Hz is a limita-
tion of seismic data processing prior to our acquisition
of the data.

4 Results

4.1 Isolated parameters
The parameters are varied initially through isolated
tests, where only one parameter is varied at a time,
and compared with scenarios generated using standard
megathrust parameters. For these tests, only a few val-
ues of each parameter are evaluated to gauge how the
IMs are affected by the varying rupture parameter, and
to get a coarse ideawhich parameter values are ideal for
modeling theMentawai scenario. The standard stochas-
tic simulations have amean rise time of ~5.4 s andmean
Vrupt of ~1.6 km/s.
For the rise time, we evaluate simulations generated

using a scaling factor of 1k, 2k and 3k (i.e., mean rise
times of about 5.4, 10.8 and 16.2 s) (Figure 5). Modifying
the rise time primarily influences the timing of shak-
ing (i.e., tPGD). As expected, using the standard 1k re-
sults in positive tPGD residuals because the simulated
data have significantly shorter moment-rates. With in-
creased mean rise time, the mean amplitude of the
residuals decreases, and if only rise time is modified, a
value close to 11 s is needed to yield a tPGD residual of
zero.
For the Vrupt, we evaluate simulations generated us-

ing SSF values of 0.49, 0.4, and 0.3 (i.e., mean Vrupt of
1.6, 1.3, and 1.0 km/s) (Figure 6). Aswith rise time, tPGD
is primarily affected when varying Vrupt, and using the
standard SSF of 0.49 results in positive tPGD residuals.
The residual mean amplitude is reduced using slower
rupture propagation speeds, and aVrupt close to 1.3 km/s
is needed to yield a tPGD residual of zero if only Vrupt
is modified. These values for mean rise time and Vrupt
are our endmember values of the parameter space. Be-
cause we will vary the rise time and Vrupt together, we
expect the ideal values to fall somewhere in between a
rise time of 5.4–11 s and a Vrupt of 1.3–1.6 km/s.
For the stress parameter, we evaluate simulations

generated using stress parameters of 0.1, 1, 2, and 5
MPa, with 5 MPa being the standard value for compar-
ison. We find that unlike rise time and Vrupt, the stress
parameter primarily influences the high-frequency in-
tensity measures (i.e., PGA and acceleration FAS) (Fig-
ure 7). Using a typical value of 5 MPa results in negative
residuals for all the high-frequency IMs, suggesting the
simulated data have more high-frequency energy than
theobserved. As expected, decreasing the stress param-
eter decreases the negative bias of the residuals, and an
ideal stress value for modeling the 2010 event is close
to 1 MPa when only considering PGA, or close to 2 MPa
when also considering the acceleration FAS bin residu-
als.

4.2 Covaried parameters
The IM residual results from the previous section il-
lustrate overall trends in the data resulting from vari-
ations in the rise time, Vrupt, and stress parameter.
We use these results to guide the design of a larger
dataset, which provides a finer sampling of the three-
dimensional (3D) parameter space and a better con-
straint on the ideal values for simulating TsE scenarios.
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Figure 5 Initial tests showing the effects of varying rise time on (a) PGD, (b) tPGD, (c) PGA, and (d) acceleration FAS. Dashed
boxplots represent residuals using standard rise time–M0 scaling relations (k from Melgar and Hayes, 2017), resulting in a
mean rise time of ~5.4 s. Orange boxplots represent rise times computed using 2k, resulting in a mean rise time of ~10.8 s,
and blue boxplots represent rise times computed using 3k, resulting in a mean rise time of ~16.2 s. Diamonds within each
boxplot denote outliers, and the dotted line indicates the zero-residual axial line.

We extend the full parameter space surveyed beyond
the approximated endmember values to ensure resolu-
tion at the edges of the ideal parameter space. Consid-
ering the endmember rise time value is around 11 s, we
run simulations spanning the rise timeparameter space
of 5.4 s to 12.4 s by using multiplication factors rang-
ing from 1–2.3 at intervals of 0.1 (parameter space res-
olution of 0.54 s). Considering the endmember Vrupt is
around 1.3 km/s, we run simulations spanning the Vrupt
parameter space from 1.2 to 1.6 km/s by using SSF rang-
ing from 0.37–0.49 at intervals of 0.03 (parameter space
resolution of 0.1 km/s). Because stress parameter val-
ues can vary by orders of magnitude, we do not find it
advantageous to run large suites of simulations with a
fine stress parameter sampling. Instead, we run simu-
lations using stress values of 0.1, 0.5, 1.0, 1.5, 2.0, and
3.0 MPa.

Initially, we intended to survey the full 3D parameter
space by simulating data for each possible combination
of rise time k-factor, SSF , and stress parameter. Find-
ings from the isolated parameter tests (Figures 5–7) re-

veal, however, that the effects of varying rise time and
Vrupt are essentially separate from the effects of vary-
ing the stress parameter. We instead have chosen to
split the parameter space into a 2D survey of the rise
time and Vrupt and a 1D survey of the stress parameter,
which significantly decreases computation by reducing
the number of parameter combinations, and allows for
simpler regression of the ideal TsE parameter space.

4.3 Tsunami earthquake parameter regres-
sion

Wefind that individually varying the rise time, Vrupt, and
stress parameter expectedly controls the rupture kine-
matics and resulting ground motions, which validates
their classification as key rupture parameters for sim-
ulating TsEs. Our ultimate objective of this study is to
present the mean and standard deviation of these pa-
rameters to govern simulation of TsE scenarios. Be-
cause we discretely sampled our parameter space, we
obtain these values by performing Gaussian process re-
gression (GPR) of the IM residuals.

8
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Figure 6 Initial tests showing the effects of varying Vrupt on (a) PGD, (b) tPGD, (c) PGA, and (d) acceleration FAS. Dashed
boxplots represent residuals using a standard shallow shear wave fraction of 0.49, resulting in a mean Vrupt of ~1.6 km/s.
Orange boxplots represent Vrupt computed using a shallow shear wave fraction of 0.4, resulting in a mean Vrupt of ~1.3 km/s,
and blue boxplots represent Vrupt computed using a shallow shear wave fraction of 0.3, resulting in amean Vrupt of ~1.0 km/s.
Diamonds within each boxplot denote outliers, and the dotted line indicates the zero-residual axial line.

GPR is a supervised statistical learningmethodwhich
computes nonparametric probabilistic models to fit a
dataset. In simple terms, we assume an infinite num-
ber of functions can fit an observed set of data, and GPR
computes the most probable, or mean, function along
with its uncertainty. We perform a 2D GPR of the rise
time–Vrupt parameter space and a 1D GPR of the stress
parameter space using the Scikit-learn Python library
(Pedregosa et al., 2011). The simulation IM residual re-
sults of the regression dataset are used as a prior for the
GPR, along with a kernel to describe the covariance of
the random process. We use the commonly used radial
basis function (RBF) kernel, also known as the squared
exponential kernel, due to its universality against most
functions, andwe set the kernel length as themaximum
distance between data points.

We compute a summary residual parameter for tPGD
(δtPGD,i) for each event i, k-factor k, and SSF l. This is
the median (med) of the tPGD residuals (δtPGD) across
all j HR-GNSS stations, given the specific stochastic rup-
ture and rupture parameter combination (Equation 3).

The median is preferred over the mean to reduce bias
from potentially poorly modeled stations. This results
in 2100 summary tPGD residual parameters (5 values of
SSF × 14 values of k-factor × 30 stochastic scenarios).

δtPGD,i = med

δtPGD(k-factork, SSFl)j=1
...

δtPGD(k-factork, SSFl)j=5

 (3)

We also compute a summary residual parameter for the
high-frequency IMs (δHF,i) for each event i and stress pa-
rameter (σ) k (Equation 4). Each row in the δHF vector
represents a single station j residual and is computed
as the average of the PGA residual (δPGA) and the mean
FAS residual (δFAS). The FAS residuals are averaged prior
to being averagedwith δPGA to ensure equalweighting of
IMs. The summary residual is themedianof all j strong-
motion station residuals. This results in 180 summary
high-frequency residual parameters (6 values of σ × 30
stochastic scenarios).
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Figure 7 Initial tests showing the effects of varying the stress parameter on (a) PGD, (b) tPGD, (c) PGA, and (d) acceleration
FAS. Dashed boxplots represent residuals using a standard stress parameter of 5.0 MPa. Green boxplots represent residuals
using a stress parameter of 2.0 MPa, orange boxplots represent residuals using a stress parameter of 1.0 MPa, and blue box-
plots represent residuals computed using a stress parameter of 0.1 MPa. Diamonds within each boxplot denote outliers, and
the dotted line indicates the zero-residual axial line.

δHF,i = med


0.5

(
δPGA(σk) + δFAS(σk)

)
j=1

...
0.5

(
δPGA(σk) + δFAS(σk)

)
j=9

 (4)

The results of the 2D GPR of the rise time and Vrupt
and the 1DGPRof the stress parameter are shown inFig-
ure 8. The range of parameter combinationsmost likely
to result in δtPGD = 0 s is nearly linear and extends from
a rise time–Vrupt combination of about 5.4 s–1.26 km/s
to 12.0 s–1.60 km/s. The standard deviations returned
for the 2D regression highlighted in Figure 8b are rel-
atively uniform because they are conditioned upon the
spatial sampling of the prior, whichwas evenly sampled
by our dataset. Althoughuncertainty estimates are a de-
sirable feature of GPR, these provide a measure of un-
certainty in the values of the function, rather than un-
certainties in parameter coordinates resulting in a sin-
gle function value. Therefore, we present the standard
deviation lines in Figure 8a as the standard deviation of

the GPR mean predictions. Fitting a line to the linear
segment of the zero-residual line, we obtain Equation 5,
which can be used to select reasonable values of rise
time (Ta) and Vrupt for simulating TsEs.

Vrupt = 0.08(Ta) + 0.31 ± 0.16 km/s (5)

The uncertainty of ± 0.16 km/s is taken as the approxi-
mate vertical distance between the one-standard devia-
tion lines and the zero-residual line.
In Figure 8c, positive residuals indicate stress pa-

rameters resulting in strong-motion waveforms lack-
ing high-frequency energy compared to the observed
2010 Mentawai event, whereas negative residuals indi-
cate stress parameters biased towards high-frequency
energy. The Neldear-Mead method of the SciPy opti-
mization Python library (Virtanen et al., 2020) is used
to solve for the best fit stress parameter resulting in a
mean δHF of zero, which is found to be 1.2 MPa. As with
the 2D regression, we present the standard deviation in
stress parameter as the standard deviation of the GPR
mean predictions.
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Figure 8 (a) 2D Gaussian process regression (GPR) of tPGD residuals ( δtPGD) of simulated data using varying rise time and
Vrupt simulation parameters (k-factor and SSF , respectively). Red regions suggest parameter combinations resulting in too
early tPGD, whereas blue regions suggest parameter combinations resulting in too late tPGD. (b) Standard deviation of the
GPR mean function in (a). (c) 1D GPR of high-frequency intensity measure residuals (i.e., mean of PGA and acceleration FAS
residuals) for the simulation stress parameter. Themean function and95% confidence are indicatedby the solid blue line and
shaded regions, respectively. For all subplots, the solid black line represents the parameter(s) where themean has a residual
of zero, and the dashed black lines represent± one standard deviation of the GPR predictions. The open circles indicate the
parameter space surveyed by the simulation dataset, where each discrete data point illustrates themedian residuals for each
of the 30 stochastic events. The filled black circles indicate the tsunami earthquake (TsE) parameter space surveyed in a final
dataset, but were not used for the GPR.

Stress parameter values within approximately ± 1.7
MPa result in residuals within the one-standard devia-
tion lines; thus, we present Equation 6 for selecting a
reasonable TsE stress parameter.

σ = 1.2 ± 1.7 MPa (6)

In theory, we expect simulations run with parame-
ters falling within one-standard deviation of the mean
model to be reasonably representative of a real TsE. To
validate this, the results of the two regressions are used
to inform the parameters of a final dataset represent-
ing likely TsE scenarios. We generate a new set of 30
stochastic slip models for this dataset following simi-
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Figure 9 Intensity measure residual analyses comparing observed and simulated data generated using standard parame-
ters, mean values from the TsE parameter regression (TsE-σ), and values within one standard deviation of themean from the
TsE parameter regression (TsE-1σ) for (a) PGD, (b) tPGD, (c) PGA, and (d) acceleration FAS. (e) We also compare the average
STFs for the simulated data using TsE parameters and standard parameters with a STF computed using observed data (Yue
et al., 2014). All IMs and the STFs better fit observed data when using recommended TsE parameters.

lar standard practices of machine learning where sep-
arate data are used for testing and training. This TsE
dataset consists of six parameter configurations: two
using mean values from the zero-residual GPR predic-
tions, and four using values within the one-standard de-
viation bounds. Table 1 lists the values of parameters
used for these simulations, and the parameter space co-
ordinates of the rise time, Vrupt, and stress parameter
are indicated on the regression plots in Figure 8. We
find that the simulated TsE scenarios adequately model

the observed IMs of the Mentawai event, as indicated
by the near-zero residuals of the IMs in Figure 9. The
source time functions (STFs) of the simulations are also
evaluated, and we find reasonable similarity with the
observed STF.
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Parametersa k-factorb Rise timec (s) SSFd Vrupt
e (km/s) Stress parameter (MPa)

µ-a 1.23 6.66 0.41 1.32 1.2
µ-b 1.95 10.54 0.47 1.51 1.2
1σ-a 1.40 7.56 0.45 1.45 1.0
1σ-b 1.40 7.56 0.45 1.45 2.0
1σ-c 1.75 9.44 0.42 1.35 1.0
1σ-d 1.75 9.44 0.42 1.35 2.0

Table 1 Tsunami earthquake simulation rupture parameters.
a Parameters µ-a and µ-b refer to two sets of parameter combinations using mean values of the rupture parameters.
Parameters 1σ-a to 1σ-d refer to four sets of parameter combinations using values of rupture parameters within one
standard deviation.
b Scaling factor applied to subfault rise times.
c Mean subfault risetime averaged over the 30 stochastic scenarios.
d Shear wave fraction applied at shallow depths to modify rupture velocity.
e Mean rupture velocity averaged over the 30 stochastic scenarios.

5 Discussion

5.1 Simulation limitations

Through various permutations of the rise time, Vrupt,
and stress parameter, we capture key features of the ob-
served data in the simulations, namely slow moment-
rate (i.e., large tPGD) and high-frequency deficiency
(i.e., low PGA and high-frequency amplitudes of accel-
eration FAS). There are, however, aspects of the data we
are unable to reconstruct. As previously addressed, the
observed displacement and acceleration data both ex-
hibit significant ringing, which is likely a source effect
due to its presence in recordings of all HR-GNSS and
strong-motion stations. It is unclear whether this is a
unique property of all TsEs, a result of rupturing the
compliant wedge in an accretionary setting, or an iso-
lated occurrence due to the complex 3D crustal struc-
ture of the Mentawai region. Until more near-field TsE
recordings exist or a high-resolution and high-fidelity
velocity model is available in the region, we cannot
definitively answer this question. Regardless, this ap-
pears to have little effect on the IMs necessary for near-
real-time analysis.
Interestingly, a systematic under-generation of PGD

is still observed for all HR-GNSS simulated data, regard-
less of rupture parameter configuration. Albeit, the
scale of the discrepancy isminute, with the residuals av-
eraging less than 0.5 natural log unit. It is possible that
the source of the ringing in the observed GNSS data also
amplified observed PGD. However, this phenomenon
has been observed in other studies employing similar
1D forward model methodology (e.g., Fadugba et al.,
2024; Melgar et al., 2016). Fadugba et al. (2024) find that
using 3D rather than 1D velocity structure significantly
improves PGD residuals, as complex 3D effects are not
fully captured by the simple 1D profiles.
The selection of a velocity model has direct implica-

tions on results from inversion and forward modeling
studies, such as this one. It not only defines the elastic
properties of the accretionary prism and crust, which
influences the resulting amplitude of shallow slip, but
also controls the kinematics of the rupture and time-
dependent ground motions (Bilek and Lay, 1999; Kun-
coro et al., 2023; Lotto et al., 2017;Ma andNie, 2019; Sal-

larès et al., 2021; Qiu and Barbot, 2022; Yao et al., 2013).
The implementation of a 1D model does not consider
wedge geometry, although Kuncoro et al. (2023) found
that variations inphysical properties, rather thanwedge
dimension, had a stronger influence on coseismic de-
formationwhen looking at theMentawai segment of the
Sumatra subduction zone. Another limitation is that
the 1D velocity model is considered uniform across the
entire region. We should expect the structure to dif-
fer between the subduction interface (characterized by
cold, dense oceanic crust and weak accretionary ma-
terial) from that of less dense crust where the stations
are located. 3D models can better capture these lateral
variations, but they are more computationally expen-
sive to run. Thus, their implementation reduces the size
of the resulting dataset— a significant loss in the field
of early warning where large datasets are desired for
robust testing. Given our derived TsE rupture parame-
ters are within the expected range and produce ground
motions that closely match those observed for the 2010
Mentawai event, wemaintain that the simulation results
from this study are a valuable input for future tsunami
early warning testing.

5.2 Comparison with previous inversion
studies

Through stochastic forward simulations exploring a
range of rupture parameters, we have characterized
source features of the 2010 Mentawai event, including
the rupture parameters rise time, Vrupt, and stress pa-
rameter, as well as the source duration. We find that
our results are consistent with source inversion stud-
ies of the Mentawai event. Although we did not solve
for a single rise time and Vrupt, we obtained a range of
values capable of replicating the observed tPGD. Mel-
gar and Hayes (2017) report the mean rise time to be
~8 s, and other studies have found the Vrupt to range
from ~1.25–2 km/s (e.g., Lay et al., 2011; Newman et al.,
2011; Yue et al., 2014; Zhang et al., 2015). These parame-
ter configurations fall within one standard deviation of
the mean prediction for zero residuals from Figure 8.
We find that a simulation stress parameter of 1.2 MPa
best captures the PGA and acceleration FAS amplitudes,
which is slightly overestimated compared to the 0.9MPa
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estimate by Yue et al. (2014). However, strong-motion
FAS were not considered in their inversion. If we were
to perform the 1D GPR solely on PGA, we would likely
obtain a similar result. The average source durations of
the TsE simulations from the final dataset are about 110
s, which is well within the 80–125 s range of other stud-
ies (e.g., Lay et al., 2011; Newman et al., 2011; Yue et al.,
2014; Zhang et al., 2015).

5.3 Near real-time discrimination

A near-real-time discrimination algorithm using PGD-
andPGA-derivedmagnitudeswasproposedby Sahakian
et al. (2019) for distinguishing TsEs. This algorithm
builds upon the premise that TsEs are energy deficient,
thus having characteristically low PGA compared to
PGD. The magnitude of shaking estimated using PGA
(MPGA) would underestimate the moment magnitude,
which can be approximated using PGD (MPGD). In
their study, they computed MPGA−MPGD for a hand-
ful of moderate to large events, including the 2010
Mentawai TsE, and found that typical events had an av-
erageMPGA−MPGD of zero, whereas the Mentawai event
had a MPGA−MPGD close to −1. Here, we perform the
analysis on the final TsE dataset to ensure a similar re-
sult with the simulations.
MPGD is computed by minimizing a least squares

problem governed by a PGD ground-motion model
(GMM). Rather than predicting PGD given some mag-
nitude and distance, we invert for the magnitude us-
ing known PGD and distance parameters for the set of
HR-GNSS stations. We use the Goldberg et al. (2021)
model because it employs the generalizedmean rupture
distance (Rp) as the distance metric, which better de-
scribes a station’s relation to theprimary slip of an event
compared to hypocentral distance and is better suited
for close distances to a finite rupture compared to min-
imum distance metrics. This model was also regressed
on a dataset consisting of both observed data and data
simulated using FakeQuakes.
Models for PGA are functionally more complex than

for PGD, and the parameters used are not as well con-
strained as magnitude or distance, especially in a near-
real-time application. We instead determine MPGA by
finding the event magnitude whose GMM mean PGA
and variance best fit the simulated PGA. We do this
by first predicting PGA using the Zhao et al. (2006)
GMM for a wide range of earthquake magnitudes (Mw
5.5–8.5 sampled every 0.1 magnitude unit). We next
compute PGA residuals for each of the trial magni-
tudes. Finally, we perform a series of two-sample Kol-
gomorov–Smirnov (K-S) tests to determine which mag-
nitude best represents the simulated PGA. The two
datasets used consist of the PGA residuals and a ran-
dom distribution with a mean of zero and a standard
deviation equal to the GMM standard deviation. If the
simulated PGA are well represented by a GMM given a
certain trial magnitude, we should expect the residuals
to have a zero-average. The K-S test returns a p-value,
which indicates the likelihood the two datasets come
from different distributions. Once the p-value reaches
a minimum significance value of 0.05 for a trial magni-

tude, we consider thatmagnitude to beMPGA (See Figure
S9 for an example plot).
We obtain MPGD values a little lower than that com-

puted by Sahakian et al. (2019) (Figure 10a), and MPGD
for both studies underestimate the true moment mag-
nitude (MPGD 7.2–7.6 compared to Mw 7.8), but that is
likely due to limitations of the point source assumption
in GMMs. As anticipated, MPGA values for the simula-
tions are appreciably lower than MPGD, although they
are also slightly lower than that computed by Sahakian
et al. (2019) (Figure 10b). Despite the simulated mag-
nitude estimates being lower than the observed esti-
mates, the resulting MPGA−MPGD values for the simula-
tions average around −1.5 (Figure 10c), similar to that
computed by Sahakian et al. (2019). Two-sample K-
S tests between the TsE simulation MPGA−MPGD values
and MPGA−MPGD values for dissimilar event types (i.e.,
observed typical earthquakes; standard parameter sim-
ulations) result in extremely small p-values (10−18 and
10−41, respectively), which signifies the simulated TsE
scenarios are statistically different from standard earth-
quakes. Two-sample K-S tests between simulated and
observedMPGA−MPGD for similar event types (i.e., stan-
dard parameter simulations and observed typical earth-
quakes; TsE simulations and a distribution centered on
the observed Mentawai value) are also small (10−7 and
10−9, respectively), yet significantly higher than the p-
values for K-S tests between TsE simulations and stan-
dard earthquakes, which suggests they aremore statisti-
cally similar. Thus, we find simulations generated using
recommended TsE parameters successfully capture the
IM-derived magnitude disparity expected in near-real-
time analysis of TsEs, which further validates their use
for improving tsunami early warning capabilities.

5.4 Extrapolation to other regions

Although the results from this study are based solely on
one event, we are optimistic that they can be applied
to simulate average tsunami earthquake-type events in
other regions. TsEs have characteristic features that dif-
fer strongly from typical earthquakes, irrespective of
the geometry and physical properties of the subduction
zone. Using semistochastic kinematic models, the rise
time, Vrupt, and stress parameters can be directly tuned
to yield such features. This is also the first step in mak-
ing progress towards improving our understanding of
such rare events, and the ability of tsunami early warn-
ing systems to recognize them as a severe threat. As
more events are expectedly recorded in the future, we
will be able to further constrain these values.
Curated TsE simulation datasets could be used to test

early warning capabilities, especially in regions with a
history of multiple TsEs (e.g., Sunda, Peru–Chile, and
Japan trenches). Although not every subduction zone
has recorded a TsE, we cannot rule out the possibility
of a future occurrence. It could thus be valuable to
simulate TsEs in these gap regions. The Cascadia Sun-
duction Zone is of particular interest as its morphology
andwedge structure imply a high tsunami runup poten-
tial for a rupture propagating into the shallow domain
(Qiu and Barbot, 2022). Joint tsunami modeling stud-
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Figure 10 (a–b) Histograms ofMPGD andMPGA, respectively, for simulations of the 2010 Mentawai tsunami earthquake. Red
lines indicate the 2010 Mentawai magnitude value calculated by Sahakian et al. (2019) using observed data. (c)MPGA–MPGD
for 15 observed events (from Sahakian et al., 2019) and simulations of the 2010 Mentawai tsunami earthquake using six dif-
ferent TsE rupture parameter combinations, aswell as standardmegathrust parameters. Each boxplot in the expanded frame
represents values for 30 stochastic events. µ-a andµ-b are parameter combinations usingmean values of themeanGaussian
process regression resulting in summary residual parameters δtPGD and δHF of zero (i.e., along the solid black lines in Figure 8).
1σ-a, 1σ-b, 1σ-c, and 1σ-d are parameter combinations using values within one standard deviation of the total residuals (i.e.,
within the dashed black lines in Figure 8). The values for each parameter combination are given in Table 1.

ies could illuminate expected hazards from a potential
TsE and provide region-specific constraints on the alert
time needed before tsunami inundation.

6 Conclusions
TsEs are a uniquely challenging problem for both earth-
quake and tsunami early warning as they rupture up-
dip of the traditionally seismogenic region (Wirth et al.,
2022), result in unusually weak shaking even in the
near-field, and produce tsunami amplitudes on parwith
some of the largest earthquake-generated tsunamis
in history. Unassuming to seismic-driven earthquake
early warning systems and magnitude-driven tsunami

early warning systems, previous TsEs have not allowed
for ample warning prior to tsunami inundation and are
highly destructive to communities in their wake. The
rarity of these events further complicates the problem,
as minimal data exist to help better understand the un-
derlying physics governing the ruptures and develop al-
gorithms capable of discriminating TsEs in near-real-
time. Using near-field observations and simulated seis-
mogeodetic data, we establish constraints on accept-
able rupture parameter values for use in simulating TsE
scenarios as a supplement for real data.
Using FakeQuakes forward modeling, we constrain

ideal rupture parameter configurations, which success-
fully recreate the near-field ensemble of ground mo-
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tions for the 2010 Mentawai TsE. Our intent is for this
configuration (Figure 8; Equations 5–6) to be used to
generate TsE scenarios in other regions around the
world to aid in the assessment of tsunami early warn-
ing systems in the case of an unexpected tsunami earth-
quake.
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simulating the Mentawai event were obtained from Yue
et al. (2014). Rupture files and waveforms for the simu-
lations can be accessed via our online Zenodo dataset
(Nye et al., 2024). Maps were produced using the
Generic Mapping Tools software (Wessel et al., 2019)
with a digital elevation model downloaded from GMT-
SAR (Sandwell et al., 2011), and all analyses were com-
pleted with in-house code, available online at https:
//github.com/taranye96/tsuquakes. This includes a pa-
rameter configuration file for simulating datawith Fake-
Quakes, and all major codes used for processing and
analysis of the data and figure generation. The elec-
tronic supplement contains more figures illustrating
the slip models, an analysis on the matched filter tech-
nique implemented, example effects of varying the shal-
low velocity structure, and an example ofMPGA estima-
tion.
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