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Abstract Wesuggestanapproachemploying fullwaveforms fromsynthetic seismograms toestimatemo-
ment magnitudes and their uncertainties from peak amplitudes. The newmethod is theoretically derived. It
does not change the established routines of traditional procedures for magnitude determination, while over-
comingsome limitations suchas saturation, scatteringandsourcecomplexity. Attenuation functionsand their
uncertainties are derived from synthetic seismograms using Green’s function databases representing various
velocity models if required. In a bootstrap approach, source geometry and dynamic and kinematic parame-
ters are randomly selected within a realistic range. After calibration with observations, attenuation functions
can be extrapolated to distances, depths, regions and magnitudes for which no observations exist. Addition-
ally, individual frequency filters and sensor types can bemixed independently of any definition of traditional
magnitude scales including the sensor characteristics and its potential frequency saturation. Uncertainties of
attenuation functions are estimated for every source-station geometry. For this, bootstrap results are aver-
aged over a configurable range of distance and depth. Therefore, realistic uncertainties of mean magnitudes
can be estimated even in case of only fewmeasurements. Themethod is especially useful for estimating local
andmomentmagnitudes for temporary deployments ormonitoring induced seismicity in regions with only a
few tectonic events.

Resumen Se propone un método para estimar la magnitud momento y su incertidumbre basado en la
amplitud máxima de sismogramas sintéticos. El procedimiento se ha desarrolado a partir de la formulación
teorica. El método propuesto sigue el enfoque tradicional, pero soluciona algunas de sus limitaciones, tal
como la saturación, scattering y complejidad de la fuente sísmica. Las funciones de atenuación y sus incerti-
dumbres se derivan de sismogramas sintéticos calculados mediante bases de datos de funciones de Green,
pudiendo considerar diferentesmodelos de velocidad. Siguiendo un enfoque bootstrap, parámetros como la
profundidad, parámetros cinemáticos y dinámicos, caída de esfuerzos y velocidad de ruptura se seleccionan
de forma aleatoria dentro de intervalos realistas. Después de su calibración con algunas observaciones, las
funciones de atenuación pueden extrapolarse a otras distancias, profundidades,magnitudes y regiones. Pue-
den combinarse fltros en frecuencias y diferentes tipos de sensores, independientemente de las definiciones
de las mangitudes tradicionales, teniendo en cuenta las características de los sensores y sus frecuencias de
saturación. Las incertidumbres de las funciones de atenuación se estiman para cada fuente-estación. A este
fín, se realiza un promedio de los resultados del bootstrap, para un conjunto configurable de distancias epi-
centrales y profundidades focales. Esto permite estimaciones realistas de las incertidumbres aún con pocas
observaciones. El método es especialmente útil para estimar magnitud local y magnitud momento duran-
te instalaciones temporales, y por el monitoreo de la sismicidad inducida en regiones con poca sismicidad
tectónica.

摘要 我们提出了一种方法，利用合成地震图的全波形，从峰值振幅估算矩震级及其不确定性。新方法不
改变传统震级确定程序的既定流程，同时克服了饱和、散射和震源复杂性等局限性。如果需要，可使用针对
各种速度模型得出的格林函数数据库，从合成地震图中为每个震源�台站组合即时推导衰减函数及其不确定
性。震源深度、几何形状、及动态和运动学参数利用 bootstrap方法在合理范围内随机选择。根据观测数据
进行校准后，衰减函数可外推到没有观测数据的距离、深度、区域和震级。此外，各个频率滤波器和地震仪
类型可以混合使用，而不受传统震级尺度定义甚至仪器特性及其可能的频率饱和的影响。衰减函数的不确定
性是根据每个震源�台站的几何位置估算的，正因如此，bootstrap的结果取为可设置的距离和深度范围的
平均值,从而即使只有很少的测量数据，也能估算出平均震级的实际不确定性。该方法尤其适用于利用流动
台站估算近震震级和矩震级，或用于监测仅有少量构造事件的地区的诱发地震。
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Non-technical summary Oneway tomeasure the size of an earthquake is itsmomentmag-
nitude, a quantity related to the seismic moment which accurately describes the size of and dis-
placement along the fault on which the earthquake occurred. Since it is often difficult to derive
moment magnitudes for earthquakes with low magnitudes and therefore noisy records, the local
magnitude scale was introduced almost 100 years ago as an empirical scale relying on peak ampli-
tudes of seismic waves. However, it suffers from several limitations related to complexity of fault
geometry, the medium the earthquake waves propagate through, and the instruments recording
thewaves. Especially if only fewevents are observed, the attenuation of amplitudes fromsource to
receiver is challenging to estimate. We overcome this problem by extending the data set of obser-
vationswith synthetic seismograms, expanding the calculations to source-station distances, earth-
quake depths, source regions and magnitudes for which no observations exist, while allowing the
use of themore precise moment magnitude also for local earthquakes. In addition, the uncertain-
ties of magnitudes can be estimated reliably even in case of only few existing measurements. This
will allow better characterization of seismicity caused by human activities in the subsurface, which
often takes place in areas with little natural earthquake activity at unusual shallow depths.

1 Introduction

Magnitudes are a concept to measure the relative
strength of earthquakes under a point source assump-
tion. They are traditionally derived from peak am-
plitudes of seismograms normalised by the expected
peak amplitude of a reference source. The first magni-
tude scale, the local magnitude ML, was introduced by
Richter (1935) for Southern California. It was defined as
the logarithm of the peak ground displacement (PGD)
of a seismogram recorded by a Wood Anderson instru-
ment normalised by the expected peak displacement of
a reference event with magnitude ML=0. This magni-
tude scale requires a knowledge of the empirically de-
rived normalisation function of the reference event, the
so-called distance attenuation function a0 of peak am-
plitudes. a0 depends on the local crustal structure and
should be estimated for every region individually from
a number of earthquake recordings. However, in prac-
tice, the original attenuation function by Richter (1935)
is often adopted. For instance, Browitt (1999) compiled
attenuation relations and magnitude procedures from
more than 24 data centres in Europe and Asia resulting
in more than 30 individual implementations and atten-
uation relations, often with only scant documentation.
Between 1935 and 2012, more than 14 additional mag-
nitude scales have been introduced, almost all follow-
ing a similar concept anddefining their ownattenuation
functions, in which PGD is measured on specific real or
simulated instruments either on bandpass-filtered dis-
placement or velocity seismograms.
Newer methodological developments aim to better

calibrate local magnitude scales. For example, Al-
Ismail et al. (2023) correct peak amplitudes to a refer-
encedistanceof 10 kmderiving attenuation curves from
synthetic seismograms for narrow frequency bands.
Luckett et al. (2018) correct a discrepancy between local
magnitudes calculated at stations less than 10 km away
compared to more distant stations by including a new
exponential term in the general form of the local mag-
nitude scale. Other scales than ML often divide peak
amplitudes by the associated dominant period of the
wave. The different scales cover a broad range of epi-
central distances, earthquake strengths and wave fre-

quencies. An extensive review of magnitude scales is
given in the New Manual of Seismological Observatory
practice (NMSOP2, Bormann et al., 2013) and in Utsu
(2002).
The strength of the magnitude approach is that peak

amplitudes can be easily and robustly measured, even
in case of moderate and poor signal-to-noise ratios. On
the other hand, magnitude scales suffer from many
weaknesses, e.g. the saturation problem, limitations
depending on sensor and instrument response, the
oversimplification of attenuation functions excluding
source rupture, radiation or station site effects, uncer-
tainty estimates in the case of only few observations,
and the non-compatibility ofmagnitudes derived by dif-
ferent observatories. Thus, although magnitude deter-
mination andearthquake location are themost basic pa-
rameters routinely communicated by observatories, the
understandingof thediversemagnitude scales and their
differences is confusing not only to the public, but also
for scientists outside the community.
In contrast, the seismic moment M0 (Aki, 1966) is an

independent measure of earthquake strength based on
physical parameters of the source. M0 ismeasured from
the low frequency plateau of the source spectra. The
seismic moment overcomes many of the limitations of
the empirical magnitude scales. From the logarithm of
M0, a dimensionless moment magnitude Mw was de-
fined (Kanamori, 1977; Purcaru and Berckhemer, 1978;
Hanks and Kanamori, 1979), which theoretically scales
linearly with MS andmany other magnitude scales, and
therefore provides a parameter suitable for communi-
cation to the public. However, since M0 is more dif-
ficult to estimate during routine processing, especially
for weak earthquakes, ML is still the standard measure
of strength for small magnitude events. However, Stork
et al. (2014) note that even estimates of Mw may vary
substantially depending on themethod and parameters
employed for their calculation. Further, they point out
that errors in magnitudes are rarely reported, although
both their existence and size is of considerable impor-
tance especially for magnitude-dependent traffic light
systems introduced to detect unstable processes early
in the evolution of induced seismicity.
Seismic hazard, risk and ground shaking studies
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nowadays rely more and more on Mw due to its global
comparability independent of empirical attenuation
functions. Therefore, relations between Mw and ML
(or other magnitude scales) have been derived for sev-
eral regions and seismological catalogues, in order to
provide an unbiased database. Based on theoretical
rupture models, Deichmann (2006) showed that the ex-
pected scaling betweenML andMw is linearwith a slope
of 1. Fig. 1 shows a compilation of observed ML-Mw
scaling relations. The scaling is oftennon-linear and the
differences between individual scales canbe larger than
0.5magnitudeunits. Boore (1989) showed that a system-
atic difference of up to 0.4 magnitude units is obtained
for short distances of 0-30 km, if attenuation curves are
extrapolated and site-specific attenuation is not consid-
ered. Disregarding damping and scattering may lead
to a distance-dependent bias in a0, which may affect
both larger and smaller magnitude events. For exam-
ple,multiple reflected SHwaves that build up to Lg Love
waves can dominate the horizontal ground motion am-
plitudes at regional distances for frequencies >0.5 Hz
and may not be included in the attenuation models.
Butcher et al. (2020) demonstrate that the ML-Mw re-
lationship at New Ollerton can only be correctly cap-
tured by incorporating high-frequency attenuation into
the source model, reducing the influence of stress drop
on the gradient. Apart from attenuation and scatter-
ing, differences in scaling can be related to variations
in source properties, such as stress drop and rupture
velocity (see e.g., Deichmann, 2006, 2017). For small
magnitude earthquakes in regions where only few local
records are available, radiation pattern and directivity
effects will not average out and may lead to biases and
variation in ML (e.g. Daniel, 2014), easily adding up to
one magnitude unit.
Waveform modelling and the analysis of synthetic

seismograms can help to reduce the bias as well as large
variations in magnitudes. Duda and Yanovskaya (1993)
as well as Jansky et al. (1997) suggested using synthetic
seismograms to estimate spectral amplitudes, to im-
prove earthquake strength estimation. However, the
proposed modelling was relatively simple and the ap-
proach was not adapted for routine processing. Dur-
ing the last decades, the methods to determine and em-
ploy synthetic seismogramshave improved enormously
and are nowable to produce realistic fullwaveform seis-
mograms, even when employing personal computers.
For instance, if Green’s functions (GF) are calculated
in advance (e.g. Heimann et al., 2019), hundreds and
thousands of seismograms can be computed within a
fewminutes varying source and station parameters. Al-
Ismail et al. (2020) employed synthetic Wood Anderson
seismograms, taking into account source mechanism,
corner frequencies, and theω2 source spectrum, to esti-
mate an attenuation curve for southern Kansas and cal-
ibrate ML to Mw.
In the following, we will demonstrate the applica-

tion of such an approach and suggest probing both
source and model parameter spaces to estimate ex-
pected peak amplitudes and their uncertainties at each
station. Depending on the available information, the
sampling range can be constrained and thus, uncertain-

ties reduced. Further, the approach can easily be im-
plemented in existing analysis codes and help to esti-
mate unbiased magnitudes for temporary deployments
and regions for which only few seismological record-
ings exist. In addition, it offers the possibility to in-
clude stations and sensors that arenot considered in tra-
ditional methods for magnitude computation, such as
borehole chains, fibre optic cables, ocean bottom seis-
mometers, or hydrophones. It may also serve to anal-
yse unusual earthquakes sources, for instance at very
shallow or very large depths, that are not well captured
by traditional magnitude scales. Because of the com-
parability of magnitudes and their uncertainties, we es-
pecially recommend using this methodology for imple-
mentation of traffic light systems in industrial opera-
tions.
The paper is structured as follows: in Section 2, we

provide the theoretical background and justification of
the peak amplitude approach for Mw. Details of the
modelling concept and the employed toolbox are de-
scribed in Section 3. Subsequently, we provide two ap-
plications in Section 4 and discuss the results.

2 Theoretical background
The dimensionless moment magnitude Mw is defined
by two thirds of the logarithm of the seismic moment
M0 normalised by the moment of a reference event
M(ref)

0 (Kanamori, 1977; Hanks and Kanamori, 1979):

Mw = log10

[
M0

M ref
0

]2/3
= 2

3 log10

[
M0

M ref
0

]
(1)

with M ref
0 =1.12·109 Nm. The seismic moment itself is

a physical measure of earthquake strength and defined
by Aki (1966) as

M0 = N 〈∆u〉 A = 16
7 ∆σa3 , (2)

where 〈∆u〉 is the average displacement over the fault,
A is the rupture area andN the rigidity of the rockmass
at the source. The second equivalence is valid for a
self-similar, circular rupturemodel (Sato andHirasawa,
1973; Udías et al., 2014), where ∆σ is the stress drop
and a the radius of the circular rupture plane. Seismic
moments are usually estimated from the low frequency
plateau of the amplitude spectra of bodywave pulses af-
ter correction for theoretical propagation effects (e.g.,
Udías et al., 2014) or by fitting low-pass filtered wave-
forms to theoretical seismograms. However, here we
use a different approach and estimate Mw from peak
amplitudes, which is not as accurate as the aforemen-
tionedmethods, but instead canbe linked to established
procedures for magnitude estimation.
The ground displacement u of a body wave train

recorded at a station far from the source can be approx-
imated by (e.g., Aki and Richards, 2002)

ui(x, t) ≈ Ṁ0(t) ∗
[
M̂jkG

j(ff)
i (x, ξ0, t)sk

]
(3)

with

Ṁ0(t) = N 〈∆u̇〉
∫
A

S(t − r0 − (ξγ)
v

) dA , (4)
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Figure 1 Examples of empiricalML-Mw scaling relations (a) and their residuals (b) for different regions in Northern Europe:
Gu09=Grünthal et al. (2009); GA11=Goertz-Allmann et al. (2011); ShBu, ShIt, ShTu and ShFr established by SHARE project for
Bulgaria, Italy, Turkey and France, respectively (see e.g., Grünthal et al., 2013); BGR developed for Germany (D. Kaiser, pers.
comm.); own developed for mining area HAMM in this study.

where the asterisk indicates a temporal convolution in-
tegral. r0 is the distance from the source centroid to
the receiverwith position vectors ξ0 andx, respectively;
ξ denotes the position at any point on the extended
fault. 〈∆u̇〉 is the average slip rate over a fault with area
A =

∫
dξ1dξ2. The ray direction is denoted by unit vec-

tor γ. The moment rate function Ṁ0(t) has been in-
troduced as a point source representation of the aver-
age temporal evolution of the rupture, as seen in the far
field. S(t) is the normalised slip rate function. G(ff) · s
is the far field Green’s tensor (for notation, see Dahm
and Krüger, 2012), which summarises all wave propa-
gation effects between source and receiver. The radi-
ation pattern of the source is represented by the nor-
malised moment tensor M̂. The factor [. . . ], to which
the summation convention has to be applied over the
Cartesian components defined by the indices i, j and k,
combines radiation pattern and wave propagation and
has the physical unit of s/N. The slip rate function of a
self-similar crack (Sato andHirasawa, 1973; Udías et al.,
2014) can be used to integrate eq. (3) to obtain an ana-
lytical solution for the ground displacement (e.g., Udías
et al., 2014). From this, the ground peak displacement
of the bodywave pulse is given by (e.g. Udías et al., 2014)

ûi = ui(t = t1) ≈ 48
7 ∆σa2vr · w · ĝi , (5)

at time
t1 = τ + a

vr

(
1 − vr

c
cos ϑ

)
with

ĝi =
[
M̂jkG

j(ff)
i (t = t1)sk

]
and

w = 1[
1 + vr

c cos ϑ
]2 ,

where τ is the traveltime of the wave from the centroid
to the receiver, vr is the rupture velocity, c is the speed
of the body wave, and ϑ is the latitude (polar angle mi-
nus 90◦) of the ray measured with respect to the source
plane. w is a dimensionless factor accounting for direc-
tivity effect on peak amplitudes. For a rupture veloc-
ity of vr ≈ 0.7c, it varies between 0.35 and 11. Due to
the circular growth of the rupture front, there is no az-
imuthal dependence in the directivity. However, if the
rupture plane were to dip, the apparent source duration
would also changewith station azimuth. The factor ĝi is
the peak displacement of the i-th component of the seis-
mogram synthesised fromGFs andnormalisedmoment
tensor components, in order to consider the radiation
pattern of the source. The peak amplitudes can be esti-
mated in different frequency bands after synthetic data
have been filtered. Note also that the circular rupture
model implicitly reproduces the ω−2 spectral decay of
the source time function at high frequencies (e.g. Udías
et al., 2014), which is predicted in the model of Brune
(1970), if an apparent rise timeof≈ 1.5 times the rupture
time is used (Fig. S1 in the supplementary material).
Eliminating the source radius awith thehelp of eq. (2)

gives

ûi = M
2/3
0 · 3

(
16
7 ∆σ

)1/3
vr · w · ĝi . (6)

Eq. (6) is valid for each component i of the displace-
ment. To simplify the notation we omit the compo-
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nent i in the following. Eq. (6) can in principle be used
to estimate M0 from peak amplitudes û, if peak am-
plitudes ĝ from appropriate synthetic seismograms are
known, directivity effects w are considered, and stress
drop ∆σ as well as rupture velocity vr are known. How-
ever, the scatter of peak amplitudes is very large and the
approach is not very stable, especially if peaks are mea-
sured at high frequencies. Additionally, the radiation
pattern may lead to positive and negative peak ampli-
tudes, and the application of eq. (6) becomes intricate if
the radiation pattern is unknown. We therefore follow
an average intensity approach similar to the one estab-
lished formagnitude scales, whichbuilds on a reference
attenuation function of absolute values of peak ampli-
tudes by averaging over many different “observations”,
and the normalisation of the measured intensity of the
PGD to derive individual station-magnitudes. If a suffi-
cient number of stations recorded the earthquake, the
average from all station-magnitudes is defined as event
magnitude. However, in contrast to traditional mag-
nitude scales, we estimate attenuation functions and
their specific uncertainties from randomised synthetic
seismograms. In addition to the common practice in
magnitude estimation we then fully exploit the intrin-
sic uncertainties in all source and structural parame-
ters, which are consequently propagated to the magni-
tude uncertainties.
We assume that we have measured PGD, û, at N sta-

tions at different distances and different azimuths. Sim-
ilarly to magnitude scales, we use absolute values of
PGD to ensure positive values for the argument of the
logarithms. For every station (at distance r), we define
an average reference PGD from synthetic seismograms
|ûsyn| for a hypothetical source with a moment magni-
tude M

(r)
0 close to the one of the earthquake, and with

randomised source parameters with respect to source
depth, stress drop and rupture velocity. IfK is the num-
ber of synthetic source realisations, we define themean
of the absolute value of the peak amplitude and the vari-
ance Var of its logarithm by

|ûsyn|(r) = |ûsyn| = (7)

(M (r)
0 )2/3 ·

〈
3
(

16
7 ∆σ

)1/3
vr · w · |ĝ|

〉
and

Var = 1
K − 1

K∑
k=1

(
log10 |û(k)| − log10 |ûsyn|

)2
,

where 〈. . . 〉 denotes the mean of the distribution of K
synthetic data realisations. For numerical implementa-
tion, we calculate for every station distance many hun-
dreds of seismograms, varying source depth and rup-
ture velocity in a reasonable range around hypocentral
depth and 0.9 times the shear wave velocity, modify-
ing ∆σ between 1 and 10 MPa, and altering the dou-
ble couple moment tensor orientation uniformly in all
directions. Since absolute values of peak amplitudes
are used, the distribution of |û| is non-Gaussian with a
longer tail for positive numbers. This justifies using a
log normal approach for uncertainties, as is common
for magnitude scales. For a single peak amplitude mea-

surement at a station of index n at distance rn, for ex-
ample, |û(n)|, the logarithm of the peak amplitude nor-
malised by |ûsyn|(rn), can be taken to give a stationmag-
nitude. However, for a meaningful source magnitude
estimate, a larger number of stations should be consid-
ered to average out, for instance, the effects of radiation
patterns and rupture directivity.
If N recordings of the event are available (distances

rn, n ranges from 1 to N ), the moment magnitude can
be defined by

Mw − M (r)
w = log10

(
M0

M ref
0

M ref
0

M
(r)
0

)2/3

= 1
N

N∑
n=1

log10
|û(n)|

|ûsyn|(rn) (8)

− 1
N

N∑
n=1

log10

(
∆σ(n))1/3

v
(n)
r · w(n) · |ĝ(n)|〈

(∆σ)1/3
vr · w · |ĝ|

〉 .

M
(r)
0 is a user-selected referencemoment forwhich syn-

thetic seismograms and synthetic attenuation functions
are calculated. Kanamori’s reference moment M ref

0
(Kanamori, 1977) is required to define a moment mag-
nitude Mw (see eq. (1)). The reference moment magni-
tudeM

(r)
w is themomentmagnitude associated with the

user-selected reference moment.
Note that the normalisation factor in the denomina-

tor of the second term is averaged over K realised syn-
thetic source models, while the average in the numer-
ator is formed over observations at N stations. If N is
large and the azimuthal coverage is good so that direc-
tivity effects average out, the second term on the right
side can be assumed to be constantC and small or zero,
especially if the peak amplitudes are obtained from fil-
tered seismograms. The moment magnitude is then

Mw ≈ 1
N

N∑
n=1

log10
|û(n)|

|ûsyn|(rn) + M (r)
w + C . (9)

If M
(r)
w has been selected close to the magnitude of the

studied event, the variance of each station magnitude,
(δM

(n)
w )2, can be calculated according to eq. (8). We

thereby assume that the measurement of |û| is exact
(non-varying), but uncertainties in M

(n)
w are covered by

the bootstrapping of the source and structuremodels to
calculate |û(n)

syn|. Due to the logarithmic nature of eq. (9),
the variance of the station magnitude is (δM

(n)
w )2 =

Varn. The variance of the mean of the moment magni-
tude, averaged over all stations, can then be calculated
from the variance of the sum of the samples (e.g. Ben-
dat and Piersol, 2010, p. 93-94), meaning the variance of
each station magnitude, as

(δMw)2 = 1
N2

N∑
n=1

(δM (n)
w )2 = 1

N2

N∑
n=1

Varn

= 1
N

{
1
N

N∑
n=1

Varn

}
. (10)
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In practice, operational procedures often recommend
to usemedian (MED) and themedian of the absolute de-
viation (MAD) to derive magnitudes and its errors from
the sample of station magnitudes (e.g. Di Giacomo and
Storchak, 2022; Havskov et al., 2020). In our case, the
median estimates forMw can be considered if the distri-
butions ofM

(n)
w are collected andMED andMAD are ex-

tracted numerically in a single calculation. Another ap-
proach is to replace eq. (9) by the formula of a weighted
mean, in which weights are defined by the reciprocal
variance at each station. Whatever statistical method is
used to estimate Mw, our PGD approach to estimate er-
rors differs from the standard procedures because un-
certainties of M

(n)
w can be estimated at each individual

station. From this, the variance of the mean can be
calculated, which scales with the reciprocal number of
available stations.
We demonstrate the effect in a simulation resem-

bling the geometry of a local network recordingmining-
induced earthquakes at a depth of only 1 km (Subsection
4.1 below). A hypothetical event with a magnitude of
M 1.25 is chosen, randomising the station magnitudes
at 18 local stations between 0.05 and 5 km distance.
The synthetic attenuation curve |ûsyn|(r) and its uncer-
tainty were simulated using synthetic seismograms and
randomised source models. We then incrementally in-
crease the number of observations (stations) in the sim-
ulation test and calculate the mean magnitude and its
uncertainty (Fig. 2). While themean stationmagnitudes
are uniquely defined, the uncertainties differ. The con-
ventional approach estimates the variance of a station
magnitude from the ensemble of a larger number of sta-
tionmagnitudes. When only a single stationmagnitude
is available, the variance is indeterminate. In our ap-
proach, we calculate the variance of the station magni-
tude from the bootstrapped source parameters to calcu-
late synthetic seismograms. This allows uncertainties
to be reported for a single station observation and, if
more than one station is available, the variance of the
meanmagnitude can be reported. In Fig. 2 the variance
of the ensemble of station magnitudes increases with
increasing number of stations and finally saturates to a
constant variance for about 12 ormore stations. In con-
trast, our approach finds a large variance of the magni-
tude when only one or two stations are available, which
decreases continuously as more stations are added.
Our approach relates to the localmagnitudeML as fol-

lows: ML is defined at every station by

ML(rn) = log10
|û(n)|
a0(rn) , (11)

where |û(n)| = û(rn) is the peak amplitudemeasured on
thehorizontal components of aWoodAnderson seismo-
graph for an epicentral or hypocentral distance of r=30-
600 km, and a0(r) is the attenuation function of a hypo-
thetical reference event with magnitude ML=0. a0 has
ideally been derived froma large number of earthquake
recordings. If M

(r)
w =0, Mw and ML should scale linearly

with a slope of 1, if the attenuation curve |ûsyn| is similar
to a0. However, as seen in Fig. 1, the observed ML-Mw

relations are highly non-linear. Deichmann (2006) con-

Figure 2 Simulation test to demonstrate the uncertainty
estimation. Hypothetical station magnitudes were ran-
domised (normal distribution, σ=0.2) for a local network
and a shallow earthquake with Mw=1.25 and z=1 km (yel-
low circles). The uncertainties of the synthetic attenuation
of the peak amplitudes have been calculated according to
the described scheme (see Subsection 4.1 for details). Plot-
ted are the mean magnitudes (open squares) and their un-
certainties over the number of stations used in the analysis.
The standard deviation of the ensemble of station magni-
tudes (SD ensemble), calculated from station magnitudes
only, is represented by the blue error bars. The standard
deviation of the mean (SD GF mean, eq. (10)), calculated
from bootstrap-derived uncertainties using the Green func-
tion (GF) database, is represented by the red error bars. SD
ensemble are symmetric around the open squares, and do
not provide an error if only one station is available. SD GF
mean are asymmetric and provide an error estimate even
for a single station. The dashed line indicates Mw=1.25, for
which the forward simulation was performed.

firmed the theoretical equivalence betweenML andMw

and discussed potential reasons for the observed dis-
crepancies, which are mainly due to the simplification
of wave propagation effects in the procedure for esti-
matingML, additionally to source radiation pattern and
kinematic rupture effects.
An advantage of the synthetic seismogram approach

suggested here is that any observed ML-Mw scaling can
be simulated if the synthetic peak amplitudes are ex-
tracted in the same way as employed for ML estimation
and if a0 is given. The forecast of magnitude scaling re-
lations is not restricted to ML, but can be applied to any
magnitude scale MX , if it is based on peak measure-
ments (see eq. (8)). Fig. S2 (supplementary material)
shows simulated MX -Mw relations in good agreement
with relations derived from observations and indepen-
dent moment determinations (see Fig. 4 in Kanamori,
1983).

3 Implementation
Implementing the theory is computationally intensive
and requires efficient numerical tools. The workflow
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is shown in Fig. 3. In order to generate a queryable
database of modelled peak ground motions (PGM) for
the determination of moment magnitudes, we simu-
late waveforms (Heimann et al., 2019) for over 500 ran-
dom double-couple moment tensors at discrete source
depths in a 1D layered velocity model adapted to the re-
gion of interest. Records are modelled for each individ-
ual sourceon20 surface receivers situated at randomaz-
imuths and logarithmically distributed distances (Figs 3
and 6).
These synthesised waveforms undergo band-pass fil-

tering within the optimal frequency range for the refer-
encemagnitude. Subsequently, groundmotionparame-
ters – including peak displacement, velocity, and accel-
eration amplitudes for both absolute and component-
specific (horizontal and vertical) measurements – are
extracted. This results in over 10,000 data points repre-
senting peak amplitudes derived from randommoment
tensors for each source depth.
To querymodelled peak amplitudes for a specific epi-

central distance d and source depth, we consider en-
sembles that include N nearest peak amplitudes to d.
N is configurable and has been set to 25, for example.
We determine the average and standard deviation as
well as the median value and MAD within these ensem-
bles. This approach extracts relevant information for
distance d based on the gridded entries in the database.
Further expanding the scope of applicability, we repli-
cate this entire procedure for alternative source depth
levels, thereby creating multiple databases covering di-
verse depth ranges. Linear interpolation between dif-
ferent depth levels permits calculations of peak ampli-
tudes for intermediate source depths with precision.
Consequently, the database can be queried for any com-
bination of source depth and distance (Fig. 4) as op-
posed to the few arbitrary point measurements avail-
able from sparse earthquake catalogues.
To account for the potential variability introduced by

different reference moment magnitudes (Mw
(r)) sam-

pling different frequency ranges, we conduct parallel
simulations considering varied reference magnitudes.
Post-processing follows suit, applying tailored band-
pass frequencyfilters associatedwith alternatemoment
magnitudes.
The procedure is implemented in the Python frame-

work chimer, which can generate such ground-motion
databases from any Pyrocko GF database (Heimann
et al., 2019). For example, the earthquake detection and
location framework qseek uses this procedure to auto-
matically determine detection magnitudes from peak
ground motions (Isken et al., 2024; Büyükakpınar et al.,
2024).

4 Applications

4.1 Coal mining in Germany
Afirst application concerns theHammcoalmining area
in the Ruhr region, NWGermany (Fig. 5). Induced seis-
micity in the Ruhr region has been monitored over the
last 40 years (Bischoff et al., 2009). At Hamm, seismic-
ity induced by longwall mining was continuously mon-

itored by the local HAMNET network (Fig. 5) and more
than 7,000 earthquakes were reported over a period of
about 1 year, from July 2006 to July 2007 (Bischoff et al.,
2009) with local magnitudes spanning between -1.7 and
2.0 (Sen et al., 2013). Most of these earthquakes were
shallow and found to occur slightly above the coal seam,
which is located at 700 to 1,500 m below the surface
(Bischoff et al., 2009). Full waveform moment tensor
inversions were performed for more than 1,000 earth-
quakes, providing moment tensor solutions and mo-
ment magnitude estimates (Sen et al., 2013). Here, we
consider a subset of 1,133 earthquakes (see catalogue
in the supplementary material S4) for which both local
magnitudes and moment magnitudes are available.
A first proof of concept is to compare attenuation

curves with observed scaled peak ground displacement
(PGD). Fig. 6a shows the PGD from all earthquakes,
which were scaled to a moment magnitude of 1.25.
We calculated mean and standard deviations of the
synthetic attenuation curves |ûsyn| by sampling source
depth between z=[1,1.5] km, the rupture velocity be-
tween vr=[1,2] km/s and the stress drop between ∆σ
= [1,10] MPa. The average attenuation curve lies well
within the scattered observations and its 1σ uncertainty
is comparable to the 1σ range estimated from synthetic
seismograms. The distance dependence of |ûsyn| is sim-
ilar to that of a0 and absolute values are comparable if a0
is scaled to amagnitude ofML=1.5 and if r is interpreted
as hypocentral distance.
Fig. 6b shows the effect of source depth on PGD atten-

uation. As expected, an event occurring at a depth of
z=0.5 km features a higher PGD at small epicentral dis-
tances than an event with a source depth of z=1.5 km.
Thus, the source depth should be considered to ob-
tain unbiasedmagnitude estimates. While the ML scale
commonly approximates the source depth by insertion
of the hypocentral depth in a0 (e.g. Bormann et al.,
2013), the new methodology presented here considers
both the hypocentral depth z and epicentral distance
r and is therefore able to account for source- and site-
specific depth variation of velocity and intrinsic attenu-
ation Q.
We further verified the concept with two additional

tests: first, the theoretically derived ML-Mw scaling re-
lation was compared with independent data. Fig. 7a
shows a comparison of ML magnitudes obtained from
standardprocessing and event locationwithMw derived
from fullwaveformmoment tensor inversion (Sen et al.,
2013; Cesca and Grigoli, 2015). From the scatter of data
points, we calculated parameters of a quadratic regres-
sion implementing a maximum likelihood approach,
leading to Mw = 0.098M2

L + 0.48ML + 0.44 valid be-
tween -1.5≤ML≤2.5. Alternatively, the ML-Mw scal-
ing is estimated from the new approach with automat-
ically derived peak amplitudes onWood Anderson sim-
ulated synthetic seismograms, by applying the same at-
tenuation function a0 (of a hypothetical reference event
with magnitude ML=0) used to calculate ML. The the-
oretical scaling agrees well with the empirical scaling,
which confirms the stochastic synthetic waveform ap-
proach. The additional benefit of the stochastic wave-
form approach is that realistic uncertainties are derived
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Figure 3 Conceptual generation of peak ground motion (PGM) databases. Synthetic waveforms are modelled for random
double-couple moment tensors and random station distributions. Subsequently, PGMs are extracted from simulated wave-
forms and stored in a database. This database can be queried for statistical distributions of PGMs, e.g. at a given epicentral
distance and source depth, the basis for |ûsyn|.
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Figure 4 Simulated peak ground motion (PGM) |ûsyn| (e.g. S- and Rayleigh wave peak in full seismogram) at the surface
for different source depths and epicentral distances, visualising the key information stored in the ground motion database.
The velocitymodel shown in Fig. 9 was used. Deeper sources generate smaller groundmotions at the surface. The horizontal
lineaments are evidence for model layers that interfere with spherical waves emitted from point sources close to the layer
boundary. Sources locatedabove the layerboundaryproduce largerPGMsat the surfacebecausesurfacewavesareefficiently
excited.

for theML-Mw scaling, and that the relation is extended
to larger or smaller magnitudes for which an extrapola-
tion of empirical data is not possible.
The second test uses automatically determined peak

amplitudes from observed seismograms. Before mea-
suring peak amplitudes, different band-pass filterswere
applied. The stochastic seismogram simulation was
used to estimate a representative average attenuation
|ûsyn| for every station and event, which subsequently
was employed to derive a station magnitude and its un-
certainty. From the ensemble of station magnitudes,
the mean Mw

(pgd) and standard deviation δM
(pgd)
w were

derived. In Fig. 7b, Mw
(pgd) is displayed together with

Mw estimates from a full waveform analysis (Sen et al.,

2013). An advantage of the peak amplitude Mw ap-
proach is that records from both broadband and short-
period stations can be used in an ensemble, since differ-
ent bandpass filters can be applied to parts of the data.

4.2 Groningen gas field, Netherlands

The second application is to the Groningen gas field in
the Netherlands. It represents one of the largest on-
shore natural gas fields in Europe, producing since the
early 1960s (vanThienen-Visser andBreunese, 2015). Of
the over 190 exploited gas fields in theNetherlands, only
15% experienced induced seismicity (Van Wees et al.,
2014), and only in three fields (Groningen, Bergermeer
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Figure 5 (a) Overview of the Hammmining play (size ofmap indicated by red rectangle in inset), epicentres of earthquakes
(red circles, size scaled by magnitude), and seismic stations. Light blue and black inverted triangles represent broadband
and short-period stations, respectively. (b) Velocity model for P (red line) and S waves (blue line) between 0 and 2 km depth.
(c) Depth distribution of located earthquakes.

Figure 6 Attenuation curves at local distances for shallow mining-induced seismicity. (a) Comparison of observed peak
amplitudes (grey circles) with peak amplitudes derived from synthetic seismograms (blue circles). The source depth was
sampled between z=[1,1.5] km, the rupture velocity between vr=[1,2] km/s, and the stress drop between ∆σ = [1,10] MPa.
Mean values indicated by green and blue curves, respectively. 1σ and 2σ indicated by darker and lighter green- and blue-
shaded regions. Red curve indicates the attenuation curve given by Richter (1935) to estimateML. (b) Extension of synthetic
attenuation curves to larger distances. Blue and red circles, curves and shaded regions show peak amplitudes, mean values
and 1σ and 2σ of |ûsyn| for source depths of 500 m and 1500 m, respectively. Distance r is epicentral distance.

and Roswinkel) have events with magnitudes ML ≥3
occurred (NAM, 2013). In the vicinity of the Gronin-
gen gas field, seismic events started to appear in 1986
and were recognised as induced by the gas production,
originating from the declining gas pressure followed by

compactionof reservoir rocks resulting in subsidence at
the surface and stress changes on themany faults exist-
ing in the reservoir (van Thienen-Visser and Breunese,
2015), which is located at a depth of 2,600 – 3,200 m and
sealed by Zechstein salt (Bourne et al., 2014). Seismic-
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Figure 7 Comparison ofmagnitudes for the coalmining test-site. (a) The quadratic regression equation (orange curve) esti-
mated from independentmeasurements ofML (see Bischoff et al., 2009) andMw (yellow circles, Sen et al., 2013) is compared
to the scaling derived from synthetic peak amplitudes (grey circles) and the empirical relation for a0 (grey curve). 1σ and 2σ
based on ML estimates are indicated by darker and lighter grey shading. The dashed line indicates ML = Mw. (b) Compar-
ison of moment magnitudes derived from full waveform inversion (Sen et al., 2013) and the new peak amplitude approach.
Plotted are median (blue dots) and standard deviations (blue vertical bars) derived from binned statistics using 20 equal-
sized bins. Peak amplitudes were extracted from both short-period and broadband displacement seismograms recorded on
vertical components and filtered between 0.5 and 2 Hz. The dashed line indicates Mw from PGD=Mw.

ity mainly occurs in regions of high fault density, al-
though it is difficult to relate events to individual faults
(Dost et al., 2017). 1,046 events were detected prior
to 1 January 2017, 284 of which had magnitudes larger
than ML 1.5 (Hofman et al., 2017). The strongest event
recorded so far (ML=3.6) occurred on 16 August 2012 in
the Huizinge area, causing damage to structures in the
province of Groningen (Dost et al., 2017). Fig. 8 displays
induced seismicity from 1986 until the 17 January 2018
in the area of the Groningen field (KNMI, 2018).

To illustrate the dependence of magnitude relations
on velocity models, we compare predictions for three
different 1D velocity models (Fig. 9). The first was ex-
tracted from the field operator’s (Nederlandse Aardolie
Maatschappij, NAM) detailed 3-D elastic model (NAM,
2016) in the region of Loppersum, where most induced
events occur (Dost et al., 2017) and was used for a prob-
abilistic moment tensor inversion (Kühn et al., 2020;
Dost et al., 2020). The second was employed by Kraai-
jpoel and Dost (2012) to compute focal mechanisms.
The third is an average velocitymodel used by KNMI for
event location in the Northern parts of the Netherlands
(Spetzler and Dost, 2017) combined with the CRUST2.0
model (Bassin, 2000) for depths larger than reservoir
depth, since the velocity structure of the deeper part of
the Carboniferous layer is not well known (Dost et al.,
2017). In addition, S wave velocities for the sediments
down to 3,000 m depth were estimated from P wave ve-
locities using Castagna’s relation (Castagna et al., 1985).
Fig. 9c displays hypocentral depths of events after relo-
cation (Spetzler and Dost, 2017) with the equal differen-

tial timemethod (EDT, Lomax, 2005), which reduced the
uncertainty in event depth to 300 m. 90% of events take
place within the reservoir or top of the underburden, a
few weak events with ML<1 may also occur in the an-
hydrite layers within the Zechstein seal above the reser-
voir (Spetzler and Dost, 2017).
In Fig. 10a, we compare the empirical ML-Mw scal-

ing relation from Dost et al. (2016) to predictions using
our method for these three different 1D velocity mod-
els. To this end, we simulated Wood Anderson seismo-
grams for N and E components without any further fil-
ter. The uncertainties in source depth, rupture velocity,
and stress drop were assumed as z = 2.5 – 4 km, vr = 1 –
2.25 km/s and∆σ = 1 – 10MPa, respectively. From these,
the scaling relation derived using the 3rd velocity model
fits best the empirical relationship of Dost et al. (2016),
which was developed from a collection of earthquakes
in the Northern Netherlands.
Local networks to monitor induced seismicity are of-

ten deployeddirectly in thefields ormining areaswhere
earthquakes occur. First P and Swaves are clear arrivals
at stations above the events, while surface waves have
greater amplitudes at larger distances. Traditional ML
scales do not consider P and S wave peak amplitudes
very close to the epicentre. In Fig. 10b, we show the-
oretical attenuation curves of peak displacements for P
and S body waves, measured on vertical and horizon-
tal components, respectively. P waves are expected to
have smaller amplitudes than S waves, which is clearly
visible. Both P and S wave peak amplitudes attenuate
strongly in Groningen within the first 5-10 km from the
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Figure 8 Overview on Groningen gas field induced seis-
micity. Black triangles indicate shallow borehole stations;
turquoise triangles display additional single accelerometer
stations. The redpolygonshows theextentof theGroningen
gas field, and the red circles depict earthquakes induced by
gas extraction, where the size scales with magnitude. The
size of map is indicated by the red rectangle in the inset.

epicentres due to a strong defocusing effect: only re-
ceivers close to the source are reached by direct waves,
whereas receivers at larger distances record energy
guided within the high-velocity anhydrite layer at the
base of the Zechstein evaporites (Kraaijpoel and Dost,
2012; Kühn et al., 2020). However, while the attenua-
tion of S wave peak amplitudes for larger distances r
is a smoothly decaying function, the peak amplitudes
of P waves increase for distances larger than 35 km.
This may be attributed to the total reflections at the
impedance contrasts of 6 and 12 km in the Groningen
models, together with the effect of an increasing inci-
dence angle leading to smaller amplitudes of longitudi-
nalwaves on Z components. The example demonstrates
the flexibility of the stochastic simulation approach to
consider such body wave phases. The magnitude esti-
mation is not restricted to specific wave types or com-
ponents. Thus, different wave modes can be integrated
in the Mw estimation.

5 Discussion

Different empirical magnitude scales have evolved over
the last hundred years and are commonly used for rou-
tine analysis of earthquake strength or seismic hazard
and risk assessment. This is particularly the case for
moderate and small earthquakes recorded at local dis-
tances, for which the local magnitude scale ML is still
the first reported strength parameter and the number

of proposed scales continues to grow, while for large
magnitude earthquakes, the physical moment magni-
tude Mw is now estimated and reported in parallel with
the empirical magnitudes. However, even for global
earthquakes, research continues on traditional empir-
ical scales such as MS or MB to maintain consistency
with historical earthquake catalogues.
Most empirical magnitude scales are based on mea-

surements of peak amplitudes of ground displacements
or ground velocities. Moment magnitudes, or the seis-
mic moments, are estimated from spectral plateaus of
wave energy or by fitting low-frequencywaveforms. Us-
ing peak amplitudes to estimate Mw is not common
practice and is not as stable and reliable, leading to
larger uncertainties in practice. However, for small
earthquakes, peak amplitude measurement is often the
only option for automatic processing.
In our study, we investigate if and how peak ampli-

tudes can be used to estimate Mw. Since peak ampli-
tudes are used in the empirical scales, this approach
has the advantage of being directly comparable to these
traditional scales, and the procedure can be easily im-
plemented into routine processing of seismological sur-
veys without changing established procedures. The
new approach mainly replaces the empirical distance-
attenuation curves with those derived from synthetic
seismograms. Since these synthetic attenuation curves
for PGD or PGV are based on a given reference Mw, we
propose to estimate Mw from peak amplitudes in a sim-
ilar way to traditional magnitude scales. The validity of
this approach has been theoretically demonstrated for
the kinematic model of a circular growing shear crack.
The synthetic attenuation curves are extracted from

GF databases and depend on the velocity model and a
number of sampled source parameters, such as depth,
stress drop, source mechanism, and rupture velocity.
Therefore, the attenuation curves can be adapted to a
specific site and problem, or used to explore a region
that has not previously been affected by earthquakes.
The use of synthetic attenuation curves is also flexible
to enable selecting only specific channels or time win-
dows of particular phases. Data should be tapered and
filtered to preserve high signal-to-noise ratio, selecting
low frequency datawhere possible because they are less
sensitive to the selected velocity model, and avoiding
very high frequencies well above the earthquake cor-
ner frequency, where directivity effects become domi-
nant. The synthetic GFs for generating synthetic atten-
uation must be treated in the same way as the extrac-
tion of peak amplitudes from observed data. If high fre-
quencies above the corner frequency must be consid-
ered, the procedure should be calibrated against inde-
pendently estimated moment magnitudes by adjusting
a reference magnitude M

(r)
w .

However, in order to relateMw from peak amplitudes
to empirical scales such as ML, the frequency range
and the procedure for determining the maximum am-
plitudes must be carried out according to the respec-
tive magnitude scale. The PGM database must be cal-
culated accordingly and cover the required frequency
and distance range. Additionally, the reference mag-
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Figure 9 Comparison of velocity models for Groningen. a) P wave velocity profiles; red line: mean 1D velocity model ex-
tracted from NAM 3D velocity model in Loppersum area, green line: velocity model employed by Kraaijpoel and Dost (2012)
for computation of focal mechanisms, blue line: Northern Netherlands velocity model used by KNMI to locate earthquakes
within Groningen field (Spetzler and Dost, 2017). b) S wave velocity profiles. c) Depth distribution of relocated earthquakes
listed in Spetzler and Dost (2017).

Figure 10 Comparison of magnitudes. (a) The black dashed line indicatesML = Mw, while orange circles and dashed line
represent observations and the empirical ML-Mw relationship by Dost et al. (2016). The solid lines correspond to scaling
relations derived from synthetic peak amplitudes applying the empirical relation for a0 for the three velocity models given
in Fig. 9. (b) Synthetic attenuation functions for Groningen region for P (blue) and S waves (red). Blue and red circles, curves
and shaded regions show peak amplitudes, mean values and 1σ and 2σ of |ûsyn|, respectively.

nitude M
(r)
w must be calibrated to produce a relation

comparable with previous estimates. Once the cali-
bration has been performed, even if only employing a
few events, conversion scales can be calculated from a
purely synthetic experiment and even extrapolated to
regions without an earthquake catalogue. This offers
the possibility to generate a bundle of Mx estimates in a
parallel routine. For instance, Fig. S2 in the supplemen-
tary material shows the predicted conversion of Mw to
teleseismic magnitude scales as MS and mB.

Uncertainties and error handling are important. Con-
ventional empirical magnitude scales often do not doc-
ument transparent and common procedures for esti-

mating errors, apart from the information that the me-
dian or weighted mean or trimmed mean is estimated
from station magnitudes. When records from only a
few stations are available, or the azimuthal distribution
of stations is inadequate, errors in magnitude can be
larger than one unit (e.g. Roy et al., 2021). Additionally,
if P and S wave amplitudes are used to estimate ML at
local distances, generic double-couple radiation coeffi-
cientsmay lead to systematic bias andmagnitude errors
(e.g. Daniel, 2014). Our new approach offers an advan-
tage, because uncertainties in the knowledge of source
parameters, structural models, and wave velocities are
taken into account when calculating the attenuation
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curves. Therefore, errors canbeassignedeven to amag-
nitude estimated from a single station (station magni-
tude) in contrast to traditional approaches in which sta-
tion magnitudes have no formal (independent) errors.
However, the more realistic estimation of errors in sta-
tion networkswith large azimuthal gaps cannot hide the
fact that the estimated magnitudes then have large un-
certainties. The best way to avoid this is to improve the
azimuthal coverage of the networks.
The method proposed here is developed for peak

amplitudes, but the feature extraction module can be
used for various types of waveform attributes, such as
for instance envelopes or low-frequency spectra. The
GF scheme is numerically more demanding than tra-
ditional approaches, since thousands of synthetic seis-
mograms are simulated. An efficient implementation is
therefore important. We demonstrate how to take ad-
vantage of precomputed GF databases, such as those
provided by the Green’s Mill project (Heimann et al.,
2017, 2019). We provide tools and open software solu-
tions to apply the PGM Mw approach. These software
tools offer a simple API to generate simulated PGM at
https://chimer.pyrocko.org/, or can be run locally to cal-
culate custom attenuation curves. An online API ser-
vice will be accessible together with the publication of
this article. This extends the online Pyrocko GF ser-
vices and is in conjunctionwith theGreen’sMill (https://
greens-mill.pyrocko.org/) project. Delivering these soft-
ware tools and online APIs paves the way to implement
our proposed method into existing workflows. Alterna-
tively, the method can be implemented by defining an
attenuation curve for a given velocitymodel as a lookup
table.
Another aspect concerns the choice of the refer-

ence magnitude for which synthetic attenuation curves
are calculated. For the determination of the relative
strength of an event, the reference magnitude could
be arbitrary, as long as the frequency range for the ex-
traction of the peak amplitudes is below the cut-off fre-
quency of the earthquake, which can be ensured by the
specifications for the determination of the peak ampli-
tudes. This is the approach taken by existing empirical
magnitude scales. However, this would lead to the very
limitations we are trying to overcome with the new ap-
proach. In addition, the errors of a station’s magnitude
may bemisestimated if the referencemagnitude is very
far from the true magnitude of the event. An optimal
approach would be to choose the reference magnitude
for determining the synthetic attenuation curves very
close to the true magnitude of the event. However, this
leads to increased computational effort or the storage
of many PGM databases. In practice, in our experience
to date, a compromise is possible by selecting a refer-
ence magnitude through tests and comparisons that re-
produces the results from independent moment tensor
inversions well.
The best possible extraction of peak amplitudes is a

general problem that does not only affect the approach
here. The choice of window lengths, tapers and band-
pass filters can all affect the peak amplitude and estima-
tion of source parameters (e.g. Bindi et al., 2023a,b). We
have included an example of how peak amplitudes were

extracted using pyrocko in the supplementary material
under S3 (see also S2). In general, we recommend that
users perform comparative tests depending on the data
set and objective, and visually check the results. In any
case, it is important to treat the synthetic data in exactly
the same way as the observed data.

6 Conclusion
Aprocedure is proposed to estimate themomentmagni-
tudes of local earthquakes from peak ground displace-
ments using synthetic seismograms from Green’s func-
tion databases. The validity and applicability of the new
method is demonstrated both theoretically and with ex-
amples. The new method mitigates some of the short-
comings of traditionalmagnitude scales, such as satura-
tion, compatibility, or weaknesses in error propagation.
The main advantages of the proposed method are:

• its flexibility in employing individual frequency
ranges and sensor types, including borehole
geophones or, if appropriate Green’s function
databases are provided, strain rate measurements
from DAS,

• its flexibility to consider different wave types, wave
modes, and source radiation patterns in parallel,

• its compatibility with traditional scales, allow-
ing conversion relationships to be developed and
maintained, even for teleseismic magnitude scales
such as MS and mB,

• the realistic estimation of uncertainties even in
case of few measurements,

• its flexibility to extrapolate to regions and sites not
yet sampled by earthquakes, including the ability
to consider 1.5 D velocity models,

• its potential to be extended to higher-frequency sig-
nals from even smaller earthquakes.
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Groningen field are openly available trough FDSNWeb-
Services (https://www.fdsn.org/networks/detail/Z2_2006,
KNMI, 1993).
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