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Abstract We introduce thecodepackageB3AM forbeamformingof three-componentambientnoisearray
data, which is available forMATLAB™andPython. We explain the theory behind three-component beamform-
ing and polarisation analysis in particular, provide an overview of the workflow, and discuss the output using
a worked example based on the MATLAB™ implementation. The strength of the presented code package is
the analysis of multiple beam response maps from multiple time windows. Hence, it provides statistical in-
formation about the ambient noise wavefield recorded over a period of time, such as the ratio of surface to
body waves, average dispersion velocities, or dominant propagation direction. It can be used to validate as-
sumptions made about the ambient noise wavefield in a particular location, helping to interpret results from
other techniques, such as the analysis of horizontal-to-vertical spectral ratios or ambient noise interferom-
etry, and enabling more precise monitoring of specific wavefield components. While designed initially with
seismic networks in mind, B3AM is applicable over a wide range of frequencies and array sizes and can thus
be adapted also for laboratory settings or civil engineering applications.

1 Motivation
Over the last two decades, ambient seismic noise meth-
ods gainedmore andmore attention as cheap and prac-
tical tools to image andmonitor internal structures and
processes of the subsurface and the built environment
(e.g., Nicolson et al., 2012; Salvermoser et al., 2015;
Kennedy et al., 2022). While two-station methods esti-
mating the Green’s function between two receivers (or
sources) from cross-correlations of ambient noise have
dominated the scene under the name of seismic in-
terferometry (e.g., Wapenaar and Fokkema, 2006; Cur-
tis et al., 2006; Galetti and Curtis, 2012), array-based
methods such as the spatial autocorrelation method
(Aki, 1957) and frequency-wavenumber techniques (La-
coss et al., 1969; Esmersoy et al., 1985; Riahi et al.,
2013), commonly known as beamforming, have also be-
come increasingly popular: in a recent paper, Qin and
Lu (2024) highlight the ability to directly measure az-
imuth dependent properties as well as to extract mul-
timode dispersion curves as major advantages of array-
based ambient noise methods. As Yamaya et al. (2021)
point out, the array-based SPAC technique assists SI in
retrieving robust velocity profiles in strongly hetero-
geneous media. Under the SESAME project (https://
sesame.geopsy.org) pioneering studies were conducted,
investigating site characterisationwith arraydata of am-
bient vibrations (e.g., Wathelet et al., 2008). Finger and
Löer (2024) and Obiri et al. (2023) use beamforming of
three-component array data to analyse the wavefield
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composition and provide improved depth estimates of
subsurface velocity changes, relevant for subsurface re-
source exploration as well as seismic hazard assess-
ment.
As a result of its increasing popularity, a number

of public codes for ambient noise analysis with seis-
mic arrays became available over the years. Most
tools focus on interferometricmethods, computing and
analysing cross-correlations between individual station
pairs, such as MSNoise for monitoring velocity changes
(Lecocq et al., 2014) or NoisePy for monitoring applica-
tions as well as surface wave dispersion analysis (Jiang
and Denolle, 2020). Ermert et al. (2020) developed noisi
to study sources of ambient noise and help interpret
the results of auto- and cross-correlations. Since beam-
forming techniques have long been used in earthquake
seismology (Rost and Thomas, 2002), early codes such
as SAC (Seismic Analysis Code, Goldstein et al., 2003)
are tuned towards transient wave rather than contin-
uous data analysis. Single component ambient noise
array data can be processed using ObsPy (Beyreuther
et al., 2010), for example, which offers a signal process-
ing routine for frequency-wavenumber analysis follow-
ing either standard beamforming or the high-resolution
Capon method (Capon, 1969). Recently, Sollberger
et al. (2023) introducedTwistPy for combined analysis of
single-component array data and six-component single-
station data. The MATLAB™ toolbox MISARA for array
techniques (Minio et al., 2023) is designed particularly
for volcano monitoring and includes a high degree of
automated tasks, which minimizes the interaction and
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effort required by the user, but also limits the range of
applications. Also MISARA works on vertical compo-
nent data only. Two algorithms that account for three-
component array data are WaveDec by Maranò et al.
(2012) and the comprehensive Geopsy framework by
Wathelet et al. (2020), which includes and array process-
ingmodule. Bothwere developed for surfacewave anal-
ysis in the context of site characterisation and therefore
only discriminate between vertical, Love and Rayleigh
wave polarisation.
Acknowledging the current trends (and gaps) and

recognising the benefits array-based ambient noise
analysis brings to the seismic community, this work
outlines the theory and practical application of beam-
forming with a particular focus on the analysis of three-
component ambient noise array data. Exploiting the
full three-component particle motion information on
multiple stations in an array allows us to distinguish
between wave types and thus provides more accurate
dispersion curves and the opportunity for additional
analyses, for example, for wavefield composition or
anisotropy. This paper gives a comprehensive summary
of the functionality and output of the B3AM toolbox
and explains in detail how the dominant wave type in
a time window and its propagation properties are re-
trieved by analysing phase shifts across stations as well
as across components. We describe the relationship be-
tween polarisation parameters, such as ellipticity or dip
angle, and the corresponding phase shifts in the three-
component data, linking an intuitive, human-readable
representation to the mathematical implementation in
the beamforming code. Our goal is to make the tech-
nique transparent and accessible thereby providing an
opportunity for future improvements and adaptations
for different scenarios by a divers research community.

2 Theory
The three-component beamforming approach pre-
sented and applied in this work discriminates wave
types in the ambient seismic noise wavefield based on
three-component particle motion estimates. We ex-
plain in detail how this is implemented in B3AM and
provide explicit examples for differentwave types (body
and surface waves). This chapter starts with a short re-
view of single-component beamforming that highlights
the computational cost of different implementations
of the beamformer before elaborating on the three-
component approach. We comment on the impact of
the array design and explain how robust wavenumber
and frequency limits can be estimated in practice.

2.1 Single-component beamforming
In both single- (vertical) and three-component beam-
forming, dominant velocity and direction of arrival of
a wavefield are estimated based on the phase shifts ob-
servedbetween thedifferent stations of the array. Phase
shifts in thedata are contained in the cross-spectral den-
sity matrix (CSDM)

(1)Sij(ω) = si(ω) · sj(ω)∗,

where si(ω) and sj(ω) are the Fourier transformed seis-
mic data at frequency ω recorded at receivers i ≤ M
and j ≤ M , respectively, and ∗ denotes complex conju-
gation. Hence, the CSDMprovides the cross-correlation
between all receiver pairs in the frequency domain.
Theoretical phase shifts for all M receiver locations r
causedbyawavewith aparticularwavenumber vectork
are computed in the array response vector (Riahi et al.,
2013; Löer et al., 2018)

(2)a(k) = 1
M

exp(ikr).

Theoretical phase shifts between receiver pairs are
computed in what we will call the array response ma-
trix (ARM)

(3)A(k) = a(k) · a(k)∗
.

We can think of this matrix as the equivalent of the
cross-spectral density matrix of the data for theoreti-
cal wave vectors k. Comparison of the two via cross-
correlation will identify the wave vector that results in
the best match, i.e., gives the largest beam response

(4)B(ω, k) = S(ω) · A(k)∗
,

where B(ω, k) is real-valued and a function of the fre-
quency ω and the wave vector k. Equation 4 is equiv-
alent to the standard beamforming procedure (Riahi
et al., 2013; Löer et al., 2018)

(5)B(ω, k) = a(k) · S(ω) · a(k)∗.

In practice, the implementation of Equation 4 requires
looping over k and thus is computationally very expen-
sive. The modified version in Equation 5 is slightly
faster and still allows us to modify the CSDM, as is done
in more advanced beamforming techniques such as
MUSIC (Schmidt, 1986) or Capon beamforming (Capon,
1969). In cases, however, where the CSDM does not
need to be computed, beamforming can be imple-
mented in the most cost-effective way using

(6)B(ω, k) = |s · a(k)∗|2

(Löer et al., 2018) instead. In the accompanying code,
the user can choose between these two different forms
of implementation (Equation 5 or 6).

2.2 Three-component beamforming
In single-component beamforming, we consider the
phase shifts recorded on different stations, and how
these are related to the velocity and direction of arrival
of the dominant wave. When three-component data is
available, we can also consider the phase shifts across
the three components that contain useful information
about the polarisation and hence the type of wave that
is recorded. If a seismic station records ground move-
ment in three directions – East (E), North (N), and verti-
cal (Z) – we can observe a phase shift between the verti-
cal and horizontal components as a result of the wave’s
particle motion. The particle motion of a P-wave, for
example, is parallel to thewave’s propagation direction,
whereas for an S-wave, the particlemotion is perpendic-
ular to the propagation direction, with SV and SHwaves
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Figure 1 Coordinate systems and angle rotation conventions used in Equations 7 to 10. a) The azimuth refers to the prop-
agation direction of the wave on the surface plane, b) the dip refers to the incidence angle at the surface (θ = 90◦ for sur-
face waves), and c) the tilt describes out-of-plane propagation, discriminating SV and SH as well as porgrade and retrograde
Rayleigh waves.

oscillating again perpendicular to each other. Rayleigh
waves have an elliptical particle motion confined to the
vertical direction and the propagation direction, while
Love waves behave like SH waves in terms of particle
motion. Azimuth and incidence angle also influence the
phase shifts across the three components. Example fig-
ures for each wave type are provided in the Supplemen-
tary Material. The polarisation phase shifts can be de-
rived from a set of three rotation matrices:

(7)Rx =

1 0 0
0 cos(ξ) − sin(ξ)
0 sin(ξ) cos(ξ)



(8)Ry =

− sin(θ) 0 cos(θ)
0 1 0

cos(θ) 0 sin(θ)



(9)Rz =

cos(φ) − sin(φ) 0
sin(φ) cos(φ) 0

0 0 1


Here, Rx describes a rotation around the x-axis

(counter-clockwise from North when looking towards
East), Ry describes rotation around the y-axis (counter-
clockwise from vertical when looking towards North),
and Rz describes rotation around z-axis (counter-
clockwise from East when looking down). Figure 1 vi-
sualises the coordinate systems used for the angles φ,
θ, and ξ, respectively. It follows that Rz accounts for
the phase shift introduced by the azimuth φ (direction
of arrival on the surface) andRy relates to the incidence
angle or dip from vertical (θ), that is, for surface waves
θ = 90◦. Rx accounts for the phase shift incurred by
the tilt ξ, which describes particle motion in relation to
the plane of propagation (x-z plane) and is used to dis-
criminate between SV and SH waves as well as pro- and
retrograde Rayleigh waves (see Table 1).
While the azimuth affects the particle motion and

thus the phase shifts on the two horizontal components,

it is not a parameter that helps to distinguish different
wave types. Disregarding the azimuth rotation (Rz), or
assuming φ = 0◦, we can write Ry and Rx as a single
rotation matrix that is a function of dip θ and tilt ξ:

(10)

R(φ = 0◦, θ, ξ)
= Ry · Rx

=

− sin(θ) cos(θ) sin(ξ) cos(θ) cos(ξ)
0 cos(ξ) − sin(ξ)

cos(θ) sin(θ) sin(ξ) sin(θ) cos(ξ)


Another important parameter to describe Rayleigh

waves, but also used here to constrain the particle mo-
tion of all otherwave types, is the ellipticity e. We define
the value of e between 0 and 2, where 0 is purely hori-
zontal motion, 1 is circular motion, and 2 is purely ver-
tical motion. Using the rotation matrix R (see Equation
10), the beamformer transforms dip θ, tilt ξ, and ellip-
ticity e into a complex valued, three-component phase
shift z(θ, ξ, e) according to:

(11)z(θ, ξ, e) = Rh1 − iRh2,

where vectors h1 and h2 represent the horizontal and
vertical half axis of the particle motion ellipse, respec-
tively, as in Figure 2, and are defined for

e ≤ 1 as h1 = [1; 0; 0] and h2 = [0; 0; e] (12a)
e ≥ 1 as h1 = [2 − e; 0; 0] and h2 = [0; 0; 1]. (12b)

Table 1 demonstrates that the resulting phase shifts
are unique for eachwave type, dip, and ellipticity. Com-
paring our definition of ellipticity to the energy ratio
between horizontal and vertical components (H/V), a
common measure for Rayleigh wave particle motion,
we find that:

if e ≤ 1 then
H

V
= 1

e
(13a)

if e ≥ 1 then
H

V
= 2 − e. (13b)
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P-wave SH/Love wave SV-wave Retrogr. Rayleigh wave Progr. Rayleigh wave
wave id. 0 1 2 3 4
polarisation id. 1-10 11 12-21 22-40 41-59
dip (θ) 0◦ : 10◦ : 90◦ 90◦ 0◦ : 10◦ : 90◦ 90◦ 90◦

ellipticity (e) 0 2 2 0.1 : 0.1 : 1.9 0.1 : 0.1 : 1.9
tilt (ξ) 180◦ 90◦ 180◦ 0◦ 180◦

e < 1 e > 1 e < 1 e > 1
X phase shift − sin(θ) 0 i cos(θ) −1 −(2 − e) −1 −(2 − e)
Y phase shift 0 i 0 0 0 0 0
Z phase shift cos θ 0 i sin θ −ie −i ie i

Table 1 Polarisation parameters (top) and corresponding phase shifts (bottom) for the five different wave types. Phase
shifts correspond to the vector z = Ra − iRb (Equation 11) and are computed for an azimuth (direction of origin) of φ = 0◦;
i is the imaginaryunit. Wave id. refers toan indexgiven toeach identifiedwave type in thebeamformingprocess. Polarisation
id. is the index specific to each polarisation state.

Figure 2 Particle motion ellipse of a retrograde Rayleigh
wave with ellipticity e < 1. h1 and h2 represent the hori-
zontal and vertical half axis, respectively, as shown in Equa-
tion 13a.

Figure 2 shows an example of the elliptical particle
motion of a retrogradeRayleighwavewith ellipticity e <
1.
In the 3C beamformer, the wavenumber informa-

tion from phase shifts across stations is combined
with the polarisation information obtained from phase
shifts across components: for each time window, the
beamformer performs a three-dimensional grid search
over the wavenumber vector k, comprising horizontal
wavenumber k and azimuth φ, and a predefined range
of polarisation states p = p(θ, e, ξ) (see Table 1) to find
the best match with the data, based on

(14)B3C(k, p) = w(k, p) · S3C · w(k, p)∗

(Löer et al., 2018), where w(k, p) = z(p)
⊗

a(k) are
the total phase shifts comprising phase shifts across sta-
tions a(k) (see Equation 2) and phase shifts across com-
ponents z(p) (see Equation 11). S3C is the 3M × 3M
CSDM of the three-component data, where M is the
number of stations. Finally, for each wavenumber-

azimuth pair, only the beam response at the polarisa-
tion state that yields the maximum response is stored.
This reduces the 3D grid to a 2D beam response ma-
trix (Figure 3a) plus a polarisation matrix (Figure 3b)
that contains the dominant polarisation state at each
wavenumber-azimuth pair (cf. Riahi et al., 2013). An al-
ternative approach retaining all polarisation states has
been developed by Wagner (1996) and applied, for ex-
ample, by Gal et al. (2016) and Liu et al. (2016).

2.3 Array design considerations
The size of the array, that is, the minimum and max-
imum station spacing but also the relative locations
of the stations, determine the resolvable wavenumber
range. A commonly applied rule of thumb after Toki-
matsu (1997) defines resolvablewavelengthsλ as a func-
tion of minimum and maximum station spacing, dmin

and dmax, respectively:

(15)2dmin < λ < 3dmax.

This approach does not consider, however, that the
spacing is not necessarily the same in all directions, and
hence resolution can vary with azimuth. More recent
studies (Wathelet et al., 2008) tested the relationship
with regards to the accuracy of dispersion curves and
found thatmore conservative assumptions lead tomore
robust results. They suggest to determine thewavenum-
ber limits based on the theoretical array response func-
tion that account for the actual geometry of the array.
The B3AM toolbox computes initial wavenumber lim-
its based on Tokimatsu’s rule of thumb (Equation 15;
Tokimatsu, 1997) and lets the user check their appro-
priateness by providing the array response functions
with wavenumber limits indicated (Figure 7). The user
can then refine the choice of minimum and maximum
wavenumber before running the beamformer.
The resolvable frequency range depends on the

wavenumber range and the local velocities (f = kv).
The best way to calculate it would therefore use (theo-
retical) local dispersion curves that provide velocity or
wavenumber as a function of frequency. As this infor-
mation is often exactly what should be obtained from
the ambient noise analysis, and thus not available a pri-
ori, we suggest following the reversed approach: the
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Figure 3 Beam response (a) and polarisation map (b) as a function of azimuth and wavenumber for a single time window.
The black cross marks the maximum beam response in (a) and the corresponding polarisation in (b). The colour bar identi-
fies different polarisation states according to Table 1. The plot was created with the script plot_PandQ.m . Synthetic data
were modelled with a finite-difference wave propagation code from a single source in a homogeneous half-space with a free
surface. The chosen time window captures the Rayleigh wave arrival at the array.

user defines a desired or practical frequency range, for
example, basedonassumptions about thedominant fre-
quencies of prevalent noise sources, and the resulting
velocity limits are then calculated based on wavenum-
ber and frequency values. These limits are displayed
in the resulting dispersion curve plot, indicating confi-
dence bounds of the results (Figure 10).
Alternatively, the wavelength limits can be estimated

using Equation 15. Assuming a depth sensitivity in the
order of a quarter of the wavelength limits and using
rough estimates of the expected velocity range in that
depth, a preliminary frequency range can be estimated.

3 Program description

In this section, we first provide a general overview
of the content and workflow of the B3AM pack-
age before outlining its handling in detail using an
example data set alongside instructions to repro-
duce the results shown in this paper. The B3AM
package for MATLAB™ can be downloaded from
GitHub® (https://github.com/katrinloer/B3AM) or MAT-
LAB™ FileExchange (https://nl.mathworks.com/
matlabcentral/fileexchange/128489-b3am), a very

similar version for Python and accompanying
documentation are also available from GitHub®
(https://github.com/cl-finger/B3Ampy). Note that the
following description focuses on the implementation
in MATLAB™.

3.1 Requirements and content of the pack-
age

The package comprises the MATLAB™ scripts to pre-
pare the data, perform the beamforming process, and
visualise its outcome. The main scripts as highlighted
in Figure 4 can be found in the main directory. The
subfolder b3am contains auxiliary scripts and functions
used during data processing and beamforming. The
subfolder plot contains auxiliary scripts used for plot-
ting. Note that these scripts make use of Crameri’s
colour scheme for scientific plotting (Crameri, 2018),
which need to be downloaded separately (e.g., https:
//doi.org/10.5281/zenodo.1243862). Example figures can
be found in Figures while IN and OUT are the default in-
put and output folders, respectively.
Seismic data needs to be converted into MATLAB™

structures (.mat files), that is, one file per day that con-
tains time series data from all stations and all channels,
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Figure 4 Outline of the workflow and use of scripts provided with the B3AM package. Blue boxes indicate a required user
interaction, red boxes indicate the output of a piece of code, and grey boxes outline themain tasks of the respective code. All
parameters are set in b3am_param.m and checked in b3am_check.m before the main script b3am.m is executed. A subset
of the results can be plotted with plot_b3am.m .

sorted by channel in the order (1) East, (2) North, and
(3) vertical. Data downloaded from the Seismological
Facility for the Advancement of Geoscience (SAGE, be-
fore IRIS) directly intoMATLAB™needs to be converted
using the script b3am_convert_iris.m to adapt the or-
dering of channels. Data in SEGYor SEED format can be
converted using the scripts b3am_convert_segy.m or
b3am_convert_seed.m , respectively. The required in-
put for these scripts is specified in the code. The name
of the new file is DAT_NN_yyyyddd.mat, where NN are two
letters representing the network (the Parkfield network
has the code XN, for example), yyyy denotes the year
(e.g., 2022) and ddd gives the day of the year (between
1 and 365). This information is retrieved automatically
from the original data file. The new data file will be cre-
ated in the folder IN unless specified otherwise.

3.2 Workflow and output
Figure 4 outlines the workflow and use of the main
beamforming scripts. The core script of the package
is b3am.m , accompanied by the script b3am_param.m ,
in which the user specifies the processing and beam-
forming parameters. After b3am_param.m has been
configured, b3am.m can be executed without any fur-
ther intervention. It is recommended though to use
b3am_check.m to test if the specified parameters result
in suitablewavenumber and velocity ranges, and adjust-
ing those, before starting the beamformer.
In b3am.m , four major steps are performed succes-

sively:

1. data pre-processing (can include resampling, spec-
tral and/or temporal normalisation, filtering),

2. Fourier transformation,

3. frequency-wavenumber analysis (beamforming),

4. identification of maxima in the beam response
maps.

The Fourier transformed data are stored temporarily
in the folder tmpFT/ as one file per frequency named af-
ter the frequency (e.g., 0.200.mat). Each .mat file con-
tains a MATLAB™ structure DFT with fields DFT.data
(containing the spectral amplitudes), DFT.h (contain-
ing header information such as station coordinates),
and DFT.procpars (containing processing parameters,
such as computing mode or wavenumber grid). Note
that the files in folder tmpFT will be over-written each
time a new file is processed. The size of DFT.data cor-
responds to the number of timewindows times the total
number of channels (number of stations times three).
The final output from b3am.m are the properties

of all maxima picked in the beam response ma-
trix (cf. Equation 14). By default, the detected
maxima and their properties are saved in OUT/k-
max as one .mat-file per day and frequency called
kmax_NN_yyyyddd_ffff.mat , where ffff is the fre-
quency (for other naming conventions see section 3.1).

6 SEISMICA | volume 3.2 | 2024



SEISMICA | SOFTWARE REPORT | B3AM: Beamforming for 3C ambient noise

Variable Format Content Values
a_all [nwin × nmax] beam response amplitude
kr_all [nwin × nmax] beam response wavenumber in 1/m between 0 and kmax
kth_all [nwin × nmax] beam response azimuth in rad betweeen −π and π

pola_all [nwin × nmax × 4] polarisation parameters φ, θ, e, ξ

pola_ind [nwin × nmax] polarisation index varies with e and θ (default 1 − 59)
wave_ind [nwin × nmax] wave type index 0, 1, 2, 3, 4

Table 2 Output variables stored in kmax-files characterising themaximapicked in the beam responsemaps. nwin denotes
the number of time windows and nmax the maximum number of maxima detected in a single time window. See Table 1 for
further details.

Each file contains six variables that are explained in Ta-
ble 2. Note that beam response and polarisation ma-
trices are currently not stored as the code is designed
for large datasets where beam responses of 100s of time
windows are considered individually and the storage re-
quirements for these would be excessive. After execut-
ing b3am.m these matrices will be in the workspace for
the last frequency thatwas processed and canbeplotted
using the script plot_PandQ.m .
An overview of the results can be plotted using

plot_b3am.m . Note that the provided figures are by no
means exhaustive and that the information contained in
the output files can be displayed in various other ways
to highlight and analyse further properties of the wave-
field, such as ellipticity or anisotropy. After executing
plot_b3am.m , dispersion curves for Love and Rayleigh
waves will be saved to the chosen output folder (OUT/k-
max by default) as txt-files.
In the following, we explain the implementation and

output of B3AM based on an example data set. To famil-
iarise with the B3AM package we encourage the reader
to try to reproduce the figures in this paper by following
the instructions below.

3.3 Example

To start working with B3AM, all files and folders from
the GitHub® repository must be downloaded into one
directory. Alternatively, the toolbox file B3AM.mltbx, a
MATLAB™ add-on, can be downloaded and installed.
The example is based on one day of ambient noise data
recorded at the Parkfield array in California, US (Fig-
ure 5; Thurber and Roecker, 2000). The data are pub-
licly available from the Seismological Facility for theAd-
vancement of Geoscience (SAGE, former IRIS), and can
be downloaded directly into MATLAB™. For compari-
son, the beamformer output data and figures for this ex-
ample are provided in the folder Example_Parkfield.

3.3.1 Data download from SAGE

To load seismic data into MATLAB™, the script
irisFetch.m (http://ds.iris.edu/ds/nodes/dmc/
software/downloads/irisfetch.m/) and the Java library
(http://ds.iris.edu/ds/nodes/dmc/software/downloads/
IRIS-WS/2-20-1/#Download) are required. The script
iris_getrawdata_example.m provided with the
B3AM package can be used to download data from
the Parkfield (or another) array. In the script, the

Figure 5 Station layout of the Parkfield array on 2 Decem-
ber 2002 as plotted by b3am_check.m .

path to the irisFetch.m script and the Java li-
brary need to be specified as both will be used in
iris_getrawdata_example.m . Further parameters
to be defined are the start and end date, the network
code, names of stations in the network, channels, and
storage location. Examples for these clarifying the
required format are provided in the script. Expect the
download to take up to a few minutes per station for a
single day of data depending on network speed (here,
it took around 25 minutes to download data from 34
stations).

3.3.2 Rearranging the data for 3C beamforming

The data download results in oneMATLAB™-file per day
(RAW_NN_yyyyddd.mat , see section 3.1 for naming con-
ventions) containing data for all stations and all compo-
nents. These need to be re-sorted for the beamformer
such that East components of all stations come first,
then North, then Vertical. This is done in the script
b3am_convert_iris.m . The script requires the path to
the folder b3am that contains auxiliary functions, in- and
output directories for the data, and the file(s) that need
to be converted. Running the script yields one new file
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per day (DAT_NN_yyyyddd.mat). Rearranging the data
should only take a few seconds per station per day.
Note that the length of the data is checked and

compared to a minimum value (default is 24 h =
86 400 s). Traces that are too short can either be
deleted (traceflag = 'delete') or appended with
zeros (traceflag = 'append' , default). The file
info_iris2dat_NN_yyyyddd.txt in the defined out-
put directory contains information about each trace.
Reducing the minimum length will keep more stations,
as a single missing sample will lead to the rejection of
the full trace (for all three components) if 'delete'
is chosen. b3am_convert_iris.m also creates the file
stations_utm_NN_yyyyddd.txt containing all station
names with their latitude and longitude converted to x

and y UTM-coordinates.

3.3.3 Set beamforming parameters

After rearraging the data, we prepare the beamformer.
Open the script b3am_param.m and adjust the process-
ing and beamforming parameters for the Parkfield data
according to Listing 1.
Default values are to be used for azimuth (5◦),

dip (10◦), ellipticity (e=0.1:0.1:1.9), window length
(twinf=10), where twinf denotes a multiple of the
largest period in the data (the next power of two is
used in terms of samples to speed up the fast Fourier
transformation), and number of workers (only relevant

if para=1). These variables can be commented in the
code.
Running b3am_check.m returns a plot of the array

geometry (Figure 5), the array response function (ARF,
Figure 6 and 7), and the velocity resolution. Colourmaps
after Crameri (2018) need to be installed if the same
colour scheme is to be used (the corresponding path
must be provided at the beginning of the script). Setting
save_figs = true will store the figures in PNG format
in the folder Figures.
The ARF cross-sections (Figure 7) help to assess

whether the minimum and maximum wavenumbers
have been set correctly. kmax corresponds with the up-
per limit of the x-axis, kmin is provided by the thick
black vertical line. All wavenumber values (grey curves)
to the right of this line should be below thehalf height of
the peak amplitude (dotted horizontal line; cf. Wathelet
et al., 2008). The output in the MATLAB™ Command
Window provides further information on array statis-
tics, wavenumber resolution, and minimum resolvable
velocity.

3.3.4 Run the beamformer

Executing the main script b3am.m will perform data
processing (filtering, normalisation), Fourier trans-
formation, and beamforming. The Command Win-
dow documents its progress. Once the beamform-
ing is finished successfully, the output will be stored

Listing 1 Processing parameters for Parkfield example to be defined in b3am_param.m .
%% Pre-processing
%--------------------------------------------------------------------------
resampledata = 0; % Downsample to new sampling rate? 0 or 1

srnew = 25;
specwhite = 0; % Spectral whitening? 0 or 1
onebit = 1; % One-bit normalization? 0 or 1
trunc3std = 0; % Truncate at 3x the standard deviation (Roux et al., 2005)? 0 or 1
ramnorm = 0; % Running-absolute-mean normalization (Bensen et al., 2007)? 0 or 1
bpfilter = 1; % Band-pass filter? 0 or 1

N = 4; % order of filter
W = [0.1 1.0]; % cut-off frequencies in Hz

%% Fourier Transformation
%--------------------------------------------------------------------------
% Provide frequency range of interest and step size in Hz:
fmin = 0.1;
fmax = 0.5;
fstep = 0.02;

%% FK computation
%--------------------------------------------------------------------------
% Wavenumber resolution (grid over which to compute the FK spectra [/km])
kres = 201; % number of values between kmin and kmax (default is 201)
kmax = 1 / 1000; % maximum wavenumber in 1/m (default computed from station spacing)
kmin = 0.05 / 1000; % minimum wavenumber in 1/m (default computed from station spacing)
% Find strongest peaks
% 0 < min_beam <= 1 (extrema must be larger than min_beam * maximum amplitude)
min_beam = 0.7;
% Compute spectral desnity matrix (SDM) or fast option
procpars.cmode = 'fast'; % SDM or fast
% Beamforming method:
% 'DS': conventional delay-and-sum beamforming
procpars.method = 'DS';
% Parallel computing?
para = 0; % 1 (yes) or 0 (no)
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Figure 6 Normalized array response function (ARF) of the
Parkfield array (Figure 5).

Figure 7 Normalized cross sections (gray) of the array re-
sponse function (ARF; Figure 6) of the Parkfield array (Fig-
ure 5). The dotted horizontal line indicates the half height
of the central peak and the black vertical line the chosen
minimumwavenumber. Themaximumwavenumber corre-
sponds to the maximum of the x-axis

in the output directory defined in b3am_param.m as
one MATLAB™-file per day and frequency, for exam-
ple kmax_XN_2001336_f0.100.mat for a frequency of
0.1 Hz. There, also a copy of the processing param-
eters is stored as one file called procpars.mat and
a copy of b3am_param.m including a time stamp (see
example provided). Sequential processing of the ex-
ample data set with the given parameters takes just
over 1 min per frequency (25 min in total) on a Mac-

Book Pro, Apple M2 Pro. If access to multiple work-
ers either on the computer or a cluster is available,
the process can be accelerated by setting para = 1 to
enable parallel computing on all frequencies (under
15 min on 9 workers of the specified computer). Com-
puting time depends non-linearly on the number of
stations used and scales linearly with recording time,
time window length, and number of frequencies. The
choice of temporal normalisation will only affect the
pre-processing time and increases significantly (around
7 min) for running-absolute-mean normalisation.

3.3.5 Plot the results

The script plot_b3am.m can be used to plot a sum-
mary of the results. By default, all figures produced
in this script are stored in the folder Figures. In the
script, under ”Choose plot options”, all variables should
be set to true . Further options to be specified are
savefigs = true , maxflag = 'MAX1' , SNR = 1 , and
countflag = 'amp' , which are explained below. For
each timewindow that is processed, one beamresponse
map is computed (Figure 3) that shows, which combina-
tion of frequency, wavenumber, and wave typematches
the data in that time window best (because we compute
these maps for several 1000s of time windows, they are
not plotted or shown here). It is possible that different
combinations of these three parameters provide a simi-
larmatch, hence, thebeamresponsemapcanhavemul-
tiple peaks. Before plotting the results, we need to de-
cide how many beam response peaks we want to con-
sider in the analysis. This is done by setting the param-
eter maxflag . If maxflag = 'MAX1' , only the largest
maximum in each beam response is considered. For
maxflag = 'NOMAX' the number of maxima is not re-
stricted. Sometimes the latter option can help to com-
plete a dispersion curve when only a limited amount of
data is available. However, it can also lead to ambigui-
ties and misidentification of modes. Note that a thresh-
old for the minimum amplitude of any peak is defined
at the beginning, i.e., min_beam in b3am_param.m . The
default value is 70 % of the maximum amplitude in the
respective time window. Additionally, a noise thresh-
old is applied automatically making sure that each de-
tected maximum has an amplitude that is larger than
the mean plus three times the standard deviation (this
is implemented in the function f_extrema24.m). The
role of countflag is important for wavefield composi-
tion plots and explained in the next chapter.
When figures are saved (savefigs = true), the plot

settings will also be saved as plotpars.mat in the Fig-
ures-folder. The figures produced are

5. bar plot of wavefield composition (relative contri-
butions; Figure 8),

6. bar plot of wavefield composition (absolute contri-
butions),

7. line plot of wavefield composition (absolute contri-
butions),

8. histogramof retrogradeRayleighwaves (wavenum-
ber vs. frequency; Figure 9),

9 SEISMICA | volume 3.2 | 2024



SEISMICA | SOFTWARE REPORT | B3AM: Beamforming for 3C ambient noise

9. histogram of prograde Rayleigh waves (wavenum-
ber vs. frequency),

10. histogram of Love waves (wavenumber vs. fre-
quency),

11. dispersion curves for all three surface wave types
(velocity vs. frequency; Figure 10), and

12. polar plots displaying direction of arrival for all 5
wave types (azimuth vs. frequency; Figure 11).

In the next chapter, these figures and their interpreta-
tion are explained in detail.

3.4 Output explained
3.4.1 Wavefield composition

The information displayed in the wavefield composi-
tion plots shows the number of detections by differ-
ent wave types at different frequencies. If the option
countflag = ‘amp’ is chosen, the amplitude of the
beam response at each detection is considered. When
countflag = ‘noamp’ , amplitudes are not considered
and only number of detections is displayed. Note that
this can change the relative contributions of different
wave types, as there might be a lot of body waves de-
tected at a certain frequency, however, with very low
amplitudes. Their share under the ‘noamp’ option will
thus be larger than for ‘amp’ .

3.4.2 Frequency-wavenumber histograms

Three figures are produced showing the histograms
for retrograde Rayleigh, prograde Rayleigh, and Love
waves. They display thewavenumber against frequency
for the given wave type. The bin size is defined by
the wavenumber grid and the frequency bins. Each
detected wave is sorted into a bin according to its

wavenumber and frequency. The value for each bin
is derived from the number of detections that fall into
the bin and their respective beam response amplitudes.
Hence, it displaysnot only occurrencebut also thebeam
response value of a certain wave at a given frequency
and wavenumber. When histonorm = ‘true’ , the
histograms are normalised per frequency, i.e., themax-
imum in each frequency column is 1. This helps to high-
light detections at frequencies with generally less en-
ergy. For histonorm = ‘false’ no normalisation is
applied.

The wavenumber bin with the largest amplitude is
picked for each frequency (=picked maxima); an error
bar represents the uncertainty as the width of the cor-
responding peak at its half-height. The picking of max-
ima canbe controlled by the option SNR (signal-to-noise
ratio) set at the beginning of plot_b3am.m . A peak is
only considered a maximum if its value exceeds SNR
times the mean of the frequency column. Increasing
SNR may exclude certain peaks from the maxima. The
horizontal dashed line shows the minimum wavenum-
ber as defined by the user in b3am_param.m , or set to
kmin = 1/(3dmax) by default. It is related to the max-
imum wavelength lmax = 1/kmin that is determined
by the limited aperture of the array. Waves with larger
wavelength can potentially not be resolved by the array
as the phase shift between stations might be too small.
It is possible that multiple dispersion curves appear at
certain frequencies (e.g., for the retrograde Rayleigh
wave above 0.4 Hz, Figure 9). These multiple paths refer
to multiple modes of the respective wave type. Often,
the fundamental (=slowest) mode is the strongest, how-
ever, this depends on the local geology and can deviate
in particular settings (Boaga et al., 2013).

Figure 8 Bar plot of relative wavefield composition at the Parkfield array on 2 December 2002 as a function of frequency.
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Figure 9 Normalized frequency-wavenumber (f-k) histogram of retrograde Rayleigh wave detections at Parkfield on 2 De-
cember 2002. White bars indicate the picked maxima and their errors as the width at the half height of the peak; the dotted
white line denotes the given minimumwavenumber, that is, the lower confidence level for wavenumber picks.

Figure 10 Dispersion curves for Love and Rayleigh waves extracted from f-k histograms (Figure 10, for example). The gray
background indicates the velocity confidence zone as converted fromminimum andmaximumwavenumbers.

3.4.3 Dispersion curves

For the dispersion curve plot, the maxima picked in
thewavenumberhistograms (and correspondinguncer-
tainties) are converted to velocities according to v(f) =
f/k(f) and plotted against frequency. The shaded area
in the background indicates the trusted velocity space
between vmin(f) = f/kmax and vmax(f) = f/kmin. These
limits relate back to the array parameters of aperture
(dmax) and station spacing (dmin). If kmin and kmax are
not provided, default values will be computed follow-

ing Tokimatsu’s recommendation (Tokimatsu, 1997) of
kmax < 1/(2dmin) and and kmin > 1/(3dmax) (cf. Equa-
tion 15). The plot of the ARF cross section (Figure 7)
enables adjustment of these parameters based on the
actual array design, acknowledging that station spacing
and aperture may vary with azimuth (Wathelet et al.,
2008). The changes made here will consequently affect
the trusted velocity space plotted in the background of
the dispersion curves.
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Figure 11 Polar histograms showing direction of arrival as measured for different wave types. The radial axis denotes fre-
quency in Hz. The colourbar indicates cumulative amplitudes, that is, each detection has been weigthed with the respective
beam power as obtained from Equation 14.

3.4.4 Direction of arrival

In Figure 11, For each of the five polarisation types
(retrograde Rayleigh, prograde Rayleigh, SH/Love, P,
and SV), incoming wave energy is shown in a polar
plot as a function of frequency (radial axis) and az-
imuth (polar axis). Detections are sorted into azimuth-
frequency bins and weighted by their beam response
energy; hence, the plots show not only number of de-
tections but account for their respective amplitudes.

3.4.5 Further analysis

The output from B3AM provides the basis for more
advanced wavefield analysis considering, for example,
Rayleigh wave ellipticity (Finger and Löer, 2024) or sur-
face wave anisotropy (Löer et al., 2018; Kennedy et al.,
2022). All necessary information is provided with the
output; its analysis and visualisation, however, requires
additional scripts that correlate and plot the desired re-
lationships (e.g., velocity as a function of azimuth in a
given frequencywindow for anisotropy analysis). While
these tools will be provided in one of the coming code
updates, users are also encouraged to share the analysis
tools they have developed. Further parameters to inves-
tigate could include the incidence angles of body waves
as a function of propagation direction - potentially hint-
ing at inclined subsurface reflectors - or the tempo-
ral variation of seismic velocities indicating structural
changes.

4 Discussion

The B3AM toolbox performs frequency-wavenumber
analysis on ambient seismic noise data, discriminating

different waves on account of their wave vector (propa-
gation direction and velocity) and polarisation. It com-
bines the analysis ofmultiple short timewindows inhis-
tograms toproducewave type specificdispersion curves
as well as azimuth-frequency plots visualising propaga-
tion velocities and direction. Further, B3AM provides
an estimate of the wavefield composition over the anal-
ysed timeperiod as a functionof frequency, showing ab-
solute as well as relative ratios of different surface and
body wave components.
A shortcoming in the method is that SH-waves and

Love waves are not automatically discriminated, as
wave type identification is solely based on polarisation.
SH as well as Love waves are polarised in the horizon-
tal plane with particle motion perpendicular to the di-
rection of propagation. While Love waves are trapped
to the surface and are hence observed with their ac-
tual velocity, SH waves are body waves with a propa-
gation path that is inclined with respect to the surface.
Their apparent velocities measured at a surface array
are thus much higher, so that SH waves will appear at
smaller wavenumbers in the beamformer compared to
Love waves. In cases where this is observed (see the
Love wave f-k histogram) it might be worth filtering
out the SH wave detections at low wavenumbers to im-
prove the automatic picking of theLovewavedispersion
curve.
As can be seen in the Rayleigh wave f-k histogram

(Figure 9), while higher mode surface waves can show
up in the histogram, they are currently not automat-
ically discriminated in the dispersion curve analysis.
Users should be aware of this and when necessary im-
prove the automatic picks manually. We also point out
here, to avoid misinterpretation, that retrograde and
prograde Rayleigh waves cannot be associated one-to-
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one with the fundamental and first higher mode, re-
spectively. While indeed the fundamental (i.e., the
slowest) mode Rayleigh wave often shows retrograde
motion at the surface, Boué et al. (2016) show that it be-
comes prograde in particular settings, for example, in
sedimentary basins that exhibit a large velocity contrast
between the sediments and the underlying bedrock,
and that a mode can change polarisation between pro-
and retrograde at certain frequencies. Hence, a dis-
persion curve displayed for retrograde particle motion,
for example, can represent a combination of different
modes. We observe that the choice of temporal normal-
isation and timewindow length can affect whichmodes
are being picked up dominantly by the beamformer,
so varying these parameters can help to obtain a more
complete picture.
Another important parameter in surface wave analy-

sis is the ellipticity of Rayleigh waves (see chapter 2.2).
Poggi et al. (2012) and Finger and Löer (2024), for ex-
ample, use Rayleigh wave ellipticities to constrain the
depth of major velocity contrasts, such as the bedrock
depth under a sedimentary basin. Similar approaches
use the spectral ratio between the horizontal and verti-
cal components (HVSR; e.g., Van Ginkel et al., 2022) to
infer this parameter. Equations 13a and 13b show that
ellipticity can be converted into H/V ratio of Rayleigh
waves, whichmight bemore intuitive for some readers.
When comparing the two, however, weneed to consider
that by default B3AM samples ellipticity at constant in-
tervals between 0 and 2. Hence, for e < 1 the resolution
of large HVSR H/V = 1/e becomes quite poor. A denser
sampling for values e << 1 could mitigate this effect.
Finally, while B3AM has been developed with ambi-

ent noise applications in mind, it can be (and has been)
used to investigate also transient signals. Analysing
the wavefield composition in a given time window pro-
vides the opportunity to discriminate different seismic
phases in a transient signal where these may overlap in
time and thus not be distinguishable visually/by hand.
Kennedy et al. (2024), for example, used B3AM for a syn-
thetic dataset generated with a finite-difference wave-
field modelling code and successfully identified the P-
wave and retrograde Rayleigh wave arrival time win-
dows in the synthetic time series produced by a single
impulsive source.
Overall, B3AM complements a new generation of am-

bient seismic noise methods for cheap and practical
imaging and monitoring of subsurface structures and
processes. Designed for three-component data analy-
sis, B3AM fills the gap of wavefield composition analysis
and wavetype specific estimates of velocity and prop-
agation direction. Further parameters such as surface
wave anisotropy or Rayleigh wave ellipticity are readilly
available and make B3AM an efficient toolbox for com-
prehensive wavefield analysis.
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