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Abstract Near-surface geologic site conditions significantly affect seismic waves by amplifying certain
frequency ranges and attenuating others. For seismic hazard analysis, site conditions are assumed to be
constant over time. Contrary to this assumption, temporal variations in near-surface velocities have been
observed in recent years. This study shows for the first time that ∆κ0, the site component of the spec-
tral decay parameter κ derived between a surface and a borehole sensor, can vary seasonally. ∆κ0 is an
integrative parameter of local site attenuation and amplification at high frequencies. Using data from the
Kiban Kyoshin Strong Motion Network (KiK-net) in Japan, we analyze recordings of seismic events between
2004–2020 and correlate temporal ∆κ0 variations with environmental factors such as temperature, precipi-
tation, snow depth, soil moisture, and terrestrial water storage. We can identify strong seasonal variations at
13 sites in northeastern Hokkaido and on Honshu, with ∆κ0 being generally larger in winter than in summer.
Our results indicate that the high-frequency site response can be influenced by environmental conditions and
should not be assumed to be constant.

1 Introduction
Near-surface geologic site conditions can stronglymod-
ify seismicwaves as they travel to the surface. For exam-
ple, certain frequency ranges will be amplified if there
is a strong impedance contrast in the ground. On the
other hand, physical processes such as material damp-
ing or scattering attenuate the incoming wavefield, re-
sulting in a low-pass filtering effect. Each site therefore
has a specific site response that depends on the partic-
ular subsoil conditions and 3D surface and subsurface
structure.
Near-surface materials are sensitive to environmen-

tal perturbations. For example, near-surface seismic
wave velocities are sensitive to atmospheric temper-
ature fluctuations (Richter et al., 2014; Hillers et al.,
2015), precipitation (e.g. Hillers et al., 2014; Wang et al.,
2017; Miao et al., 2018), soil moisture in the upper-
most 10m (Shen, 2022), groundwater level (e.g. Sens-
Schönfelder and Wegler, 2006; Illien et al., 2021; Mao
et al., 2022), the freezing of the ground in winter (Miao
et al., 2019) or the thawing of the active permafrost
layer in summer (e.g. James et al., 2019). As a conse-
quence of seismic velocity changes, the overall site re-
sponse also changes, as measured for example by the
horizontal-to-vertical spectral ratio (HVSR, Nakamura,
1989). Vassallo et al. (2022) studied 12 years of continu-
ous seismic data in central Italy and report an increase
in the HVSR peak frequency during spring and summer
due to a velocity increase, and a decrease in the HVSR
peak frequency during winter. Temporal variations of
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the HVSR have also been used to monitor the tempo-
ral variability of the active permafrost layer (Kula et al.,
2018; Köhler and Weidle, 2019), which acts as a strong
impedance contrast in summer at 1–2mdepth and leads
to resonance and increased shaking between 35–45Hz.
Colombero et al. (2018) and Lotti et al. (2018) found that
the observed HVSR changes at unstable rock flank sites
are controlled by daily and seasonal variations in air
temperature. Li and Ben-Zion (2023) observe daily and
seasonal changes in seismic velocities at 50 seismic sta-
tions in southern California by combining HVSR with
the autocorrelation method.
The influence of environmental variations on seismic

attenuation, which affects the amplitude of the shaking,
is less well understood but has also been observed. For
example, Malagnini et al. (2019) report that seismic at-
tenuation derived from repeated earthquakes at Park-
field appears to be sensitive to seasonal hydrological
loading and polar tides. Another common parameter
used to describe local site attenuation is κ0, the path-
independent component of κ (Anderson and Hough,
1984). κ is measured as the amplitude decay of the
Fourier acceleration spectrumat high frequencies. κ0 is
then obtained by extrapolating the values of κ obtained
fromearthquakes at different distances to zerodistance.
κ0 can be attributed to local site attenuation (Anderson
and Hough, 1984), but also to possible source effects
(e.g. Papageorgiou and Aki, 1983; Beresnev, 2019) or to
attenuation near the fault (Kilb et al., 2012; Bindi et al.,
2019). If a surface and a borehole station are available at
the same site, the site effect term due to layers between
the surface and borehole can be clearly separated from
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possible source terms by calculating ∆κ0 between the
two stations.
The value of κ0 can be very different from site to site,

dependingon the local geology. However, the valueofκ,
and hence κ0, at a site also depends on the database and
pre-processing choices (Ktenidou et al., 2013; Ji et al.,
2020), the selected frequency window of the estimation
(Edwards et al., 2015; Mayor et al., 2018; Haendel et al.,
2020; Tafreshi et al., 2022), the earthquake type and fo-
cal depth of the selected events (Ji et al., 2020), the in-
stallation and housing of the sensor (Hollender et al.,
2020) and the nonlinear soil behavior induced by strong
ground motions (Van Houtte et al., 2014; Ji et al., 2021;
Xu and Rathje, 2021). These factors contribute to the
within-station variability of κ0 (the scatter in κ0 at a sin-
gle site) which has been found to be high and can some-
times be comparable to or even exceed the site-to-site
variability of κ0 (Bora et al., 2017; Ji et al., 2020; Tafreshi
et al., 2022). Typically, a single site term κ0 is calculated
for each station, and it is assumed that this term is con-
stant over time. Wewill show that this assumption is not
necessarily true and that temporal variations of κ0 can
contribute to the observed within-station variability.
In this study, we want to investigate whether ∆κ0

recorded between a borehole and the surface varies
with time, similar to near-surface wave velocity and
HVSR. Because of the dense station coverage and the
availability of surface-borehole station pairs, we focus
the∆κ0 analysis on data from the Kiban Kyoshin Strong
Motion Network (KiK-net) in Japan (Aoi et al., 2004,
see also ’Data and code availability’ section). As we
will show later, ∆κ0 is an integrated parameter that is
sensitive to both attenuation and subsurface amplifi-
cation at high frequencies, and is therefore a sensitive
tool for identifying temporal variations in the very shal-
low subsurface. We will correlate temporal ∆κ0 curves
with various environmental parameters such as temper-
ature and precipitation, but also with parameters de-
rived from satellitemeasurements such as soilmoisture
and terrestrial water storage. Finally, we will examine
potential drivers of∆κ0 changes, providing preliminary
insights, andwewill place our findings in the context of
other studies conducted in Japan.

2 Method

The parameter κ describes the amplitude decay of the
Fourier acceleration spectrum at high frequencies us-
ing an exponential form (Anderson and Hough, 1984)

a(f) = a0 exp{[−πfκ]} f > fe, (1)

where a0 combines the frequency independent contri-
butions from the source and the site, while fe is the fre-
quency above which the spectrum decays. The path-
independent term κ0 can be derived by plotting κ as a
function of epicentral distance Repi

κ = κ0 + Repi · κR. (2)

The term κR describes the attenuation along the travel-
ing path of the wave. The zero-distance intercept κ0 is

a constant and does not change with time if Eq. 2 is ap-
plied for all recordings of a site.
In this publication we work with ∆κ0,i between a

borehole-surface station pair. ∆κ0,i is computed for all
i recordings at a site using

∆κ0,i = κi,surface − κi,borehole. (3)

∆κ0,i is insensitive to path effects but also to possible
variations of the seismic source, so that we can inves-
tigate the contributions of κ0 between the surface and
borehole sensors as a function of time. As we will show
in the discussion, we do not treat ∆κ0 as a pure attenu-
ation parameter due to site effects in the measurement
band ofmany sites. Rather, we see it as a tool to identify
temporal variations in the high frequency site response,
because a slope (which κ0 is) is very sensitive to detect-
ing temporal changes.

3 Data selection and processing
The basis for this study is the dataset used in Haendel
et al. (2023), where κ0 was calculated for 175 KiK-net
locations throughout Japan. Typical borehole depth is
100–200ṁ, but few boreholes are as deep as 1000ṁ. We
added some additional sites, so that a total of 188 sites
where examined in this study (Fig. 1, see Table S1 in the
electronic supplement).
For the data selection, we use only recordings from

events with a magnitude Mw>3.5 that occurred within
an epicentral distance of less than 150 km. To increase
the number of recordings for better temporal resolu-
tion, and because we are focusing solely on ∆κ0, we
included all earthquakes with a focal depth less than
150 km (as opposed to the 50 km limit used in Haendel
et al. (2023)). We excluded events with a peak ground
acceleration (PGA) of 0.5m/s2 or higher at the surface
to avoid strong nonlinear effects in our time series. The
remainder of the data processing follows the procedure
described in Haendel et al. (2023), of which we summa-
rize the main steps in the following.

κ is calculated from the S-wave window of a record-
ing. The start of the S-wave window is derived using
the TauPy toolkit implemented in ObsPy (Beyreuther
et al., 2010) and the length of the S-wave window DS is
computed following the definition for the S-wave win-
dow duration in Perron et al. (2018). The extracted S-
wave window is then demeaned, tapered at the edges
with a 5% cosine taper and padded with zeros before
the Fourier transform is performed. The Fourier am-
plitude spectrum is smoothed with a Hanning window
of 2Hz length. To obtain a single and azimuthally inde-
pendent spectrum, we compute the root-mean square
(RMS) of the two horizontal components in the form
RMS =

√
1
2 (NS2 + EW2), where NS and EW are the

north-south and east-west components respectively. We
choose a fixed frequency band of 12–24Hz for κ mea-
surements (Eq. 1) to make κ comparable between dif-
ferent recordings. The lower limit of 12Hz is chosen to
avoid the influence of the source corner frequency. The
upper limit of 24Hz is just below the frequency (25Hz)
atwhich the instrument responseof theKiK-net stations
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Figure 1 (a) Location of the 188 KiK-net sites analyzed in this study (gray triangles) and the 13 sites with pronounced sea-
sonal variation in ∆κ0 (highlighted triangles). The different colors indicate clusters of sites that respond differently to envi-
ronmental change. (b) Zoom on the northeast corner of Hokkaido and (c) Honshu. The crosses indicate the locations of JMA
weather stations.

Figure 2 ∆κ0,i as a function of time at the site IWTH21, showing seasonal variations that are evident in the 2011–2020
period.

begins to significantly affect the spectrum (Aoi et al.,
2004). If the signal-to-noise ratio below 24Hz is less
than 3, a lower upper frequency limit is selected. How-
ever, the upper frequency limit must be above 22Hz to
ensure that the frequency band for κ estimation is at
least 10Hz wide. ∆κ0,i is then derived for each surface-
borehole station pair using Eq. 3.

In addition to the KiK-net data, we downloaded en-
vironmental parameters for Japan. The Japan Mete-
orological Agency (JMA) operates a nationwide mete-

orological network with more than 1400 weather sta-
tions. We downloaded daily air temperature, precipi-
tation and snow depth values from the weather stations
that are closest to the selected sites (Fig. 1). The max-
imum distance between a selected KiK-net site and a
weather station is 15 km, but often 10 km or less. We
also downloaded daily satellite soil moisture data from
the Copernicus Climate Change Service (C3S) with a
resolution of 0.25° (Dorigo et al., 2019). We use data
from active (backscatter) microwave remote sensing
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Figure 3 Monthlymeans of∆κ0 (∆κ0,month) measured at (a) different sites on Honshu (blue triangles in Fig. 1), (b) sites on
Hokkaido (red triangles in Fig. 1) and (c) at station YMTH07 (green triangle in Fig. 1). The overall mean∆κ0 at each site (given
in Table S2 in the electronic supplement) was subtracted fromeach∆κ0 value tomake the curves comparable between sites.

systems that are expressed in percentage of satura-
tion (%). The depth range of soil moisture measure-
ments is not deeper than 10 cm. Finally, we extracted
monthly terrestrialwater storage (TWS) variability from
the Gravity Recovery and Climate Experiment (GRACE)
and its successor the GRACE Follow-On (GRACE-FO)
satellite missions. The selected TWS Level-3 products
(Boergens et al., 2020) represent water mass anomalies
relative to the long-termaverage from2002-2020 and are
the summed effect of surface water, soil moisture, deep
groundwater, snow and ice. TWS data are provided at 1°
spatial resolution (≈ 111 km), but the sensitivity of mea-
suring 1–2 cm in water height changes can only be pro-
vided at a spatial scale of 300x300 km2 or more. There-
fore, we choose to work with the mean TWS of 3x3 grid
cells (3°x3°) around the point of interest for a better sen-
sitivity. TheURL’s for all download sites are listed in the
’Data and code availability’ section.

4 Seasonal variations of∆κ0

In this section, we present the results of 13 selected KiK-
net sites (Fig. 1, see Table S2 in the electronic supple-
ment). The sites are mainly located in the northeast-
ern part of Hokkaido (KSR sites) and on themain island
of Honshu. An example site with strong seasonal vari-

ations is IWTH21 shown in Fig. 2. For the time period
2011–2018, the seasonal variations of ∆κ0 are clearly
visible with ∆κ0 = 0.013 s ± 0.004 s in June and ∆κ0 =
0.030 s ± 0.007 s in December. The seasonal trend is
more difficult to discern in the period 2002–2011 be-
cause there are fewer recorded events and could be con-
fused with a high within-station variability of unknown
cause.
The observation of temporal variations is therefore

associated with the condition that enough earthquake
records are available at a site, and that these records
are not just clustered after a single mainshock, but are
well distributed over time. If these conditions are not
met, temporal changesmay be difficult to detect ormay
not be detected at all. This is the case, for example, for
the island of Kyushu, where earthquake records are of-
ten too clustered to detect periodic patterns. The sit-
uation is better in northern Japan due to the Tohoku
earthquake in 2011 which generated many aftershocks
and increased the seismicity for several years (see also
Fig. 2). The 13 selected sites shown in Fig. 1 are there-
fore not exhaustive, but are the sites (out of the to-
tal of 188 investigated sites) where we detect clear sea-
sonal variations. All other sites either do not show sea-
sonal variations or we are not able to detect them due
to limited (17 sites) or clustered earthquakes (10 sites)
or maybe due to the selected frequency band. Nearly
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all of the 13 sites with seasonal variations of ∆κ0 are
located in, or at the edge of, modern floodplains and
wetlands. Stations GNMH14 and IBRH14 are located in
small mountain valleys with a narrow floor, less than 10
m above the nearby stream. StationYMTH07 is on a flu-
vial terrace 40 m above the floor of a larger mountain
valley.
Fig. 3 shows the monthly means of ∆κ0 as a function

of time for two different clusters of sites and a single site
YMTH07. The total mean of ∆κ0 at each site (reported
in Table S2 in the electronic supplement) has been re-
moved from the time series in order to make the curves
comparable between different sites. There are gaps in
the data for some sites, and we also omitted some time
periods, e.g., due to sensor changes. The KiK network
undergoes regular updates, including the installation of
new sensors. At some sites, these upgrades coincide
with changes in the values of ∆κ0, as reported by Haen-
del et al. (2022), but at most of the sites not. For this
reason, we have not excluded these stations from our
dataset. Instead, we ensured that the analyzed time pe-
riods are free of any abrupt changes in the ∆κ0 time se-
ries. The selected time periods for each site are given in
Table S2 in the electronic supplementary material.
Thefirst cluster consists of six sites on themain island

of Honshu (Fig. 3a, blue triangles in Fig. 1). There is a
difference in ∆κ0 of about 20ms between summer and
winter, with consistently smaller values of ∆κ0 in sum-
mer and larger values in winter. The strongest seasonal
pattern of∆κ0 can be observed at sites in the northeast-
ern corner of Hokkaido (Fig. 3b, red triangles in Fig. 1),
with smaller values of ∆κ0 in summer and larger val-
ues in winter. On average, the difference in ∆κ0 be-
tween summer and winter is about 50ms. The seasonal
pattern observed at site YMTH07 on the main island of
Honshu (Fig. 3c, green triangle in Fig. 1) is opposite to
thebehavior observed at all the other sites. ∆κ0 is larger
in summer and smaller in winter with a difference in
∆κ0 of about 20–30ms.
In Figures 4-6 we compare ∆κ0 of the three clusters

with monthly mean temperature, total precipitation,
soil moisture and terrestrial water storage (TWS). We
compute a mean curve of ∆κ0 from all sites of a clus-
ter and also average the environmental parameters ex-
tracted for each site. We then compute the Pearson cor-
relation coefficient (CC) between∆κ0 and the four envi-
ronmental parameters, where values of +1 (-1) would in-
dicate perfect linear correlation (anti-correlation) and
0 would correspond to no linear correlation. Some of
the y-axes in Figures 4-6 are inverted to facilitate vi-
sual comparison. The correlation coefficient at the top
of each panel indicates whether the data are positively
or negatively correlated. In general, the correlation is
highest with mean air temperature (CC=-0.82 for Hon-
shu sites and CC=-0.75 for Hokkaido sites), with the
sole exception of station YMTH07, which has the high-
est correlation with soil moisture (CC=0.81). The cor-
relation with TWS is also good (CC=0.60 for Honshu,
CC=0.62 for Hokkaido and CC=-0.52 for YMTH07). How-
ever, when interpreting the correlation coefficients we
have to keep in mind that TWS data are averaged over a
300x300 km2 region using satellite data, while tempera-

ture data are obtained from nearby ground weather sta-
tions. In addition, the TWS data contain the imprint of
the 2011Mw 9.1 Tohoku earthquake. Large earthquakes
lead to mass redistributions in the Earth and therefore
to changes and anomalies in the gravity measurements
of the GRACE satellite data (visible as a drop in the TWS
and a slow recovery afterMarch 2011). For example, us-
ing only the 2004–2011 period of the Hokkaido sites in-
creases the correlation coefficient from0.62 to 0.67. The
weakest (but still not bad) correlation is observed with
soil moisture and precipitation for the majority of sites.
Note that the monthly averages of soil moisture for the
Hokkaido cluster in 5(b) are based on only a few data
points because soil moisture is difficult to obtain when
the ground is frozen or covered with snow.

5 Discussion

5.1 Influence of site amplification on ∆κ0

Treating ∆κ0 as a measure of site attenuation is only
valid if the site amplification spectrum is flat in the fre-
quency range where ∆κ0 is calculated. In Figure 7 we
show the surface-to-borehole spectral ratio (SBSR) for
each of the sites derived using only recordings from
summer or winter. The cluster of sites on Honshu has
clear site amplifications within the ∆κ0 measurement
band. For example, site IBRH14 has an SBSR ampli-
tude 24.3 at a frequency of 14.6Hz (Figure 7). Many
of the Hokkaido sites have a more or less flat SBSR
at high frequencies in summer but the site amplifica-
tion becomes broader and non-flat in winter. Only site
YMTH07 seems to be free of site amplification between
12-24Hz in summer and in winter. We therefore treat
∆κ0 in this study not as a pure attenuation parameter,
but as a parameter describing the high-frequency be-
havior of the Fourier spectrum,which can include both,
site attenuation and amplification, and which is very
sensitive to detecting near-surface changes. As a result,
∆κ0 can also take on negative values, as observed, for
example, at site KSRH09 (Table S2).

5.2 Honshu site cluster: Correlationwithwa-
ter volume in the ground

The variations of ∆κ0 recorded at the Honshu sites cor-
relate well with several environmental parameters as
shown in Fig. 4 with the highest correlation for temper-
ature (CC=-0.82) and the lowest for precipitation (CC=-
0.43). In the following, we will have a look at these pa-
rameters separately, as correlation does not necessarily
imply causality.
Richter et al. (2014) and Hillers et al. (2015) reported

that thermoelastic strain induced by atmospheric tem-
perature variations can cause seasonal seismic veloc-
ity variations. We want to test whether this hypothe-
sis could also explain the good correlation between∆κ0
and temperature on Honshu. To do so, we stack all ∆κ0
values observed in the period 2004–2020 at all sites of
the cluster into one year and compute a smoothed curve
using a Gaussian filter with a width of 6 days (Fig. 8).
Despite a local minimum in January/February, ∆κ0 is
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Figure 4 Monthly mean curve of ∆κ0 computed from all sites of the Honshu cluster (blue triangles in Fig. 1). Comparison
with (a) monthly mean air temperature, (b) monthly soil moisture, (c) monthly total precipitation, and (d) terrestrial water
storage (TWS). The Pearson correlation coefficient (CC) is given at the top of each panel. The environmental parameters in
(a), (b) and (c) have an inverted y-axis to aid the visual comparison of the curves.

Figure 5 Same as Fig. 4 but for the cluster of sites in northeast Hokkaido (red triangles in Fig. 1).

highest at the beginning of January and gradually de-
creases until it reaches its lowest value in mid-August,
after which ∆κ0 starts to increase again. We add to the
plot themeandaily temperature averaged over the years
2004–2020. As already shown in Fig. 4(a), ∆κ0 is anti-
correlatedwith temperature andhas itsminimumwhen
the temperature is at its maximum. This is not consis-
tent with Berger (1975), who provide a solution for ther-
moelastic strain in ahomogeneous elastic halfspace due
to surface temperature variations. According to this so-

lution, the thermoelastic strain, and thus the velocity
or attenuation changes at depth, should lag behind the
surface temperature field by an order of magnitude de-
pending on the wave period. For example, Richter et al.
(2014) and Hillers et al. (2015) observe a time lag of 30
and 20 days, respectively, between annual air tempera-
ture and velocity variations. We do not observe such a
delay between ∆κ0 and air temperature.

There are only few studies of seasonal shear wave ve-
locity variations on Honshu. Wang et al. (2017) studied
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Figure 6 Same as Fig. 4 but for site YMTH07 (green triangle in Fig. 1) and only for the period 2009–2014. As opposed to
Figures 4 and 5, the y-axis in (a), (b) and (c) is normal, whereas the y-axis in (d) is inverted.

noise-based seismic velocity changes throughout Japan
using the Hi-net network. They do not observe sea-
sonal velocity variations on the eastern side of Hon-
shu, where our stations are located and where we ob-
serve strong seasonal effects of ∆κ0. However, Wang
et al. (2017) measure in the 0.15–0.9Hz frequency band
and thus sample the crust to a depth of 8 km, which is
much deeper than the KiK-net boreholes that we study
(100–330m). Miao et al. (2018) observe abrupt changes
in seismic velocities at several KiK-net stations (four of
which also show seasonal variations of ∆κ0: IBRH14,
IWTH21, MYGH04, YMTH07) after high-intensity rain-
fall. Miao et al. (2018) use deconvolution interferometry
between the 100-200m deep borehole sensors and the
surface sensor to compute the seismic velocities, but
they relate the observed velocity changes to the water
saturation of the uppermost sediments (first 1m). In
Fig. 4(b,c) we have a negative correlation of ∆κ0 with
precipitation (CC=-0.43) and soil moisture (CC=-0.51).
However, we observe gradual seasonal changes in ∆κ0,
rather than abrupt changes that correlate with strong
precipitation events.

The good correlation with TWS from GRACE/GRACE-
FO satellite data (CC=0.60 in Fig. 4d) could also speak for
a deeper origin of the ∆κ0 variations. The term ‘deep’
refers to a depth below the surface soil moisture where
groundwater changes are relevant. Although precipita-
tion is higher in summer, TWS has itsminimum in sum-
mer, probably related to the fact that evapotranspiration
rates exceed precipitation in summer, leading to a re-
duction of the total water volume in the ground. The
good correlation between TWS and ∆κ0 is not present
in the 2–3 years after the 2011 Tohoku earthquake. TWS
values decrease after the earthquake, but there is no
similar decrease in ∆κ0. This is because TWS is sensi-
tive to earthquake-induced gravity changes on a larger

regional scale, while∆κ0 is a local parameter of the first
hundred meters below a site. Because TWS data are de-
rived from satellite data, the spatial resolution (300 km)
and temporal resolution (1 month) are limited. Higher
resolution data or direct measurements of groundwater
levels would be needed to draw a definitive conclusion.
Given the available data, we believe that groundwater
fluctuations and the terrestrial water storage in the soil
is the most likely explanation for the ∆κ0 variations at
the Honshu sites.

5.3 Hokkaido site cluster: Correlation with
frost and snow periods

Similar to Fig. 8, we stack all∆κ0 values of theHokkaido
site cluster observed in the period 2004–2020 into one
year and compute a smoothed curve using a Gaussian
filter with a width of 6 days (Fig. 9). ∆κ0 is almost con-
stant from May to November, but then increases quite
rapidly until early January. In January and February,
∆κ0 is again almost constant, before returning to its
original value between March and April.
Strong seasonal variations of seismic velocities in the

northeastern corner of Hokkaido are also observed by
Wang et al. (2017) using noise-based monitoring and by
Miao et al. (2019) using earthquake seismic interferom-
etry between surface and borehole stations of eight KiK-
net sites. Both studies report an increase in seismic ve-
locities in winter and almost constant velocities during
the rest of the year, but have different explanations for
the causes. Wang et al. (2017) reconstruct the observa-
tions using a linear relationship between the seismic ve-
locity changes and the combined effects of pore pres-
sure and snow depth. They argue that summer precipi-
tation increases the pore pressure, while winter snow
cover inhibits infiltration and groundwater recharge,
resulting in lower pore pressure. Miao et al. (2019), on
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Figure 7 Surface-to-borehole spectral ratio (SBSR) computed for (a) stations on Honshu, (b) stations on Hokkaido, and (c)
station YMTH07. Shown are the mean (solid line) and standard deviation (dashed lines) of the SBSRs obtained in summmer
(red) and winter (blue). As summer months we used for (a) August, for (b) June-September, and for (c) July-September. As
winter months we used for (a) January, for (b) January and February, and for (c) December-February.
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Figure 8 Stack of all 4626 ∆κ0 values observed in the pe-
riod 2004–2020 in one year for the Honshu site cluster (blue
triangles in Fig. 1). Gray dots: Mean∆κ0 values for each day
of the year and for each of the Honshu sites. Black curve:
Mean curve computed from all gray dots, smoothed with a
Gaussian filter of 6 days width. Red: Daily mean tempera-
ture stacked to one year (red bars) and smoothed a Gaus-
sian filter of 6 days width (red curve).

Figure 9 Stack of all 1331 ∆κ0 values observed in the pe-
riod 2004–2020 into one year for the Hokkaido site cluster
(red triangles in Fig. 1). The data is plotted from July to July
to have the winter month in the middle. Gray dots: Mean
∆κ0 values for each day of the year and for each of the
Hokkaido sites. Black curve: Mean curve computed fromall
gray dots, smoothed with a Gaussian filter of 6 days width.
(a)Orange: Dailyminimumtemperature stacked tooneyear
(bars) and smoothed with the same Gaussian filter (orange
curve). Red: Same for thedailymaximumtemperature. The
orangeand reddashed linesmark the timeswhere themini-
mumandmaximumdaily temperatures start to be belowor
above 0°C. (b) Blue: Total daily precipitation stacked to one
year (bars) and smoothed using a Gaussian filter of 6 days
width (blue curve). Green: Average depth of snow cover.

the other hand, associate the velocity changes in winter
with the transition from unfrozen to frozen soil, where
themain controlling factors are the cumulative and cur-
rent temperature.
To better understand the drivingmechanisms behind

the ∆κ0 observations, we stack the daily minimum and
maximum temperatures recorded on Hokkaido in the
period 2004–2020 into one year and add this informa-
tion to the plot in Fig. 9. While the changes in∆κ0 occur
quite rapidly and take only one and a half months, the
temperature changes aremore gradual so that thermoe-
lastic strain is unlikely to be the cause for the variations
in ∆κ0. However, there is a strong correlation with the
times when the ground is frozen. ∆κ0 starts to increase
in November which coincides with the time when the
daily minimum temperature falls below 0°C (orange
dashed line in Fig. 9) and the first frost occurs. ∆κ0
reaches itsmaximumwhen the dailymaximum temper-
ature is also below 0°C (red dashed line), at which point
the ground is permanently frozen. ∆κ0 starts to de-
crease again when the daily maximum temperature ex-
ceeds 0°C inMarch and the ground thaws, and returns to
its original value when the daily minimum temperature
is also above 0°C. These observations seem to be consis-
tent with Miao et al. (2019), who associate near-surface
velocity changes with seasonally frozen soil. Similar
observations have been obtained by Gassenmeier et al.
(2014) and James et al. (2019), who report large velocity
changes due to freezing and thawing processes in Bran-
denburg (Germany) and Alaska.
However, we doubt that a few centimeter-thick layer

of frost could cause the broadband spectral changes in
the SBSRs at frequencies as low as 5Hz in Fig. 7(b). For
example Kula et al. (2018) observe the signature of the
1.5–2m deep permafrost layer on Svalbard at 35-45Hz
in the HVSR. Miao et al. (2019) report a frost depth of
only 70 cm in northeastern Hokkaido and a shear-wave
velocity increase up to a factor of 4–7 in this layer, de-
pending on the soil. We therefore performed a sim-
ple test to see how a frozen surface layer can change
the horizontal-to-surface spectral ratio (HVSR) at sta-
tion KSRH03 and compare the results with real observa-
tions (see Table S3 and Figure S1 in the electronic sup-
plementary material). A frozen layer with a thickness
of 70 cm seems to be not sufficient to mimic the HVSR
changes between summer and winter at KSRH03 and at
frequencies below 20Hz.
In contrast to Miao et al. (2019), Wang et al. (2017) ar-

gue that precipitation in summer and snowfall in win-
ter drive the velocity changes on Hokkaido. To also ex-
plore this hypothesis, we plot the snow depth averaged
over the period 2004–2020 in Fig. 9(b). The increase in
∆κ0 in November coincides with the start of the winter
snow pack. ∆κ0 begins to decrease as the snowmelts in
spring. A Pearson’s correlation coefficient of 0.73 is ob-
tained between themean curves of∆κ0 and snowdepth
(Figure 10) that is comparable to the good correlation
with temperature (Figure 5(a)). Snow load is unlikely to
cause the changes in ∆κ0 because snow thickness in-
creases throughout the winter, while kappa reaches a
plateau value. According toWang et al. (2017), the snow
cover in winter inhibits the infiltration of water into the
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Figure 10 Monthlymean curve of∆κ0 computed from all
Hokkaido sites (red triangles in Fig. 1). Comparison with
monthly mean snow depth.

ground. The frozen ground itself could act as a barrier
for fluid flow to larger depths, which would explain the
good correlationwithminimumandmaximum temper-
ature. However, groundwater level in a well just 5 km
away from site KSRH06 and at a similar elevation shows
two annualmaxima (Figure 4 in Yamaguchi et al., 2023).
One peak is associated with spring snowmelt, and an-
other smaller peak in the fall may be associated with
precipitation after peak evapotranspiration in the sum-
mer and before the onset of frozen ground. We do not
observe such a pattern with two maxima (or minima)
for ∆κ0, but only an increased value of ∆κ0 in winter.
Unlike the Honshu site cluster, TWS data do not provide
a picture of soil water content and groundwater levels.
This is because TWS data include the water contained
in the surface snowpack. This snowpack water must
be subtracted to obtain an estimate of the water in the
ground. This is a difficult task because the snow water
equivalent (the amount of water available in the snow)
depends on e.g. temperature and changes over time.
Given the above observations and data, we cannot

identify themain cause for theobserved increaseof∆κ0
in winter. The mean curve of ∆κ0 shows good correla-
tion with periods of frozen ground, but also with snow
pack that inhibits water infiltration. It is difficult to sep-
arate the influences of different environmental param-
eters because they are often interrelated. For example,
the presence snow pack in winter also correlates with
the timeswhen the air temperature is below zero. Local
groundwater data and systematic modeling of a surface
frost layer could help to understand the ∆κ0 variations.

5.4 Site YMTH07

Site YMTH07 is the only site where ∆κ0 is higher in
summer than winter, which is the opposite of what we
observed at all other sites with seasonal trends. In
Fig. 11, we stack all∆κ0 values at siteYMTH07 observed
in the period 2009–2014 into one year and compute a
smoothed curve. The mean ∆κ0 curve has a similar
box shape as the mean ∆κ0 curve on Hokkaido, only
with the opposite sign (Fig. 11), suggesting a similar
cause related to frost and snow. Mean temperatures at
YMTH07 are not as negative in winter as on Hokkaido
(-2°C at YMTH07 and -10°C on Hokkaido, see Figures

Figure 11 Stack of all 145 ∆κ0 values observed in the
period 2009–2014 at YMTH07 (green triangle in Fig. 1) into
one year. Gray dots: Mean ∆κ0 values for each day of the
year. Black curve: Mean curve computed from all gray dots,
smoothed with a Gaussian filter of 6 days width. (a) Blue
curve: Total daily precipitation stacked to one year (bars)
and smoothed with the same Gaussian filter (blue curve).
Green: Average depth of snow cover. (b) Olive curve: Same
as for (a) but for daily soil moisture content.

6(a) and 5(a), respectively), but snow depth is greater
(winter snow depth up to 100 cm at YMTH07 and 50 cm
on Hokkaido, see Figures 12 and 10, respectively). In
Fig. 11(a), we therefore add snow depth and precipita-
tion to the plot. The formation of a permanent snow
pack in the fall and the end of the snow season in spring
coincide with the times when ∆κ0 begins to decrease
in fall or returns to its original value in spring, respec-
tively. The maximum snow depth is reached in Febru-
ary, before it begins tomelt inMarch. Ifweplotmonthly
mean snow depth and ∆κ0 variations over time (Figure
12), we obtain a Pearson’s correlation coefficient of CC=-
0.71.
InFigures 6(b) and 11,weobserve a very good correla-

tion of ∆κ0 with soil moisture content. The correlation
coefficient between ∆κ0 and soil moisture is CC=0.81
and the mean soil moisture curve in Figure 6(b) has a
similar shape as ∆κ0. It is unlikely that ∆κ0 reacts to
soil moisture changes within the upper few centime-
ters. But soil moisture content is influenced by snow
cover and frozen soil, which limit water infiltration.
One explanation for the opposite sign at YMTH07

compared to all other sites could be that at site YMTH07
site amplification is negligible and the differences in
SBSR between summer and winter are very small. The
choice of the frequency window for ∆κ0 estimation
then could have a large impact on whether or not the
value of ∆κ0 will be positive in winter. We therefore

10 SEISMICA | volume 4.1 | 2025



SEISMICA | RESEARCH ARTICLE | Detecting seasonal differences in high-frequency site response using κ0

Figure 12 Monthlymean curve of∆κ0 (black curve) com-
puted at YMTH07 (green triangle in Fig. 1). Comparisonwith
monthly snow depth (green).

lowered the frequency band from 12-24Hz to 10-22Hz
and to 8-20Hz for the computation of ∆κ0. The sign of
the seasonal variations of ∆κ0 does not change but the
magnitude of the seasonality becomes less pronounced.
While all other sites are in alluvial valleys with similar
surface elevations to nearby rivers, YMTH07 is located
on a fluvial terrace 40 m above the nearest river. Its
higher elevation on a high permeability terrace could
result in a significantly lower water table compared to
the other sites. This could have unrecognized effects on
amplification and the resulting seasonality of ∆κ0.

5.5 Application in other regions of the world
and implications for ground motion pre-
diction and seismic hazard analysis

The dense station coverage and availability of co-
located borehole and surface sensors in Japan provide
a unique opportunity to study ∆κ0. Such data availabil-
ity is rare in other parts of the world. In regions without
borehole sensors, an alternative is to calculateκ at a sur-
face station for individual events and use a traditional
distance regression (Eq. 2) to estimate the path term. By
subtracting the path term from individual κ values, κ0
at the surface can be estimated as a function of time.
While this approach cannot remove possible influences
from the seismic source, it could still allow for the de-
tection of seasonal variability in surface κ0 comparable
to ∆κ0. In regions with sparse ground motion data, the
detection of seasonal variations in κ0 or ∆κ0 becomes
evenmore challenging. However, our study shows a re-
lationship between ∆κ0 variations and changes in the
SBSR andHVSR. This relationship suggests that alterna-
tive techniques, such as HVSR calculated from ambient
noise recordings, could be used to assess seasonal varia-
tions in site response. Although HVSR does not provide
direct measurements of κ0, it could serve as an indica-
tor of whether κ0 might be affected by seasonal effects.
The parameter κ0 was originally defined as ameasure

of the time-independent high-frequency attenuation at
a site. Our study shows that, contrary to its original
definition, ∆κ0 can be significantly influenced by sea-
sonal broadband changes in the seismic site response
(Fig. 7). The parameter is highly sensitive to even small
frequency and amplitude variations, as observed for ex-

ample at the Honshu site cluster and station YMTH07.
There, the observed SBSR changes between summer
and winter are relatively small, but ∆κ0 effectively cap-
tures these subtle variations. In contrast, the Hokkaido
sites show more pronounced changes in SBSR between
seasons, with strong amplification differences over a
wide frequency range. These changes in SBSR suggest
time-dependent variations in the characteristics of the
ground shaking in terms of the predicted intensity, du-
ration and frequency content.
The seasonal variation of κ0 contributes to a bet-

ter understanding of high-frequency ground motions.
Indeed, the recent development of Fourier domain
ground motion prediction models has highlighted the
high variability of high-frequency seismic ground mo-
tions (Stafford, 2017; Bayless and Abrahamson, 2018;
Bora et al., 2019). Both site-to-site and within-station
variability increase at high frequencies. Above 10Hz,
site-specific attenuation models are unable to explain
the observed site-to-site variability (Pilz et al., 2025).
Our study provides a physical explanation for the in-
crease in within-station variability, whichmay be partly
due to seasonal variations. As seasonal variations are
highly stationdependent, theymayalso explain the site-
to-site ground motion variability.
These seasonal variations in ground motions may

have implications for Probabilistic Seismic Hazard
Analysis (PSHA). Indeed, a key assumptionof a standard
PSHA model is that earthquake occurence and ground
motions can be modeled as a time-independent Pois-
son process. PSHA models consist of two main compo-
nents: a source model that predicts the frequency and
location of future earthquakes, and a ground-motion
prediction model. Many studies have proposed the
replacement of Poisson time-independent seismicity
models with time-dependent seismicity models and the
transition to time-dependent seismic hazard models
(e.g. Akinci et al., 2009; Boyd, 2012; Chang et al., 2017).
Our study also suggests a possible temporal dependence
of ground motions which, to our knowledge, has never
been considered in a PSHA framework. Incorporating
this temporal variation of ground motions into seismic
hazard calculations will be difficult, as these variations
appear to be highly site-dependent. Therefore, only
non-ergodic (site-specific) ground motion prediction
models (and corresponding site-specific seismic hazard
models) could take these variations into account. In
site specific seismic hazard models, κ0 is mainly used
to adjust Ground-motion Prediction Equations (GMPEs)
or a backbone GMPE to the target site. This is usually
donewithin a logic tree framework. Oneway to account
for seasonal variations in κ0 would then be to have dif-
ferent branches of the logic tree for different seasons.
Such additional branches should be accompanied by a
reduction in the aleatory variability of κ0 and associated
ground motion models. Such a reduction will require
specific research.

6 Conclusion
In this study, we have computed ∆κ0 (κ0 between a
borehole and a surface station) at 188 KiK-net sites. The
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value of ∆κ0 that we provide is, in contrast to its orig-
inal definition by Anderson and Hough (1984), an in-
tegrative parameter of site amplification and effective
attenuation (intrinsic and scattering attenuation). We
observe clear seasonal variations at 13 KiK-net sites lo-
cated in northeastern Hokkaido and on Honshu, where
∆κ0 is generally larger in winter than in summer on the
order of tens of milliseconds. While temporal velocity
variations have already been observed in the past, this is
the first time this has been done for the high frequency
spectral shape. The parameter κ is a very sensitivemea-
sure for detecting seasonal variations in high frequency
site effects because it is a measure of slope. In contrast,
changes in the predominant frequency of amplification
can only be detected if the change is greater than the
sampling frequency of the time series. A slope differ-
ence such as∆κ0, on the other hand, can detect smaller
changes.
There are three main clusters of sites in Japan that

respond differently to environmental forcing. On the
eastern side of Honshu, ∆κ0 changes are more gradual
and are likely to respond to the water content at depth,
as shown by the good correlation with TWS. In north-
eastern Hokkaido, ∆κ0 values are well correlated with
frost times andapermanent snowcover inwinter. How-
ever, it is unclear whether the frozen surface layer or
water changes in the subsurface cause the changes in
∆κ0. At site YMTH07, ∆κ0 behaves opposite to all other
sites, but correlates well with soil moisture and snow
depth. These are preliminary interpretations and fur-
ther, more localised studies are needed to fully under-
stand the driving mechanisms behind the changes in
∆κ0 in each region.
Climate change affects seismic hazard through

changes in seismicity as has been shown for example
by Bohnhoff et al. (2024). In this study, we show that
another component, the high-frequency shaking,
should also be considered. For example, on Hokkaido,
the whole spectrum changes over a wide range of
frequencies. The amplitude of the surface-to-borehole
spectral ratio in winter is sometimes reduced by a fac-
tor of two compared to summer, which affects the level
of shaking at these sites. Local site conditions respond
to environmental changes such as temperature, snow
depth, soil moisture and groundwater content. Rising
global mean temperatures will potentially change
local environmental parameters (e.g. groundwater
level, number of frost days, frequency of floods) which
will then affect the site response and the shaking at a
site. Currently, such processes are not considered in
seismic hazard analysis. The sensitivity of near-surface
parameters to environmental forcing provides also an
opportunity to use seismology as a tool to monitoring
climate change. For example, Clements and Denolle
(2023) found a long-term trend in seismic velocities
in California that they associate with the lowering of
the groundwater table in the area. The future devel-
opment and deployment of multi-parameter stations
that monitor both ground motion and environmental
parameters (temperature, precipitation, soil moisture,
groundwater level) will be required for this type of
studies.

Researchers generally focus on seismic velocity
changes, but ∆κ0 may also serve as an effective pa-
rameter for detecting seasonal variations in site effects,
particularly at high frequencies. More research and
additional data are needed to understand the driving
mechanisms behind the observed∆κ0 variations of this
study, and also why we observe strong seasonal varia-
tions at some stations but not at other nearby stations.
For example, local groundwater data could help to im-
prove our understanding of fluid processes at depth.
New technologies, such as distributed acoustic sensing
(DAS) using fibre optic cables could provide data with
high spatiotemporal resolution to study near-surface
seasonal variations (Shen, 2022). More research is also
needed to assess how systematic these changes in the
high-frequency site response are and to evaluate their
potential impact on current seismic hazard analysis
practices.
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