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Abstract We estimate the stress drop ∆σ for 551 earthquakes from the 2019 Ridgecrest sequence in
Southern California using a spectral decomposition. To assess the impact of propagationmodel assumptions,
we apply a 2D cell-based approach that accounts for lateral attenuation variations and compare results with
previous models using hypocentral distance (HYPO) and a set of attenuation models depending on source
depth (EpiH). The 95% confidence interval for azimuthal-dependent 2D attenuation over an 80 km radius is
0.290 at 2 Hz and 0.473 at 14 Hz (log10 units). While the 2D model reveals significant azimuthal variations,
the overall ∆σ distribution remains similar to that from the HYPO model, at least for the analyzed data set.
High ∆σ is observed for the 2D model near the M7.1 and M6.4 events, while lower values appear at shal-
lower depths, especially toward the Coso region and near the left-lateral fault junction of theM6.4 sequence.
All three attenuationmodels consistently identify a high-∆σ region at depths of 4–8 kmbetween stations CLC
(China Lake) andWRC2 (RenegadeCanyon), located north of theM7.1 hypocenterwhere themain fault bends.
Although spatial comparisons among models reveal some localized differences, the most significant impact
arises when depth dependence is included in the attenuation model (EpiH), which effectively removes the
increase of the average stress drop with depth.

1 Introduction

The determination of source parameters is crucial for
various applications, ranging from understanding rup-
ture physics (e.g., Mori et al., 2003; Abercrombie and
Rice, 2005) to defining input constraints for simula-
tions (Molkenthin et al., 2014) and interpreting event-
specific groundmotion variability in seismic hazard as-
sessments (Baltay et al., 2013; Bindi et al., 2023c; Nie
and Wang, 2025). However, estimating these param-
eters requires correcting for propagation and site ef-
fects. Focusing on spectral decomposition approaches
(Andrews, 1986; Castro et al., 1990; Oth et al., 2011), a
fundamental challenge lies in the non-uniqueness of
the decomposition, necessitating constraints to miti-
gate trade-offs between source, propagation and site
effects. Consequently, the retrieved source parame-
ters inherently depend on the imposed assumptions.
This issue has been highlighted in benchmarking ef-
forts (Shible et al., 2022; Baltay et al., 2024), revealing
both concerns and strengths. On the one hand, stud-
ies have demonstrated the significant impact of attenu-
ation handling on source parameter estimates (Shearer
et al., 2024). In particular, Abercrombie et al. (2021)
demonstrated that the apparent depth dependence of
stress drop is reduced when attenuation ismodeled as a
depth-dependent property. On the other hand, positive
outcomes suggest consistency in certain aspects of the
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methodologies (Mayeda et al., 2024). These findings un-
derscore the importance of explicitly stating the applied
constraints and thoroughly evaluating their influence.
To address this challenge, a logic tree approach has

been proposed to assess the impact of model assump-
tions in relation to statistical uncertainties (Bindi et al.,
2023a,b). Building on this framework, this study fur-
ther investigates the effects of attenuation corrections
by introducing a two-dimensional cell-based approach
(Grendas et al., 2022; Chen et al., 2024). This approach
aims to refine our understanding of how attenuation
modeling influences source parameter estimations and
to enhance the reliability of spectral decomposition
methods. We apply these methodologies to the 2019
Ridgecrest earthquake sequence, as analyzed by Bindi
et al. (2021), and compare the resulting stress drop esti-
mates with a previous study that used different attenu-
ation corrections (Bindi et al., 2023a). Additionally, we
quantify and discuss the impact of attenuation assump-
tions both on the overall stress drop distribution and at
the individual event level, examining spatial patterns in
event-specific stress drop estimates.

2 Data
We use the dataset analyzed by Bindi et al. (2023a)
within the framework of the Ridgecrest stress drop
benchmark (Baltay et al., 2024). It consists of 551 earth-
quakes, with magnitudes ranging from 2.5 to 7.1 (Ad-
vanced National Seismic System Comprehensive Earth-
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Figure 1 Location of analysed earthquakes (circles) and
stations (triangles) in the Ridgecrest area (Southern Califor-
nia, black rectangle in the inset map). The site amplifica-
tions at the four stations filled in cyan are constrained to the
resultsobtainedbyBindi etal. (2023a). Thegridcellsused to
determine the spectral attenuation are colored according to
the logarithm of the number of source-station straight lines
intersecting each cell. The traces of the fault systems (black
lines) are taken from Evans et al. (2020).

quake Catalog, ComCat), recorded by 59 stations, con-
sidering both broadband sensors and accelerometers.
The hypocentral depth distribution has a median of 4.6
km, with 10 and 90 percentiles equal to 1.78 km and
9.1 km, respectively. Among the various data process-
ing techniques applied by Bindi et al. (2023a), we focus
on the Fourier amplitude spectra in the frequency range
0.3-30Hz, computedusing 20-second timewindows that
encompass the main S-wave arrivals. For our analy-
sis, we consider the horizontal components combined
as the square root of the sum of the squared individual
components. The spatial distribution of events and sta-
tions is shown in Figure 1, where the 0.05o by 0.05o grid
used for the cell-based approach is also displayed. Addi-
tionally, the figure illustrates the number of source-to-
station horizontal straight-lines crossing each cell.

3 Method
Following Bindi et al. (2023a), we apply a non-
parametric spectral decomposition approach to isolate
the source spectra from propagation and site amplifica-
tion effects. Thismethod, referred to as the Generalized
Inversion Technique (GIT), leverages the redundancy in
the dataset, where multiple stations record the same
earthquake, and each earthquake is recorded at various

stations across different distances and azimuths. Con-
sidering i = 1, . . . , N events recorded by j = 1, . . . , M
stations, GIT models the observed Fourier amplitude
spectrum (FAS) at each frequency f as a convolution of
the source spectrumSi(f), the propagation termPij(f),
and the site amplification Zj(f):

log FAS ij(f) = log Si(f) + log Pij(f) + log Zj(f). (1)

The propagation term Pij(f) in equation 1 depends on
the hypocentral distance Rij or travel time Tij between
events i and station j. By considering all available event-
station combinations, equation 1 forms an overdeter-
mined (for large datasets) linear system, whichwe solve
using a least-squares approach (Koenker and Ng, 2021).
However, due to trade-offs among the terms in Equa-

tion 1, a priori constraints are necessary to remove
unresolved degrees of freedom. Bindi et al. (2023a)
constrained the average site amplification for a set of
six selected stations to match the crustal amplification
model of Campbell and Boore (2016) for the National
Earthquake Hazards Reduction Program (NEHRP) B/C
boundary, adjusted by a near-surface attenuation term
controlled by k0 = 0.016 s. The selected stations have
measured VS30 (average shear-wave velocity of the up-
permost 30 m) above 700 m/s (Rekoske et al., 2020)
and do not show significant peaks of amplification. In
this study, to mitigate trade-offs between source and
site terms, we impose the site amplifications at stations
TOW2, SRT, WCR2, and AVM (Figure 1) to match those
determined by Bindi et al. (2023a). We analyze the solu-
tions of Equation 1 using three different parameteriza-
tions of Pij(f). Specifically, in addition to the two mod-
els proposed by Bindi et al. (2023a):

• HYPO model: Pij(f) is parameterized as a func-
tion of discretized hypocentral distance intervals,
assuming a uniformmodel for all depths;

• EpiH model: This model accounts for depth-
dependent variations by defining separate propa-
gation models for different source depth ranges,
with the attenuation models for each depth range
simultaneously derived within a single inversion;

we introduce a third model based on a cell-based ap-
proach (Grendas et al., 2022; Lavrentiadis et al., 2023;
Chen et al., 2024):

• 2D model: This approach incorporates a paramet-
ric representation of geometrical spreading while
describing residual attenuation as a line integral
over the entire ray path:

log Pij = −n log Rij +
∑

k

αk dijk, (2)

where n is the unknown frequency-dependent geomet-
rical spreading exponent; k = 1, · · · , G indexes the
cells in the two-dimensional grid; dijk is the length of
the straight-line segment connecting event i to station j
within cell k;αk represents the unknownabsorption co-
efficients within each cell. When solving Equation 1 us-
ing the parameterization in Equation 2, we impose the
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Figure 2 Different information about the intersection of the source-station rays and the cell-grid. a) the color scale repre-
sents the average hypocentral distance of the rays intersecting each cell; b) the color scale represents the standard deviation
of the hypocentral distance of the rays intersecting each cell; c) the color scale represents the logarithm of the number of
stations associated with the rays intersecting each cell; d) the color scale represents the average hypocentral depth of the
rays intersecting each cell.

constraints that the absorption coefficients αk are non-
positive and n > 0.5, using the sparse quadratic pro-
gramming solver developed by Stellato et al. (2020). Ad-
ditionally, the sum of all dijk across the cells is scaled to
match the total hypocentral distance Rij , ensuring con-
sistency with the overall attenuation framework. Re-
sults for αk are only shown for cells k with at least 3
crossing rays.

4 Results on attenuation

Figure 2 shows some characteristics of the sampling of
each cell. By construction, the 3D ray path from source
to station is simplified by considering a 2D straight
line connecting the epicentre to the receiving stations.
Since both the information about the depth at which
the ray crosses the volume below each cell and the
length of the ray within the block below the cell (length
that varies along the ray path and with the angle of in-
cidence) are not accounted for by the planar geome-
try, the heterogeneity in the ray path coverage at depth
could affect the ability to interpret the spatial distribu-
tion of the alpha coefficients in terms of lateral Q vari-
ability. Figures 2a and 2b show the mean and standard

deviation of the length of the rays crossing each cell.
The area between 35.75 and 36 degrees latitude and -118
and -117.5 degrees longitude is characterised by rela-
tively short ray paths withmedian hypocentral distance
45 km (and interquartiles equal to 43 km and 56 km, re-
spectively), which therefore mostly sample the upper-
most crustal layers; on the contrary, moving towards
the boundary of the regions, cells tend to be sampled
by longer ray paths, which propagate more deeply.

Furthermore, while the ray coverage for the inner
part of the sample area is characterised by a large va-
riety of event and station combinations (Figure 2c), the
outer cells are mostly associated with one or few sta-
tions. Therefore, in the inner part of the study area,
we achieve strong data redundancy and good azimuthal
coverage. However, in the outer cells, the trade-off be-
tween propagation and site effects may be more pro-
nounced, particularly in regions near station locations
where 3D seismic rays emerge at the surface. Lastly, as
shown in Figure 2d, there is a slight tendency for the
southern portion of the study area to be sampled by rays
originating, on average, from deeper events compared
to the northern region.

The left panels of Figure 3 show the spatial distribu-
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Figure 3 Attenuation results obtained for 2 Hz (top) and 14 Hz (bottom). The maps on the left show the spatial distribution
of the absorption coefficients αk in equation 2; the plots on the right show the attenuation with distance for eight different
azimuthsas showncorresponding to the red lines in themaps (theazimuthsaremeasuredwith respect toNorth). The straight
red line in the right-hand plots represents the geometrical spreading attenuation (the geometrical spreading coefficient n
fromequation 2 is given as a label); the black line labelledHypo is the attenuation obtainedbyBindi et al. (2023a) considering
only the hypocentral distance, after applying an arbitrary vertical offset.

Figure 4 Median (circle) and 95%confidence interval (ver-
tical error bar) of the attenuation coefficientsαk in equation
2 computed over circles of different radius (i.e., 5, 10, 15, 20,
30, 40, 60, and 80 km) centered in [-117.75,35.75] and az-
imuths every 5 degrees, considering the results for four dif-
ferent frequencies.

tion of the absorption coefficients α at 2 Hz and 14 Hz,
while the right panels show the total attenuation (i.e.,
geometrical spreading and absorption along the path)
with distance for 8 different azimuths corresponding to
the red lines shown in the left panels. The attenuation
with distance is comparedwith theHYPOmodel, whose
attenuation curves (black curves) are arbitrarily shifted
to match the 2D curves at about 4 km. The attenuation
withdistance associatedwith the geometrical spreading
alone is also shown (red lines). Although the geometri-
cal spreading exponent n is allowed to vary freely with
frequency, its variability remains limited, ranging from
0.794 to 0.814, with values of 0.804 at 2Hz and 0.813 at 14
Hz. The maps in Figure 3 reveal a clear spatial variabil-
ity in the absorption coefficients, with distinct patterns
emerging at higher frequencies. The azimuthal spread
of the attenuation curves highlights an increasing spa-
tial heterogeneity with frequency, showing stronger at-
tenuation from the crossing point of the red lines in the
left maps towards the east and northeast sectors, com-
pared to the west. Additionally, at higher frequencies,
the HYPOmodel exhibits amore rapid attenuation with
distance.
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Figure 5 Site amplifications (left) and acceleration source spectra (right) obtained by the spectral decomposition after the
correction for attenuation effects. In the left plot, the black curve represents the site amplification constraint applied to the
reference stations; in the right plot, the source spectra are colored according to their magnitude.

To quantify the variability captured by the 2D model,
Figure 4 shows the mean and standard deviation of the
attenuation calculated over circles of increasing radii
and centred as in Figure 3, considering the values for
0.5, 2, 14 and 25 Hz. In addition to showing the atten-
uation of the mean values with distance, Figure 4 also
quantifies the variability captured by the 2D compared
to the single-value attenuation for the homogeneous
HYPOmodel. At 30 km, the 95% confidence interval for
the log10 of the attenuation are 0.256 at 2Hz and 0.347 at
14Hz. This variability increaseswith distance, reaching
0.290 and 0.473, respectively, at 80 km.The observed in-
crease in the confidence interval with frequency is con-
sistent with expectations, reflecting the grater spatial
heterogeneity of the absorption coefficientsα at shorter
wavelengths.

5 Results on source

The FAS corrected for the 2D attenuation model are in-
verted to separate the source and site terms. Figure 5
shows the distribution of the site amplifications (left)
and acceleration source spectra (right). The obtained
non-parametric source spectra are then fitted to the
Brune omega-square sourcemodel (Brune, 1970) to esti-
mate the seismicmoment Mo and the corner frequency
fc:

S(f) = K(2πf)2 Mo

[1 + ( f
fc

)2]
, (3)

where the constant K has been set so that the seismic
moment of events with magnitudes between 3 and 5
matches on average the AdvancedNational Seismic Sys-
tem Comprehensive Earthquake Catalog (ComCat) mo-
ment magnitude (i.e., K is used to remove the average
bias with respect to the ComCat catalog). The source
parameters of the M6.4 and M7.1 events are not evalu-
ated in this study. The stress drop is computed from Mo

Figure 6 Comparison of the stress drop values obtained
using different attenuation models. The results obtained in
this study with the 2D attenuation model are shown along
the x-axis; the results obtained by (Bindi et al., 2023a) us-
ing theHYPO (black circles) and the EpiH (circles colored ac-
cording to the depth of the earthquake) attenuationmodels
are reported along the y-axis.

and fc by assuming a circular rupture of radius r with
uniform stress drop (Eshelby, 1957; Keilis-Borok, 1959;
Brune, 1970):

r = 0.37β

fc
, (4)

∆σ = 7
16

Mo

r3 . (5)

In equation 4 we use the 3D velocity model by White
et al. (2021) to estimate the shear wave velocity β at the
hypocenter location.
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Figure7 Comparisonof the stressdropdistributions com-
puted considering the results shown in Figure 6. The differ-
ent colors indicate different attenuationmodels, i.e., the 2D
model of equation (1) and the HYPO and EpiH models by
Bindi et al. (2023a).

Figure 6 compares the stress drop values obtained
using the three attenuation models. The values from
the 2D model are plotted along the x-axis, while those
from the HYPO and EpiH models (Bindi et al., 2023a)
are shownon the y-axis. On average, the results are con-
sistent across models, though the EpiH model exhibits
a larger spread that is influenced by depth. Although
the overall stress drop distributions (Figure 7) are sim-
ilar, with only slight differences in the median and in-
terquartile range, the analysis of their differences re-
veals distinct patterns (Figure 8).

The 2D and HYPOmodels yield closely matching val-
ues, whereas the differences between the EpiH and 2D
models display a larger spread and a positivemean shift
of approximately 0.2 in log10 units, aligning with the
trends observed in Figure 7. Furthermore, the his-
tograms in Figures 8c and 8d confirm that these dif-
ferences are depth-dependent, with hypocentral depth
driving the observed variations. The color scale, which
represents the average depth of events contributing to
each bin, highlights this depth-controlled trend.

Figure 9 presents the stress drop values for individual
earthquakes obtained using the 2D attenuation model,
displayed in bothmap view and vertical projection. The
pointwise distribution in the vertical projection is in-
terpolated using kriging to generate a 2D stress drop
map. Figure 10 compares the vertical stress drop sec-
tions derived from the three attenuation models, em-
phasizing differences in the amplitude of lateral and
depth-dependent variations. To ensure the robustness
of the results, only regions where the kriging variance
falls below the 75th percentile of the overall cumulative
variance distribution are displayed in Figure 10. Figure
11 complements this by showing themedian stress drop
as a function of depth for each attenuationmodel, as ex-
tracted from the corresponding sections in Figure 10.

6 Discussion

In the 2D cell-based approach, attenuation along the
source-to-station ray path, after correcting for geo-
metrical spreading, is distributed along a horizontal
straight line based on the intersection length within
each crossed cell. As a result, information from mul-
tiple ray paths propagating at different depths beneath
each cell is mixed, making the depth at which the ab-
sorption coefficient is most representative dependent
on the vertical sampling of rays passing below the cell.
Given that this sampling can be highly heterogeneous
across the study region, interpreting the 2D absorption
map purely in terms of lateral variations in an apparent
Q may not be fully justified. Coupling the source pa-
rameter estimation with a 3D Q tomography would al-
low to consider the impact of the 3D velocity and atten-
uation structure on the source parameters estimation
(Scherbaum, 1990; Edwards et al., 2008; De Gori et al.,
2023) but to perform a 3D frequency dependent Q to-
mography (Koulakov et al., 2010) is beyond the aim of
the present study.
Although the dataset analyzed covers a limited area,

and the used 2D approach considers only hypocentral
distances between 15 and 100 km, Figure 2 indicates
that the lateral contrasts observed in the absorption
maps (Figure 3) can partially be attributed to the pre-
dominance of shorter ray paths in the central region,
particularly in the eastern and northeastern sectors,
sampling the uppermost layers. In contrast, longer ray
paths, which dominate in the southern part of the study
area and near its boundaries, are more representative
of attenuation at greater depths. Despite this limita-
tion, our primary objective is not to derive an atten-
uation map but to assess the impact of different ap-
proaches in capturing propagation effects. In this re-
gard, the cell-based method provides a key advantage:
it absorbs azimuthal variations in attenuation within
the propagation term, preventing these variations from
influencing the source term. Figures 3 and 4 illus-
trate a significant azimuthal variability in attenuation,
which, as expected, is more pronounced at higher fre-
quencies and larger distances. The variability of the
2D attenuation, quantified as extension of the 95% con-
fidence interval of the azimuthal-dependent attenua-
tion values measured over a circle of 80 km radius cen-
tered in (-117.5,35.75) is 0.290 at 2 Hz and 0.473 at 14
Hz, in log10 units. For a smaller radius of 30 km, the
corresponding 95% confidence intervals are 0.256 and
0.347, respectively. This variability is not captured by
the HYPO attenuation models, which parameterize at-
tenuation solely as a function of hypocentral distance
and frequency. From the perspective of non-ergodic
ground motion models (Meng and Goulet, 2023), this
represents a reduction in the path aleatory variability
which is transferred to the epistemic uncertainty asso-
ciated with the absorption coefficients, compared to a
ground motion model that relies only on hypocentral
distance as an explanatory variable.
The FASs corrected for the propagation are used to

separate source and site contributions and thenonpara-
metric source spectra are in turn fitted to a Brunemodel
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Figure 8 Distributions of the dif-
ference between the logarithm of
the stress drops obtained in this
study using the 2D attenuation
model and the values computed
considering the HYPO and EpiH at-
tenuation models by Bindi et al.
(2023a). a) violin plot represen-
tation of the distributions; b) the
same as in panel a) but showing
the density distributions and the
box plots (median and interquar-
tile range); c) histogram of the dif-
ferences between the logarithm of
the stress drops computed using
theHYPOand2Dattenuationmod-
els. Each bin of the histogram is
colored according to the average
depthof the correspondingevents.
d) same as in panel c) but consid-
ering the difference between the
EpiH and 2D results.

Figure 9 Top. Location of the analysed
earthquakes in the NAD83, California Albers
coordinate system, color coded with the
stress drop of the events; themagenta arrow
indicates the trace of the vertical plane used
to construct the vertical section; the positive
direction of the U-axis is towards North-West
(NW), and 0 indicates its origin. Bottom. Or-
thogonal projections over the vertical plane
intersecting the surface along the U-axis (up-
per frame); each circle is colored according
to the stress drop value. Crosses indicate
the hypocenters of theM6.4 andM7.1 earth-
quakes, not used for the stress drop anal-
ysis; triangles indicate the location of the
CLC (China lake), WRC2 (Renegade canyon)
and WCS2 (Coso Hot Springs 2) stations of
theSouthernCaliforniaSeismicNetworknet-
work (CI).
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Figure 10 Kriging of the stress drop values over the vertical cross section of Figure 9 considering the 3 different attenuation
models as indicated by the labels in each frame; small white dots indicate the projections of the event hypocenters; crosses
indicate thehypocentersof theM6.4andM7.1 events; triangles indicate the locationsof the stationsCLCandWRC2ofnetwork
CI (see Figure 9). Labels from 1 to 3 indicate areas discussed in the text.

Figure 11 Median and 95% confidence interval of stress
drop as function of depth, considering the results shown in
Figure 10.

to determine seismic moment and corner frequency.
When the stress drop distributions for the three at-
tenuation models are considered, the overall statisti-
cal characteristics are similar. The mean and standard
deviation of log ∆σ for the HYPO, EPIH and 2D mod-
els are (−0.103 ± 0.30), (0.015 ± 0.273), and (−0.05 ±
0.301), respectively. The standard deviations we obtain
agree with Chen et al. (2025), who found that, when
applied to the Ridgecrest dataset, a spectral decompo-
sition method with depth-dependent attenuation pro-
duced the smallest stress drop variability. When the
distributions of the log ∆σ differences are analysed, the
HYPO and 2D models provide a zero-mean distribution
with a small spread (the standard deviation of the differ-
ences is 0.06). On the contrary, the EpiH-2D differences
show a large spread (the 2.5th and 97.5th percentiles are
-0.249 and 0.324, respectively), with a positive median
(0.15) and a bi-modal shape. The variability of the dif-
ferences is controlled by depth and the two modes of
the distribution correspond to average depths of about
8.7 km and 2.9 km.

Previous studies have shown that stress drop values in
the study area exhibit significant variability over just a
few kilometers (Trugman, 2020; Vandevert et al., 2024).
This variability suggests that the Ridgecrest sequence
activated a complex network of faults with different
sizes and geometries (Ross et al., 2019; Shelly, 2020)
within a heterogeneous stress environment. Therefore,
to identify spatially coherent patterns common to the
stress drop estimates from the three attenuation mod-
els, we apply a kriging interpolation to stress drop val-
ues projected onto a vertical plane, as illustrated in
Figure 9. The 2D (Figure 10a) and HYPO (10b) atten-
uation models reveal stress drop patterns consistent
with previous studies (e.g., Trugman, 2020) (and refer-
ences therein). A high-stress-drop region is observed
near the hypocenters of the mainshocks (marked by
crosses), with the 2D model showing the largest am-
plitudes. Lower stress drop values are concentrated at
shallower depths (Figures 10a,b), particularly towards
thenorthwestern edge of the study region (label 1 in Fig-
ure 10a) near station WRC2 (Figure 9) and at the junc-
tion with the left-lateral orthogonal fault that ruptured
during the M6.4 sequence (the low stress drop area is
extending southward from distance zero, label 2 in Fig-
ure 10a). Additionally, a high-stress-drop zone (label 3)
is detected at depths of approximately 4 to 8 km in the
regionbetween stationsCLCandWRC2 (triangles inFig-
ure 10), where the main fault associated with the M7.1
mainshock exhibits a bend (e.g., Goldberg et al., 2020).
While the interpolated stress drop maps from the

HYPO and 2D models display similar spatial patterns,
the 2Dmodel generally produces higher stress drop am-
plitudes at depth. In contrast, the EpiH model (Figure
10c) amplifies the lateral stress drop contrasts at shal-
low depths while reducing or even inverting the verti-
cal stress drop gradient (see also Figure 6). Therefore,
the comparison in Figure 10 suggests that incorporat-
ing hypocentral depth into the attenuation model (i.e.,
using different attenuation models for different depth
ranges as for EpiH) has a greater influence on the re-
sults than accounting for lateral variations through the
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cell-based approach, in agreement with the conclusion
drawn by Zhang et al. (2022) for the Parkfield borehole
network. This observation is further supported by the
median ∆σ profiles with depth shown in Figure 11, de-
rived from the corresponding sections in Figure 10. The
HYPO and 2D models yield very similar results, with
noticeable differences only at the greatest depths (see
also Figures10a,b). In contrast, the EPIH model pro-
duces less variable ∆σ values overall, with average val-
ues higher than 2D and HYPO above 8 km and lower
values at greater depths. The EPIH results show a pos-
itive ∆σ gradient with depth above 5 km and below 9
km, while exhibiting a negative gradient in the inter-
mediate depth range. Overall, the results in Figure 11
underscore the strong sensitivity of spatial variability
of the source parameter estimates to the assumptions
made about depth-dependent attenuation in the under-
lying models.

7 Conclusions
We estimated the stress drop of the 551 earthquakes
from the 2019 Ridgecrest sequence using a spectral de-
composition approach that incorporates a cell-based
grid model for the attenuation term. While represent-
ing 3Dwave propagationwith a planar cell-basedmodel
limits the direct interpretation of the resulting absorp-
tion coefficients as a fully anelastic attenuation map,
this simplified approach offers the advantage of allow-
ing the propagation term in the spectral decomposition
to partially account for lateral variations in attenuation.
This, in turn, shifts part of the aleatory variability to
epistemic uncertainty associated with the 2D attenua-
tion model. When comparing the stress drop distribu-
tions obtained using three different approaches to cap-
ture spectral attenuation, we find that the overall distri-
butions are consistent and scale approximately one-to-
one with each other. However, the model that explic-
itly accounts for depth-dependent attenuation exhibits
a larger spread in stress drop values, with depth exert-
ing a significant influence.
A spatial comparison of individual stress drop values,

including cross-sectional maps obtained via kriging, re-
veals that the 2D cell-based approach produces spatial
patterns similar to those observed in the hypocentral
distance attenuation model, albeit with larger ampli-
tudes at depth. The key features are also consistent
with findings fromprevious studies. Specifically, we ob-
serve a pattern of high stress drop in the region where
the M7.1 and M6.4 earthquakes occurred, while low
stress drop values are concentrated at shallower depths,
particularly at the northeastern boundary of the study
area (toward the Coso region) and at the junction with
the left-lateral fault activated during theM6.4 sequence.
The stress dropmap generated by the depth-dependent
attenuationmodel enhances the contrast of shallowpat-
terns while reducing or even inverting the depth gradi-
ent. Additionally, all three models consistently identify
a region of high stress drop between 4 and 8 km depth
in the area between stations CLC and WRC2, north of
the M7.1 hypocenter, where the primary fault exhibits
a bend.

In conclusion, introducing an attenuation model
that accounts for lateral variations in attenuation does
not significantly alter the overall stress drop distribu-
tion compared to a simple distance-dependent model.
While spatial comparisons reveal more localized differ-
ences, the most pronounced impact arises when the at-
tenuation model incorporates depth dependence.
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