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Text S1 

In this study, we introduced the uncertainty of the Green's function into the data covariance matrix, and estimated the 

hyperparameters using ABIC (Akaike, 1980), thereby achieving stable and detailed estimation of the seismic source process 

with a high-degree-of-freedom model (Yagi and Fukahata, 2011, Shimizu et al., 2020). However, our approach cannot evaluate 

the effect of non-Gaussian modeling errors resulting from the model settings. Here, we tested our modeling using multiple 

different model settings and evaluated the robustness of the results.  

First, in order to evaluate the effect of the velocity structure setting on the inversion results, we used four different velocity 

structures (Tables S2–S5) from CRUST1.0’s 1x1-degree cells (Laske et al., 2013) around the seismic source region: the 

northeast model (cell center: 21.5°N, 96.5°E), the northwest model (cell center: 21.5°N, 95.5°E), southeast model (cell center: 

20.5°N, 96.5°E) and southwest model (cell center: 20.5°N, 95.5°E). Although the other model settings were set at the same 

values as used for the optimum analysis, we only changed the velocity structures to conduct inversion. Fig. S2 shows the 

spatiotemporal evolution of the potency-rate density using different model settings. Using four different velocity structures it 

was found that the characteristics of E1 were well reproduced. For example, all models show that after the initial rupture 

propagated to the south, at 8 s from the origin time (OT) the rupture propagated asymmetrically in a bilateral way to the north 

and south. In addition, the characteristics of E2 were also reproduced, for example the feature showing the rupture started 

around 120 km south of the hypocenter, and propagated asymmetrically in a bilateral way to the south and north, as well as 

the feature showing the potency-rate density was relatively large throughout the E2 rupture region from OT+45 s to OT+58 

s. When using the two velocity structures on the west side, the potency-rate density was high at the start of the rupture of the 

E2 episode. In addition, the estimates of the rupture area after OT+60 seconds tend to be sensitive to the velocity structure 

settings. 

Next, in order to evaluate the effect of the model plane assumption on the inversion results, we performed an inversion 

with an alternative model plane inclination (dip angle) of 90° and an inversion with the hypocentral depth set to 10 km. Similar 

to the above structural model examination, the rupture propagation behavior of E1 and E2 were reproduced, but the 

characteristics of the potency rate distribution after OT+60 s varied depending on the model setting.  

Finally, we set the knot interval of the potency-rate density function to 1.0 second and the input observed waveforms with 

a sampling interval of 1.0 s. In this case, the behavior of the rupture propagation in E1 and E2 were reproduced, but the rupture 

area after OT+60 seconds varied depending on the setting.  

In summary, the examination using the seven alternative models considered in this study showed that the rupture 

propagation behavior in E1 and E2 were robustly estimated, while it was clear that the spatial distribution of the potency-rate 

density after OT+60 seconds could not be stably estimated. 

Comparing the potency density tensor distributions on the map obtained by integrating the potency-rate density tensors 

(Fig. S3), it is confirmed that the areas with high potency density commonly exist from 21.5°N to 22.25°N and from 20.5°N 

to 21.25°N in all results. The strike direction of the potency density tensors shows the counterclockwise rotation from north 

to south of the model domain in all results. The feature that the dip of the north-south nodal plane is around 60° in the rupture 

area of E1 and around 80° in the rupture areas of E2 and E3 is reproduced even with different model settings. These results 

show that the potency density tensors distribution and the change of dip angle along strike direction are robustly reproduced. 

  



 
 
Table S1: Structure from AK135-F (Kennett et al., 1995; Montagner and Kennett, 1996) used for calculating Green’s 
functions 

VP (km/s) VS (km/s) Density (103 kg/m3) Thickness (km) 

5.80 3.46 2.45 20.00 

6.50 3.85 2.71 15.00 

8.04 4.48 3.30 - (Moho) 

 
 
Table S2: The northeast structure model (cell center: 21.5°N, 96.5°E) from CRUST1.0 (Laske et al., 2013) used for 
calculating Green’s functions 

VP (km/s) VS (km/s) Density (103 kg/m3) Thickness (km) 

6.10 3.55 2.74 14.80 

6.30 3.65 2.78 13.61 

7.00 3.99 2.95 5.93 

8.01 4.45 3.30 - (Moho) 

 
 
Table S3: The northwest structure model (cell center: 21.5°N, 95.5°E) from CRUST1.0 (Laske et al., 2013) used for 
calculating Green’s functions 

VP (km/s) VS (km/s) Density (103 kg/m3) Thickness (km) 

2.50 1.07 2.11 0.34 

4.00 2.13 2.37 4.00 

5.00 2.88 2.54 1.00 

5.90 3.44 2.67 10.04 

6.30 3.62 2.74 9.73 

6.90 3.87 2.91 9.73 

8.06 4.48 3.32 - (Moho) 

 
 
Table S4: The southeast structure model (cell center: 20.5°N, 96.5°E) from CRUST1.0 (Laske et al., 2013) used for 
calculating Green’s functions 

VP (km/s) VS (km/s) Density (103 kg/m3) Thickness (km) 

6.10 3.55 2.74 14.65 

6.30 3.65 2.78 13.61 

7.00 3.99 2.95 5.94 

7.96 4.43 3.28 - (Moho) 

 
 



Table S5: The southwest structure model (cell center: 20.5°N, 95.5°E) from CRUST1.0 (Laske et al., 2013) used for 
calculating Green’s functions 

VP (km/s) VS (km/s) Density (103 kg/m3) Thickness (km) 

2.50 1.07 2.11 0.23 

4.00 2.13 2.37 4.00 

5.00 2.88 2.54 2.50 

5.90 3.44 2.67 9.52 

6.30 3.62 2.74 9.24 

6.90 3.87 2.91 9.24 

8.02 4.46 3.31 - (Moho) 

 
  



 
 

 
 
Figure S1. Observed (black) and synthetic (red) waveforms calculated from the optimum model. The station code and 
channel, maximum amplitude of observed data, station azimuth (Az.) and epicentral distance (Del.) are on the left of 
each panel. The sampling interval for all waveforms is 0.05 s, and an anti-aliasing filter is applied.   



 

 

 
 

Figure S2. Compilation of potency-rate density evolution from the sensitivity test (Text S1). The star shows the initial 

rupture point. The dashed lines are the reference rupture speeds. (a–d) The solutions using the alternative structural models 

(Tables S2–S5). (e) The solution using the alternative model plane setting (90° dip). (f) The solution using the alternative 

initial rupture depth (10 km). (g) The solution using the alternative sampling interval (1.0 s). (h) The CRUST1.0’s 1x1-

degree cells (Laske et al., 2013) when selecting the alternative structure models (Tables S2–S5). The dashed lines show the 

active faults (Styron and Pagani, 2020). The background topography is from SRTM15+V2 (Tozer et al., 2019). 
 



 

Figure S3. Compilation of potency density tensor distributions from the sensitivity test (Text S1). The star shows the initial 

rupture point. The lines show the active faults (Styron and Pagani, 2020). (a–d) The solutions using the alternative structural 

models (Tables S2–S5). (e) The solution using the alternative model plane setting (90° dip). (f) The solution using the 

alternative initial rupture depth (10 km). (g) The solution using the alternative sampling interval (1.0 s).   



 

Figure S4. Comparison of the synthetic waveforms generated from the synthetic test adopting different rupture speed 

scenarios. (a) A schematic diagram of the model setting for the synthetic test. The star indicates the epicenter. The red rectangle 

shows the model plane with the thicker line representing the model top. The vector is the direction of the southward rupture 

propagation. For calculating the synthetic waveforms, we set the fault with length of 110 km and width of 20 km. The focal 

depth of the hypocenter was 18 km, and the strike, dip and rake of the fault plane are 353°, 80° and 180°, respectively. Uniform 

slip distribution with random noises and southern unilateral rupture are assumed on the fault plane. The rise time of each node 

is 5 s. We use the ak135 model (Kennett et al., 1995; Montagner and Kennett, 1996) as the velocity structure model. (b) The 

dashed and solid lines show the synthetic waveforms calculated with assumed rupture front speeds of 2.5 and 5.5 km/s, 

respectively. The sampling rate of all waveforms is 0.05 s. (c) The station distribution (triangles) corresponding to the traces 

in Fig. S4 (b).  
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