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Abstract Surface traces of earthquake faults are complex and segmented on multiple scales. At seis-
mogenic depth the detailed geometry of faults and earthquake rupture is mainly constrained by earth-
quake locations. Standard earthquake locations are usually too diffuse to constrain multi-scale fault geom-
etry, while differential-timing relocation mainly improves finest scale precision. NLL-SSST-coherence, an en-
hanced, absolute-timing earthquake location procedure, iteratively generates traveltime corrections to im-
provemulti-scale precision and uses waveform similarity to improve fine-scale precision. Here we apply NLL-
SSST-coherence to large-earthquake sequences and background seismicity along strike-slip faults in Califor-
nia. Our relocated seismicity at seismogenic depth along major fault segments and around large-earthquake
ruptures oftendefines smooth, planar or arcuate, near-vertical surfaces across the sub-km to10’s of kmscales.
These results show that multi-scale smooth fault segments are characteristic of major, strike-slip fault zones
andmaybeessential to large earthquake rupture. Our results suggest that smoothness and curvature of faults
influences earthquake initiation, rupture, rupturedirection andarrest, and candefine earthquakehazard. The
results corroborate that surface traces of strike-slip fault zones reflect complex, shallow deformation and not
directly simpler,main slip surfaces at depth, and support use of planar or smoothly curved faults formodeling
primary earthquake rupture.

Non-technical summary Surface tracesof earthquake faults, likemany featuresof thenatural land-
scape, are irregular and complex across many scales, from microscopic to many kilometers. However, there
are conflicting views on the geometrical complexity and smoothness of earthquake faults deeper in the Earth
at seismogenic depth, wheremost earthquakes occur - about 4 to 15 km formany large faults in California. But
knowing fault geometry at seismogenic depth is key to understanding earthquakes, including the initiation,
growth, and hazard of large earthquakes. The detailed geometry of earthquake faulting at seismogenic depth
is mainly constrained by seismicity—earthquake locations derived from earthquake waves on seismograms.
But the precision of earthquake locations from routine seismic networkmonitoring is insufficient for imaging
the detailed geometry of faults, while modern, high-precision location procedures mainly improve locations
on only the finest, sub-kilometer scales. Here we apply a new, multi-scale, high-precision earthquake loca-
tion procedure to earthquake activity along major strike-slip faults in California. Our relocations reveal main
fault zones at seismogenic depth as smooth, planar or arcuate, near-vertical surfaces across the sub-km to
10’s of km scales. These results suggest that multi-scale smooth faulting is characteristic of major strike-slip
fault zones, likely influences earthquake initiation, rupture, rupturedirectionandarrest, andmayevenbenec-
essary for large earthquake to occur. The results can aid in mapping earthquake hazard, and underline that
surface fault traces mainly reflect complex, secondary, shallow deformation and not directly simpler, large
earthquake slip surfaces at depth.

1 Introduction

The geometry, complexity and smoothness of faults are
related to maturity of fault zones, rupture physics and
earthquake hazard (Okubo and Dieterich, 1984; Ben-
Zion and Sammis, 2003; Dieterich and Smith, 2010; Fang
and Dunham, 2013; Scholz, 2019). Surface traces of
major, strike-slip earthquake faults are typically com-
plex and segmented, and it is often considered that
these shallow features reflect the fault geometry at seis-
mogenic depth and control the size, initiation, arrest,

∗Corresponding author: anthony@alomax.net

and recurrence intervals of large earthquake rupture
(Bakun, 1980; Bakun et al., 1980; King and Nábělek,
1985; Wesnousky, 2006; Manighetti et al., 2007; Wes-
nousky, 2008; Klinger, 2010).
The roughness of natural faults has been idealized as

fractal or self-affine (Aviles et al., 1987; Power et al.,
1988; Scholz, 2019). Fault surfaces on smaller scales
(e.g., up to ~100 m) are often close to statistically self-
similar but acquire scale dependence as a result ofwear,
at least along the direction of slip (Power et al., 1988; Re-
nard et al., 2006; Sagy et al., 2007). However, the magni-
tude and sense of any roughness scaling depends on the
definition of roughness, how it is measured, and if re-
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ferring to single ormultiple fault strands (Beeler, 2023).
Surface mapping and exhumed faults suggest faults are
roughor corrugated at all scales, fromsub-millimeter to
hundreds of km, but with a scale dependence (Candela
et al., 2012; Renard andCandela, 2017; Beeler, 2023). On
scales of up to ~100 m the roughness of exposed fault
surfaces is found to decrease with total slip (Sagy et al.,
2007). Larger scale surfacemapping implies a reduction
in fault system complexity with increasing geologic off-
set (Wesnousky, 1988; Stirling et al., 1996; Perrin et al.,
2016; Manighetti et al., 2021). And fractal analysis of
the main San Andreas, California fault trace indicates
it is simple or planar at scales larger than about 1-2 km
(Aviles et al., 1987).
The seismogenic depth, a brittle zone where most

co-seismic slip and energy release occurs, is from 4
km or less to 10-15 km for many large faults in Cal-
ifornia (Sibson, 1982; Marone and Scholz, 1988). At
these depths, standard, arrival-time relocations of back-
ground seismicity and aftershock sequences are usu-
ally too diffuse to constrain multi-scale and detailed
fault geometry. For the ~60 km Parkfield segment of
the strike-slip, San Andreas fault in California, various
high-precision, differential-timing relocations image a
twisting (Thurber et al., 2006; Kim et al., 2016; Perrin
et al., 2019), straight (Simpson et al., 2006) or predom-
inantly planar (Thurber et al., 2006) surface, and, on
the km scale, as multiple active fault patches offset by
tens to hundreds of meters perpendicular to the over-
all fault surface (Nadeau et al., 1994; Waldhauser et al.,
2004). However, the geometry of faults segments and
the main rupture zones of larger earthquakes are usu-
ally modeled as (Savran and Olsen, 2020; Ramos et al.,
2022), and often imaged as (CockerhamandEaton, 1984;
Schaff et al., 2002; Graymer et al., 2007;Waldhauser and
Schaff, 2008; Lomax, 2020a) smooth, near-planar sur-
faces.
Thus, current understanding of the multi-scale ge-

ometrical complexity and smoothness of faults and
earthquake rupture zones at seismogenic depth is based
on conflicting results (see also Goebel et al., 2014). This
shortcoming hinders better understanding of earth-
quake rupture physics and of the relations between
faulting at seismogenic depth and surface traces, with
important ramifications for earthquake hazard assess-
ment.
Seismicity, the distribution of earthquakes in space,

time, and size, is fundamental for understanding earth-
quakes and for earthquake hazard assessment and fore-
casting (e.g. Scholz, 2019). Seismicity can show the ge-
ometry and activity of faults, the stages of earthquake
initiation, and the extent of large earthquake rupture.
In particular, seismicity can provide detailed informa-
tion on fault geometry at seismogenic depth, including
on and around surfaces ofmain, co-seismic slip and en-
ergy release. However, relative to the needs of modern
seismological study, standard, arrival-time based earth-
quake locations often have low accuracy and preci-
sion, where accuracy is closeness to a usually unknown
ground-truth, and precision is relative location accu-
racy–the correctness of the relative positions of nearby
hypocenters. Useful and unbiased determination of the

geometry, complexity and smoothness of faults from
seismicity requires earthquake location with uniformly
high precision over multiple scales.
NLL-SSST-coherence (Lomax and Savvaidis, 2022), a

recently developed, arrival-time earthquake location
procedure, iteratively generates traveltime corrections
to improve precision over many scales (e.g., from the
size of a study area to ~1 km) and then uses waveform
similarity to further improve precision on the finest
scales (e.g. sub-km). NLL-SSST-coherence provides
multi-scale, high-precision earthquake location.
Here, extending the work of (Lomax and Henry,

2022), we apply NLL-SSST-coherence to relocate recent
large-earthquake sequences and background seismic-
ity on major strike-slip faults in and around California.
The relocated seismicity at depth surrounding high-slip
patches of large earthquakes and on long stretches of
major fault zones generally defines planar or arcuate,
near-vertical surfaces that are multi-scale smooth (i.e.,
have fractal or Hausdorff dimension ~2.0 over a speci-
fied range of length scales). These results have implica-
tions for understanding of earthquake rupture physics,
fault zone maturity, hazard, and maximum size, for the
relationship of surface traces and paleo-seismic results
to faulting at seismogenic depth, and for earthquake
rupture modeling.

2 The NLL-SSST-coherence procedure
for high-precision earthquake loca-
tion

There are many means for improving the accuracy and
precision of standard, arrival-time based earthquake
locations. These include use of seismographic sta-
tions close to and above the source zone (Pavlis, 1986;
Gomberg et al., 1990; Billings et al., 1994; Hardebeck
and Husen, 2010; Buehler and Shearer, 2016), 3D (Aki
and Lee, 1976; Crosson, 1976; Thurber, 1983; Miche-
lini and McEvilly, 1991) and geology-based, seismic ve-
locity models (e.g. Ryaboy et al., 2001; Wagner et al.,
2013; Darold et al., 2014; Latorre et al., 2016), station
traveltime corrections (Pavlis and Hokanson, 1985a;
Myers, 2000; Richards-Dinger and Shearer, 2000; Lin
and Shearer, 2005; Lomax, 2008; Nicholson et al., 2008;
Nooshiri et al., 2017; Lomax, 2020a), ground-truth cal-
ibration (Ritzwoller et al., 2003; Bondár and McLaugh-
lin, 2009; Lomax and Savvaidis, 2019), and location
algorithms robust to error in the velocity models or
earthquake arrival-time data (Stauder and Ryall, 1967;
Shearer, 1997; Lomax, 2008; Lomax et al., 2014; Ishida
and Kanamori, 1978).
High-precision, multi-event, relative location meth-

ods (Nakamura, 1978; Poupinet et al., 1982; Frémont
andMalone, 1987; Got et al., 1994; Shearer, 1997; Fehler
et al., 2000; Rowe et al., 2002; Lin et al., 2007; Lan-
dro et al., 2015), including the widely used HypoDD
(Waldhauser and Ellsworth, 2000) andGrowClust (Trug-
man and Shearer, 2017), require and build upon ini-
tial, standard, arrival-time locations. Relative location
methods use waveform similarity and precise, cross-
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correlation, differential timing between events at in-
dividual stations to refine fine-scale, inter-event spa-
tial relations. These methods can image seismicity in
remarkable detail on the finest scales, showing nar-
row streaks, highly localized fault planes and sets of
faulting structures (Got et al., 1994; Rubin et al., 1999;
Waldhauser et al., 2004; Michele et al., 2020). How-
ever, these procedures depend on high-quality initial
locations, good station and ray coverage, and a high-
quality velocity model which produces accurate travel-
times and gradients of travel-time (Michelini and Lo-
max, 2004; Richards et al., 2006;Matoza et al., 2013; Lan-
dro et al., 2015; Gibbons et al., 2017). These procedures
may fail to resolve meaningful, larger and multi-scale
differences between events in epicenter and especially
depth (Schoenball and Ellsworth, 2017; Hauksson et al.,
2020), perhaps because of poor station distribution and
consequent poor ray coverage around the sources, or
because of low accuracy and precision in the underly-
ing, arrival-time locations.
We obtain multi-scale high-precision earthquake re-

locations through the combined use of source-specific,
station traveltime corrections (SSST) and stacking of
probabilistic locations for nearby events based on
inter-event waveform coherence (Lomax and Savvaidis,
2022). We use the NonLinLoc location algorithm (Lo-
max et al., 2000, 2014, NLL hereafter), which performs
efficient, global sampling to obtain an estimate of the
posterior probability density function (PDF) in 3D space
for hypocenter location. This PDF provides a com-
prehensive description of likely hypocentral locations
and their uncertainty, and enables application of the
waveform coherence relocation. Within NLL, we use
the equal differential-timing (EDT) likelihood function
(Zhou, 1994; Font et al., 2004; Lomax, 2005, 2008; Lomax
et al., 2014), which is highly robust in the presence of
outlier data caused by large error in phase identifica-
tion, measured arrival-times or predicted traveltimes.
We use a finite-differences, eikonal-equation algorithm
(Podvin and Lecomte, 1991) to calculate gridded P and
S traveltimes for initial NLL locations.

2.1 Source-specific station term corrections

In a first relocation stage, NLL-SSST-coherence itera-
tively develops SSST corrections on collapsing length
scales (Richards-Dinger and Shearer, 2000; Lomax and
Savvaidis, 2022), which can greatly improve, multi-
scale, relative location accuracy and clustering of events
(Pavlis and Hokanson, 1985b; Richards-Dinger and
Shearer, 2000; Lin and Shearer, 2005; Nooshiri et al.,
2017). In contrast to station static corrections (Tucker
et al., 1968; Ellsworth, 1975; Frohlich, 1979; Lomax,
2005, 2008), which give a unique time correction for
each station and phase type, SSST corrections vary
smoothly throughout a 3D volume to specify a source-
position dependent correction for each station and
phase type. These corrections account for 3D varia-
tions in velocity structure and corresponding distortion
in source-receiver ray paths. NLL-SSST uses smooth,
Gaussian distance kernels for accumulating SSST cor-

rections, while Richards-Dinger and Shearer (2000) use
a fixed number of neighboring events, and Lin and
Shearer (2005) use fixed distance and shrinking-box ap-
proaches.
Spatial-varying, SSST corrections are most effective

for improving relative locations on all scales when the
ray paths between stations and events differ greatly
across the studied seismicity, including when stations
are inside the seismicity distribution, the extent of seis-
micity is large relative to the distance to the stations, or
the depth range of events is large. SSST corrections can
improve multi-scale precision when epistemic error in
the velocity model is large, such as when a 1D, later-
ally homogeneousmodel or a large-wavelength, smooth
model is used in an areawith sharp, lateral velocity con-
trasts or smaller scale, 3D heterogeneities.

2.2 Waveform coherency relocationmethod
In a second relocation stage, NLL-SSST-coherence re-
duces aleatoric location error by consolidating infor-
mation across event locations based on waveform co-
herency between the events (Lomax and Savvaidis,
2022). This coherency relocation, NLL-coherence, is
based on the concept that if the waveforms at a sta-
tion for two events are very similar (e.g. have high co-
herency) up to a given dominant frequency, then the
distance separating these events is small relative to the
seismic wavelength at that frequency (e.g. Geller and
Mueller, 1980; Poupinet et al., 1984), perhaps less than
about a quarter of this wavelength (Geller and Mueller,
1980; Thorbjarnardottir and Pechmann, 1987). A pair
of similar events is a doublet and a set of similar events
may be called a cluster,multiplet or family; these events
all likely occur on a small patch of a fault with similar
magnitude and sourcemechanism (Gedney, 1967;Ham-
aguchi andHasegawa, 1975; Ishida and Kanamori, 1978;
Geller and Mueller, 1980; Poupinet et al., 1982; Nadeau
et al., 1994; Cattaneo et al., 1997; Ferretti, 2005). In
a high-precision, microseismic study Goertz-Allmann
et al. (2017) show for waveformwindows spanning both
P and S waves that correlation coefficients greater than
about 0.7 indicate event multiplets locate within about
0.1 km, which is about a quarter wavelength for the typ-
ical dominant waveform frequency ~20 Hz andwave ve-
locity of ~2.5 km/s shown in their study. The results of
Goertz-Allmann et al. (2017) (their figs. 4 and 6) also
show lack of clustering and large separation of event
pairs for correlation coefficients less than about 0.5.
For detailed seismicity analysis, the precise hypocen-

ter locations of events in multiplets can be assigned to
a unique centroid point or coalesced in space through
some statistical combination of the initial hypocenter
locations (Jones and Stewart, 1997; Kamer et al., 2015).
Alternatively, precise, differential times between like-
phases (e.g., P and S) for doublet events can be mea-
sured using time- or frequency-domain, waveform cor-
relation methods. Differential times from a sufficient
number of stations for pairs of doublet events allows
high-precision, relative location between the events,
usually maintaining the initial centroid of the event po-
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sitions (Nakamura, 1978; Poupinet et al., 1982, 1984; Ito,
1985; Got et al., 1994; Nadeau et al., 1994; Waldhauser
and Ellsworth, 2000; Matoza et al., 2013; Trugman and
Shearer, 2017).

NLL-coherence uses waveform similarity directly to
improve relative location accuracy without the need for
differential time measurements or many stations with
waveform data. The method assumes that high co-
herency between waveforms for two events implies the
events are nearly co-located, and that all of the infor-
mation in the event locations, when corrected for true
origin-time shifts, should be nearly identical in the ab-
sence of noise. Then, stacking over probabilistic lo-
cations for nearby events can be used to reduce the
noise in this information and improve the location pre-
cision for individual, target events. We measure co-
herency as themaximum, normalized cross-correlation
betweenwaveforms from one ormore stations for pairs
of events within a specified distance after NLL-SSST re-
location (5-10 km in this study). We take the maxi-
mum station coherence between the target event and
each other event as a proxy for true inter-event dis-
tances and thus as stacking weights to combine NLL-
SSST location probability density functions (PDF’s) over
the events. In effect, this stack directly improves the
hypocenter location for each target event by combin-
ing and completing arrival-time data over nearby events
and reducing aleatoric error in this data such as noise,
outliers, and missing arrivals. For a ground-truth test
of NLL-SSST-coherence using controlled-source, explo-
sion data from Finland, Lomax and Savvaidis (2022) es-
timated a relative horizontal location error of about 75
m. See Lomax and Savvaidis (2022) for more discussion
and details, and Supplementary File S1 for NLL-SSST-
coherence processing parameters used in this study.

A representation through analogy of the im-
provement of location precision given by NLL-SSST-
coherence and by cross-correlation based, differential-
timing methods is shown in Figure 1. Relative to a
set of true locations, standard catalog locations using
arrival-time based location methods contain multi-
scale distortion primarily due to epistemic error in the
velocity model, and smaller scale blurring primarily
due to aleatoric error in the arrival-time data. NLL-
SSST corrections remove epistemic error to improve
multi-scale precision, and NLL-coherence removes
aleatoric error to improve smaller scale precision.
Differential-timing methods remove mainly aleatoric
error in the arrival-time data to improve smaller and
finest-scale precision, while, in practice (Waldhauser
and Schaff, 2008; Trugman and Shearer, 2017), their
time-difference formulation explicitly ignores and
does not correct for larger scale, epistemic, veloc-
ity model error. These methods thus produce high,
finest-scale precision, but do not remove larger, multi-
scale distortion introduced in underlying, standard
catalog locations. No methods can directly improve
absolute epicenter and depth shifts and distortions on
the largest scale (e.g., the full study area), for which
accurate velocity models and calibration with ground
truth information is needed.

3 NLL-SSST-coherence relocations
along strike-slip faults in California

We present and discuss NLL-SSST-coherence reloca-
tions for well recorded, recent, moderate to large earth-
quake sequences and background seismicity on major
strike-slip faults in and around California (Figure 2).
We do not analyze sequences for very large, Califor-
nia strike-slip earthquakes such as 1993 Mw 7.3 Lan-
ders (Hauksson et al., 1993), 1999 Mw 7.1 Hector Mine
(Hauksson, 2002) or 2019Mw 7.1 Ridgecrest (Ross et al.,
2019) primarily because aftershock seismicity for such
large earthquakes occurs mainly away from main rup-
ture surfaces (e.g. Das and Henry, 2003; Liu et al.,
2003), but also, for the earlier Landers and Hector Mine
events, due to sparsity of station distribution and lack of
available digital waveform recordings.
In most cases we compare the results with high-

precision, cross-correlation based, differential-timing
relocations for the same time period and magnitude
ranges, as available in the Northern California Seis-
mic SystemHypoDD catalog (NCSS-DDWaldhauser and
Ellsworth, 2000; Waldhauser and Schaff, 2008; Wald-
hauser, 2009). The number of available NCSS-DD events
is always less than the number of NLL-SSST-coherence
events since HypoDD relocates only events having a
minimum number of high cross-correlation connec-
tions to nearby events. We analyze the results with
a focus on the geometry and smoothness of apparent
faulting as imaged or inferred by the multi-scale, NLL-
SSST-coherence seismicity. It is important to note that
even small heterogeneities in fault geometry, including
roughness, kinks, bends, or offsets, can have a large ef-
fect on rupture physics (King and Nábělek, 1985; King,
1986; Dieterich and Smith, 2010; Fang and Dunham,
2013).
In the following relocations, we apply NLL-SSST with

a smallest, Gaussian kernel smoothing length of 4 km
or 2 km and apply NLL-coherence using waveforms up
to 10 Hz or 20 Hz frequency (Supplementary File S1).
We obtain formal NLL-SSST-coherence epicenter (errH)
and depth (errZ) uncertainties as low as 100-200m (Sup-
plementary Table S1 and Datasets S1-5). This uncer-
tainty range represents the relative locations accuracy
(precision) of the NLL-SSST-coherence relocations, but
not the absolute location accuracy which may be much
larger. As with other location procedures, NLL-SSST-
coherence does not directly improve absolute epicen-
ter and depth accuracy on the largest scale (e.g., the full
study area), forwhich accurate velocitymodels and cali-
bration with ground truth information is needed. Thus,
in the following, “multi-scale” precision ranges from
approximately sub-km (as low as 100-200 m) to the ex-
tent of each study area.

3.1 Smooth, planar faulting: the Parkfield
segment of the central San Andreas fault

We first examine the 2004 Mw 6.0 Parkfield sequence
and background seismicity along the Parkfield segment
of the central San Andreas fault (Figure 2). The Park-
field segment is at the southeastern end of an over 100
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Figure 1 A photo analogy representing the multi-scale improvement in location precision of NLL-SSST-coherence versus
the fine-scale improvement of differential-timingmethods. NLL-SSST-coherencemaynot achieve the sameprecision at finest
scales as differential-timingmethods such asHypoDDorGrowClust, but can give a better representation of the true geometry
of locations across other scales.

Figure 2 Study areas. Study areas in California and
Nevada for NLL-SSST-coherence relocations presented (ma-
genta) and discussed (white) in this work. Green lines show
faults from theUSGSQuaternary fault and fold database for
the United States.

km long, near-straight stretch of the San Andreas fault
which exhibits surface creep, and just northwest of a
long, locked stretch of the fault that hosted the 1857 M

7.9 Fort Tejon earthquake (Bakun et al., 2005; Langbein
et al., 2005). It is generally accepted (e.g. Simpson et al.,
2006; Thurber et al., 2006) that there is a single main
fault surface at seismogenic depth for the 2004 rupture,
and that this rupture falls not along the curved, main
San Andreas surface trace, but instead along and under
the straighter, Southwest Fracture zone (Figure 3).

For the Parkfield area, NCSS-DD HypoDD relocations
(NCSS-DD Waldhauser and Schaff, 2008; Waldhauser,
2009) show a fault geometry that is kinked and small-
scale segmented (Figure 3ac Waldhauser et al., 2004),
a common result for high-precision, differential-timing
relocation. In contrast, NLL-SSST-coherence reloca-
tions (Figure 3bd) show a much smoother, near-planar
fault surface across scales from sub-km to the ~50 km
study extent. The difference in geometry for the two
sets of relocations is emphasized by a singular value
decomposition (SVD) fit of a single plane to each of
the respective hypocenter sets (Figure 3cd); the mean
absolute deviation of NLL-SSST-coherence hypocenters
from their SVD plane (140m) is 54% of that for NCSS-DD
(260 m). These characteristics and differences between
the two sets of relocations are accentuated in stretched
views of the seismicity (Supplementary Figure S1) and
in animated, rotating views along the San Andreas fault
zone (Supplementary Movies S1 and S2).

The near-planar surface defined by the NLL-SSST-
coherence relocation follows the overall trend of sur-
face faults on the largest scales, but not the smaller scale
segmentation and complexity of these faults. At seismo-
genic depth the NLL-SSST-coherence relocations show
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Figure 3 Seismicity along the central San Andreas fault zone around Parkfield. M ≥ 1.0 hypocenters from 1984-01-01 to
2022-02-22 in map view for (a) 10384 NCSS-DD and (b) 11314 NLL-SSST-coherence event relocations; inner gray box shows
area used for SVD fit of plane to hypocenters from 2.5 to 15 km depth. Lateral views from ~S40◦E along best fit SVD plane
(near vertical, cyan line) for each catalog shown for (c) NCSS-DD and (d) NLL-SSST-coherence. Hypocenter color shows origin
time (yellow events after the 2004 Mw 6.0 mainshock), symbol size is proportional to magnitude; larger yellow and white
dots show and 2004 Mw 6.0 hypocenter and approximate 1966 M 5.5 epicenter, respectively. Inverted pyramids show nearby
seismic stations used for relocation. Light purple lines show faults from the USGS Quaternary fault and fold database for
the United States, SAFZ – San Andreas fault zone, SWFZ – Southwest Fracture zone, MM – Middle Mountain, GH – Gold Hill.
Background topography from OpenTopography.org. See also Supplementary Movies S1 and S2.

no offsets or bends below the epicenters of the 1966 M
~6 or 2004 Mw 6.0 Parkfield earthquakes. These two
events ruptured nearly the same fault area but initiated
at opposite ends of this area andpropagated in opposing
directions (Bakun et al., 2005); such differences in ini-
tiation point and rupture direction may be possible due
to the planarity and smoothness of the fault at depth,
i.e., fault complexity was not a controlling factor for ini-
tiation and other rupture characteristics (Bakun et al.,
2005).

3.2 Smooth, arcuate faulting: the southern
Calaveras fault zone

We next examine the 1984 Mw 6.2 Morgan Hill, Califor-
nia sequence and background seismicity along a 90 km
stretch of the southern Calaveras fault zone (Figure 4).
The southern Calaveras fault zone, which exhibits

shallow creep, branches towards the north from the
north end of the creeping section of the San Andreas
fault (Watt et al., 2014). Since the installation of dense
seismometer networks in the 1970’s along this stretch of
theCalaveras fault zone therehasbeenabundantmicro-
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Figure4 Seismicity along the southernCalaveras fault zone. M≥1.5hypocenters from1984-01-01 to2022-10-26 inmapand
lateral view from S55◦W of (a) 6138 NCSS-DD and (b) 6419 NLL-SSST-coherence event relocations. Hypocenter color shows
origin time (yellow events within first month after the 1984 Mw 6.2 mainshock), symbol size is proportional to magnitude;
larger white dots show the 1979 M 5.8 and 2007 M 5.4 hypocenters, and large yellow dot the 1984 Mw 6.2 hypocenter. Map
viewsare tilted tobest alignalong thenear-vertical planeofMw6.2 aftershocks around its hypocenter: NCSS-DDviewplunges
81◦ NE; NLL-SSST-coherence view plunges 84◦ NE. Dashed arrows show approximate main rupture direction and extent for
the 1979 M 5.8 (Reasenberg and Ellsworth, 1982) and 1984 Mw 6.2 (Cockerham and Eaton, 1984) events. Inverted pyramids
show nearby seismic stations used for relocation. Light purple lines show faults from the USGS Quaternary fault and fold
database for the United States. Background topography from OpenTopography.org. See also Supplementary Movie S3.

seismicity and several moderate earthquakes, includ-
ing the 1979 M 5.8 Coyote Lake and the 1984 Mw 6.2
events (Oppenheimer et al., 1990), and the 2007 M 5.4
Alum Rock earthquake. For this area, high-precision,
NCSS-DD differential-timing relocations (Figure 4a; see
also Schaff et al., 2002) again show a kinked and seg-
mented character for the main lineation of seismic-
ity. In contrast, NLL-SSST-coherence relocations (Fig-
ure 4b) form a smoother, arcuate lineation on inter-
mediate and larger scales, especially along and around
the 1984 Mw 6.2 aftershock zone (yellow events in fig-
ure). This arcuate lineation follows closely the circum-
ference of a circle of radius 428 km centered to the
south-southwest (Supplementary Figure S2), the signif-
icance of which we discuss later.

Neither set of relocations shows a clear relation of

seismicity to the complex multitude of surface mapped
faults, beyond similar, largest scale trends. And neither
set shows a bend in the fault at seismogenic depth near
the 1979 M 5.8 or 1984 Mw 6.2 hypocenters; such bends
on surface fault traces have been proposed as related to
the rupture initiation point for these and other earth-
quakes (Bakun, 1980; King and Nábělek, 1985). Both
events ruptured to the southeast (Figure 4), with the
1984Mw 6.2 rupture terminating to the southeast where
both sets of relocations show clustered, shallow, off-
fault aftershock seismicity and a possible small offset or
kink at depth, while the 1979 M 5.8 main rupture likely
terminated at a right step in fault segments, with later
aftershocks along the segment further to the southeast
(Reasenberg and Ellsworth, 1982; Oppenheimer et al.,
1990). The 2007 M 5.4 event also ruptured to the south-
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east (Oppenheimer et al., 2010).

3.3 Smooth faulting in oceanic crust: Mendo-
cino triple-junction, California

Next, we consider seismicity from 1995-2022 around
the Mendocino triple-junction, Norther California (Fig-
ure 2). This area hosts a fault-fault-trench triple junc-
tionwith complex, 3D plate interactions: dextral Pacific
– Gorda plate motion across the Mendocino fault zone
(MFZ), oblique subduction of the east-dipping Gorda
plate under the North American plate along the Casca-
dia subduction zone, and dextral North American – Pa-
cific plate motion across the San Andreas fault (Smith
et al., 1993).
For the Mendocino triple-junction area, high-

precision, differential-timing NCSS-DD relocations
(Figure 5a) show diffuse lineations of seismicity off-
shore along the MFZ and in the underlying, subducting
Gorda plate. In contrast, NLL-SSST-coherence relo-
cations (Figure 5b) show a smooth, narrow, gently
curved distribution of hypocenters along the MFZ
around 20 km depth (yellow events in figure) and,
within the Gorda plate, show several narrow, ~20-30km
deep, NW-SE lineations of events suggesting smooth
or linear sets of parallel fractures (Gong and McGuire,
2021; Lomax and Henry, 2022). For these relocations,
NLL-SSST-coherence precision may only be 500 m
to 1 km in some areas due to poor station coverage
(Supplementary Table S1).

3.4 Smaller scale, smooth, planar faulting:
the 1986 M 5.7 Mount Lewis sequence

We next examine on a smaller scale the 1986 M 5.7
Mount Lewis sequence and surrounding, 1984-1999
background seismicity (Figure 2). This sequence oc-
curred just to the north of our southern Calaveras fault
zone study in an ~25 km, north-south area with no
mapped surface faults. The 1986 M 5.7 mainshock had
a north-south oriented, right-lateral strike-slip mech-
anism and a highly productive aftershock sequence
within in a distinctive, north-south oriented “hourglass”
shaped volume (Zhouet al., 1993;Dodge et al., 1996; Kilb
and Rubin, 2002).
For the Mount Lewis sequence, high-precision,

differential-timing NCSS-DD relocations (Figure 6a),
more clustered and organized, NLL-SSST-coherence re-
locations (Figure 6b) and the results of Kilb and Ru-
bin (2002) all define well the extensive, volumetric,
hourglass form of seismicity to the north and south
of the mainshock hypocenter. All sets of relocations
also show a narrow, central, ~2 km long (NCSS-DD)
to ~3 km long (NLL-SSST-coherence; see Supplemen-
tary Movie S5) north-south, tabular trend of foreshocks
(blue) and early aftershocks (yellow) around the main-
shock hypocenter, extending from about 2 km above to
1 km below the hypocenter (large yellow dot). Kilb and
Rubin (2002) interpret this trend as a kinkedmainshock
rupture surface. Here, SVD analyses of events within
a 1.2 km wide rectangular prism centered on the tabu-
lar trends shows that near vertical planes fit well (mean

absolute deviation 66 m for NCSS-DD, 35 m for NLL-
SSST-coherence) all foreshocks, mainshock and early
aftershocks while covering an area similar to that in-
ferred through teleseismic waveform analysis for the
mainshock rupture (Zhou et al., 1993). For the NLL-
SSST-coherence relocations, the aftershocks just north
and south of the SVD plane are mainly offset east and
west, respectively, from the strike of the plane, as ex-
pected for aftershocks concentrating in the extensional
quadrant of a right-lateral, strike-slip event (Kim et al.,
2004). These results suggest a simple, smooth, planar
surface for the main M 5.7 rupture, while most after-
shocks occur outside this surface on extended, complex
secondary structures, including fault sets perpendicu-
lar to main rupture, indicating an immature fault sys-
tem (Kilb and Rubin, 2002).

3.5 Indirect indication of smooth, planar
faulting: southwest of San Francisco

We next consider background seismicity along ~50 km
of the San Andreas fault zone (SAFZ) to the south and
west of San Francisco (Figure 2). The SAFZ to the west
of San Francisco likely hosts the hypocenter of theM7.9
1906 California earthquake (Lomax, 2008). NLL-SSST-
coherence relocations from Feb 1981 to April 2021 for
this area are shown in Figure 7.
A major part of the seismicity forms an ~35 km long

zone at about 5-11 km depth which is rotated about 5◦

clockwise to and crosses under the surface expression
of the SAFZ. This seismicity has predominantly exten-
sional focal mechanisms and is associated with an ex-
tensional, right stepover between the onshore San An-
dreas fault and the offshore Golden Gate fault (Zoback
et al., 1999; Parsons, 2002; Lomax, 2008).
To the south of San Francisco, the onshore surface

trace of the SanAndreas fault (SAFZ and cyan line in Fig-
ure 2a) is nearly linear and exhibited up to 4.5 m of rup-
ture during the M7.9 1906 earthquake (Reid and Law-
son, 1908). These relations and evidence from seismic-
ity (Zoback et al., 1999) and reflection seismics (Hole
et al., 1996) suggest that the active fault surface that
hosted 1906 rupture at seismogenic depth may be rep-
resented by a vertical plane under and along the sur-
face trace. Such a plane delimits well the northeast-
ern boundary of the extensional seismicity along this
segment (Figure 7ab), as also found by Zoback et al.
(1999) and Lomax (2008). The truncation of ongoing ex-
tensional seismicity along a vertical fault may indicate
a strong contrast in geologic structure across the fault
(e.g. Liu et al., 2003) such that present-day background
stress leads to, in this case, distributed, normal fault-
ing to the southwest while the northwest side remain
mainly aseismic.
Along and below the northeast boundary of the ex-

tensional seismicity there is a 30 km long set of seismic-
ity clusters at around 11–13 km depth (Figure 7ac) with
mainly strike-slip focal mechanisms (Lomax, 2008).
This set of deep clusters is well fit by a linear trend ro-
tated about 5◦ clockwise to the SAFZ (white rectangle in
Figure 7c) and which appears to connect the San An-
dreas and Golden Gate faults below and across the ex-
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Figure 5 1995-2024 Mendocino triple-junction relocations. Map view of M ≥ 2.0, 1995-01-01 to 2024-04-01 hypocenters for
(a) 2585 NCSS-DD and (b) 3645 NLL-SSST-coherence event relocations. Hypocenter color shows depth, symbol size is propor-
tional to magnitude. Inverted pyramids show nearby seismic stations used for relocation. Light purple lines show onshore
faults from the USGS Quaternary fault and fold database for the United States; MFZ – Mendocino fault zone; SAFZ – San An-
dreas fault zone. Background topography image fromwww.ncei.noaa.gov. See also Supplementary Movie S4.

tensional stepover. This linear trend of deep seismic-
ity suggests either a linear, strike-slip fault structure
around 12 km depth, or localized, synthetic, or anti-
thetic faulting at the base of a brittle crust in response
to dextral shear across an underlying, linear ductile
zone (Lomax, 2008). An upwards extension of the linear
trend of deep seismicity appears to delimit the north-
eastern boundary of shallower extensional seismicity
(Figure 7a), but examination of the geometrical rela-
tions in 3D and structural considerations favor that this

boundary is right-steppingwith segments parallel to the
main SAFZ.

4 Discussion

4.1 NLL-SSST-coherencemethodology

NLL-SSST and NLL-coherence together greatly increase
precision (relative location accuracy) onmultiple scales
within a standard, arrival-time location framework (Fig-
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Figure 6 1984-1999 Mount Lewis sequence relocations. M ≥ 1.0 hypocenters from 1984-01-01 to 1999-12-31 for (a) 3343
NCSS-DD and (b) 3503 NLL-SSST-coherence event relocations in map view (upper panels) and lateral view from east (lower
panels). Hypocenter color shows origin time (cyan events show foreshocks before the M 5.7 mainshock (large yellow dot),
yellow events the first 7 days of aftershocks), symbol size is proportional to magnitude. Inverted pyramids show nearby
seismic stations used for relocation. White rectangles showplane of best SVD fit to hypocenters in a 0.6 kmwide zone around
the rectangle, heavy line indicates top of the plane. Background topography image from OpenTopography.org. See also
Supplementary Movie S5.

ure 1; Lomax and Savvaidis, 2022). Building on and
making use of the thorough, probabilistic global sam-
pling and robust, EDT likelihood function of NLL, NLL-
SSST improves multi-scale precision by iteratively re-
moving common-mode traveltime residuals at available

stations as a function of hypocentral position. This
procedure reduces epistemicmodel errors and location
bias between nearby events located with differing sets
of stations or phase types. NLL-coherence location im-
proves smaller scale precision by stacking probabilis-
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Figure 7 1981-2021 relocations southwest of San Francisco. NLL-SSST-coherence relocations of available NCSS events
1981-01-01 to 2022-11-30. 3170 events with 68% confidence ellipsoid semi-axis ≤ 2 km shown in a) map view, b) in section
view from the southeast (from N146E) along the SAFZ and including only events within the white box in panel a), and c) in
map viewwith only events deeper than 11 kmplotted to emphasize the trend of deep clusters (white rectangle). Hypocenters
are shifted randomly 0.2 km to avoid overlapping symbols. Green lines show faults from the USGS Quaternary fault and fold
database for theUnited States and fromParsons (2002), SAFZ – San Andreas fault zone, SGFZ – SanGregorio Fault zone, GGF –
Golden Gate Fault. The cyan line in panel a) shows a vertical plane from1 to 10 kmdepth aligned to the nearly linear segment
of the SAFZ south of San Francisco; the SAFZ and 1906 rupture are coincident with the cyan line. Background topography
image from OpenTopography.org. See also Supplementary Movie S6.

tic, NLL-SSST location PDF’s of nearly co-located, mul-
tiplet events, as measured by waveform similarity. This
stacking of PDF’s effectively reduces aleatoric data error
and suppresses outliers in the underlying arrival times,
while filling in missing arrival time data across multi-
plet events, resulting in a data-driven, spatial coales-
cence of location for events with similar waveforms. In
the following, as explained earlier, “multi-scale” pre-
cision ranges from approximately sub-km (as low as
100-200m) to the extent of each study area.

In contrast to the coherence-weighted stacking of
PDFs for nearby events in NLL-coherence, cross-
correlation based, differential-timing methods such as
HypoDD or GrowClust achieve high to very high, fine-
scale precision through explicit, inter-event, differen-
tial location. This location involves over nearby event
pairs of differences in distance along event-station ray
directions, as constrained by all available arrival-time
differences and the used velocity model. For relocation
studies with good station coverage, and thus good ray
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coverage around the events, these differential-timing
methods should achieve higher, finest-scale precision
than NLL-SSST-coherence. However, for cases of poor
station and ray coverage, NLL-SSST-coherence may re-
tain higher relative location accuracy and better depth
control than do cross-correlation based, differential-
timing methods, as indicated by our results for Men-
docino triple-junction and Mount Lewis seismicity and
previous results for the 2020 Mw 5.8 Lone Pine, Cali-
fornia sequence (Lomax and Savvaidis, 2022). Further-
more, differential-timing methods such as HypoDD or
GrowClust usually preserve or allow only slight change
in the centroid of the starting locations for individ-
ual clusters of high similarity events (Waldhauser and
Ellsworth, 2000;Waldhauser and Schaff, 2008; Trugman
and Shearer, 2017) and thus, in general, will not im-
prove larger, multi-scale precision beyond that of the
starting locations (Figure 1). It is possible that applying
cross-correlationbased, differential-timingmethods af-
ter NLL-SSST relocation would produce optimal multi-
and finest-scale location precision. And applying these
methods after NLL-SSST-coherence may also have ad-
vantages, asNLL-coherence can collect noisy, outlier lo-
cations back into their correct clusters. The XCORLOC
method (Neves et al., 2022) precedes cross-correlation
based, differential-timing relocation with L1 and L2
norm SSST and so can improve multi-scale precision in
a manner analogous to NLL-SSST-coherence.
There is no evident reason why the NLL-SSST-

coherence methodology might smooth hypocenters lo-
cations over larger distances as an artifact. Indeed,
the iterative,multi-scale NLL-SSSTprocedure generates
smaller-scale traveltime corrections that are indepen-
dent over larger distances; this independence should
preserve true roughness or offsets in alignments of
seismicity. For the case of large error in the arrival-
time data, the independence of NLL-SSST corrections
over larger distances would more likely produce arti-
fact error and offset between clusters of hypocenters
than artifact smoothing. For Mount Lewis, the NLL-
SSST-coherence relocations match well detailed fea-
tures of the high-precision NCSS-DD (Figure 6) and Kilb
and Rubin (2002) relocations, including definition of
the main rupture surface, complex secondary struc-
tures and fault sets perpendicular to the main rupture,
without exhibiting additional smoothing or smearing of
these features that might be artifacts of the NLL-SSST-
coherence methodology.
To further illustrate this point, we compare NLL-

SSST-coherence with high-precision, differential-
timing relocations based on a precursor to GrowClust
(HYS Hauksson et al., 2012) for the complex, 2021 Mw
5.3 Calipatria sequence (Supplementary Figure S3).
This sequence, in the Brawley Seismic zone at the
southern end of the San Andreas fault system, ruptured
3 larger, near-orthogonal segments overs scales of ~2-10
km and numerous smaller scale features over about
7 days (Hauksson et al., 2022). NLL-SSST-coherence
and HYS relocations of the Calipatria seismicity (Sup-
plementary Figure S3) closely reproduce the same
features over all scales, including the larger scale,
near-orthogonal planes, and smaller scale splay and

clustered seismicity, while both set of relocations show
similar depth distribution of these features, including
shallowing of a sharp base of seismicity towards the
north. These results show that, besides larger scale
distortion due to different velocity models and station
correction procedures, NLL-SSST-coherence does
not oversimplify or smooth distributed, multi-scale,
multi-fault ruptures compared to high-precision,
differential-timing relocations.
Similar to NLL-SSST, 3D, tomographic, velocitymodel

inversions implicitly generate station and sourcedepen-
dent traveltime corrections, and may involve collaps-
ing scale lengths. However, differential-timing reloca-
tion in 3D tomographicmodels for Parkfield relocations
(Thurber et al., 2006) do not show as smooth, vertical,
or planar a surface as does NLL-SSST-coherence (Fig-
ure 3b). This difference may be related to the mapping
in tomographic inversion of all traveltime residuals to
unique, 3D, Vp and Vs velocity grids, while SSST maps
the residuals to a large set of 3D, stationVp andVs travel-
time grids; this latter procedure retains many more de-
grees of freedom and so can preserve a greater amount
of information from the residuals thatmay be useful for
precise location.

4.2 Relocation results
With relocation of earthquake sequences and back-
ground seismicity along the SanAndreas (Parkfield) and
southern Calaveras strike-slip faults in California, we
have shown that NLL-SSST-coherence relocated seis-
micity at seismogenic depth alongmajor faults and sur-
rounding large-earthquake ruptures often defines nar-
row, multi-scale smooth, planar (e.g., Parkfield) or ar-
cuate (e.g. southern Calaveras), near-vertical surfaces
acrossmultiple scales. For Parkfield, the high-precision
relocations of Thurber et al. (2006) (see interpretation
of Simpson et al., 2006), and the XCORLOC relocations
of Neves et al. (2022) also suggests, on the intermediate
and largest scales, smooth, near-vertical faulting.
NLL-SSST-coherence relocations for the Mendocino

triple-junction area show that such multi-scale smooth
faulting also occurs for strike-slip faulting in oceanic
crust, as found in other areas (e.g. Schlaphorst et al.,
2023). NLL-SSST-coherence relocations to the south-
west of San Francisco suggests a deep, linear fault or re-
sponse to a deeper, linear shear zone over ~30 km. For
the 2019 Mw 7.1 Ridgecrest, California, sequence high-
precision (e.g. Ross et al., 2019; Shelly, 2020) and stan-
dard NLL locations (Lomax, 2020a) define two planar,
orthogonal faulting surfaces formain rupture of theMw
6.4 foreshock, while Lomax (2020b) additionally deter-
mines that these planes are at different depths and non-
intersecting.
On a smaller scale, for NLL-SSST-coherence reloca-

tions of the 1986 M 5.7 Mount Lewis sequence (Fig-
ure 6b), a near vertical, ~4x4 km plane fits well the fore-
shocks, mainshock and early aftershock hypocenters
and covers an area similar to that of mainshock rup-
ture as inferred through teleseismic waveform analysis.
An hourglass form of aftershocks to the north and south
of this simple, planar mainshock rupture surface, sug-
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gest complex splay and cross faultingwhich fallsmainly
withing the dilatational quadrants of right-lateral main-
shock rupture as delimited by the ~4x4 km plane.
The 2020 Mw 6.5 Monte Cristo Range, Nevada se-

quence occurred along an immature, strike-slip fault
zone, with no clear surface traces related to primary
rupture (Koehler et al., 2021). At seismogenic depth,
NLL-SSST-coherence relocations for this sequence (Lo-
max, 2020a) define two, en-echelon, smooth, planar
faulting segments corresponding in size andorientation
to expected andmodeled mainshock rupture, as well as
lateral and shallow secondary and splay faulting form-
ing an extensive damage zone, in similarity to theMount
Lewis results.
For NLL-SSST-coherence relocations to the south of

San Francisco, the northeast limit of diffuse, exten-
sional seismicity corresponds to a multi-scale smooth,
vertical, planar fault along the SAFZ. In this case, the
seismicity does not directly fall on and define an ac-
tive surface of faulting, but instead delimits the edge
and depth limits of the likely 1906 faulting surface
that is currently mainly aseismic. Preliminary analy-
sis of NLL-SSST-coherence relocations for the 2014 M
6.0 South of Napa, California sequence and background
seismicity shows similar, though less clear, indirect in-
dications of planar faulting for the M 6.0 mainshock
rupture.
These NLL-SSST-coherence relocations define multi-

scale smooth faulting over at least 10’s of km for seg-
ments of mature, strike-slip fault zones, and over the
likely rupture zones of large andmoderate earthquakes
along these faults and on less mature faults. These re-
sults suggest that multi-scale smooth (down to sub-km
lengths), planar and arcuate faulting is characteristic of
strike-slip fault zones at seismogenic depth andperhaps
necessary for larger earthquake rupture. We next con-
sider some important implications of these results.

4.3 Rupture physics
The smoothness and curvature of fault segments at
seismogenic depth likely influences earthquake rup-
ture physics—initiation, rupture, and arrest (Okubo
and Dieterich, 1984; Ben-Zion and Sammis, 2003; Di-
eterich and Smith, 2010; Fang and Dunham, 2013), and
perhaps enables the occurrence of larger earthquakes
(Goebel et al., 2017, 2023). Earthquake initiation may
be possible anywhere within smooth fault segments,
thoughmost likely at non-geometrical asperities—areas
of stress concentration either within the segments due
to previous rupture history or material heterogeneities
and perhaps indicated by concentrations of microseis-
micity, or at limits of the segments including at kinks or
stepovers (Das and Henry, 2003; Aki, 1979; King, 1986;
Scholz, 2019). The arrest of earthquake rupture is likely
favored at barriers such as kinks, steps, or other fault
complexities at the limits of smooth segments at seis-
mogenic depth, as well as within smooth segments at
areas of stress relaxation due to previous rupture his-
tory (Sibson, 1985; King, 1986; Scholz, 2019). Laboratory
experiments indicate that smooth faults have larger co-
seismic slip, lower residual stress and fewer aftershocks

compared to rough faults (Goebel et al., 2023).
Most importantly, for faults that are smooth and pla-

nar or horizontally arcuate (especially when following
closely the circumference of a circle, as is the case
for the southern Calaveras; Supplementary Figure S2),
theremaybenegligible geometrical interactions and re-
sulting backstresses (Dieterich and Smith, 2010) imped-
ing strike-slip rupture displacement. In this case, min-
imal energy is absorbed by off-fault inelastic deforma-
tion as fracture energy (Cocco et al., 2023), and a max-
imum of strain energy released during rupture would
be available to further drive the rupture. Thus, sus-
tained earthquake rupture, and perhaps even the occur-
rence of larger earthquakes, would be more likely over
a smooth fault surface than a rough or fine-scale seg-
mented surface (e.g. Dieterich and Smith, 2010; Fang
and Dunham, 2013; Perrin et al., 2016).
Multi-scale smooth faults are also considered most

likely to support sustained supershear rupture propa-
gation (Bouchon et al., 2010; Bruhat et al., 2016), and
should radiate relatively less high-frequency energy
than rough faults (Madariaga, 1977; Shi and Day, 2013;
Trugman and Dunham, 2014). For planar faulting, the
relative displacement between crustal blocks would be
planar shear, while the displacement of blocks across
arcuate faults would include a rotational component.
In addition, for a multi-scale smooth, curved fault,

there may be a preferred direction for rupture (Rubin
and Gillard, 2000), perhaps due to the position of the
curved fault surface forward of rupture relative to the
dilatational and extensional quadrants of the rupture
(Fliss et al., 2005). This is suggested by our results for
the southern Calaveras fault zone where the 1984 Mw
6.2, 1979 M 5.8 and 2007 M 5.4 events all ruptured to
the southeast (Figure 4b). Given the sense of curva-
ture of NLL-SSST-coherence seismicity and right-lateral
slip, for southeastward rupture the fault forward of the
rupture front is in the dilatational quadrant of strain
from the current andprevious rupture. This dilatational
strain would decrease normal stress across the fault,
producing dynamic “unclamping” in front of the rup-
ture and facilitating further slip, in amanner analogous
to a continuum of infinitesimal, extensional bends or
stepovers (Poliakov et al., 2002; Oglesby, 2005; Oglesby
andMai, 2012; Parsons andMinasian, 2015). Under this
mechanism, rupture in the opposite direction, north-
west in this case, would be impeded, as with infinites-
imal, compressional bends or stepovers, which may
explain why 1979 M 5.8 rupture did not propagate or
trigger slip to the northwest into the presumably well
loaded, future rupture zone of the 1984 Mw 6.2 event. A
general rulewould be that rupture is promoted in the di-
rection along which the fault is concave to the right for
right-lateral slip and concave to the left for left-lateral
slip. Thismechanism could explain sense of rupture for
other large earthquakes on smoothly curving segments
of strike-slip faults, including for southeastwards rup-
ture for the 2002 Mw 7.9 Denali fault, Alaska-Canada
earthquake (Eberhart-Phillips et al., 2003), for primar-
ily eastwards rupture of the 1943 Ms 7.7 Tosya, Turkey
earthquake along the North Anatolian fault (Dewey,
1976; Barka and Kadinsky-Cade, 1988; Stein et al., 1997)
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and perhaps for at least the first half of westward rup-
ture for the 1939 Ms 7.9 Erzincan, Turkey earthquake
(Emre et al., 2021) where the North Anatolian fault ap-
pears mildly concave to the north (Emre et al., 2018). A
preferred, eastward rupture direction due to fault cur-
vature for the 1943 Tosya earthquake could in part ex-
plain why it ruptured in the opposite direction to that
of othermajor events along the North Anatolian fault in
the past century and why its epicenter is, anomalously,
not in an area of increased stress from previous events
(Stein et al., 1997). For a planar fault, this mechanism
is not active and gives no preferred rupture direction,
which is consistent with the 1966 M 5.5 and 2004 Mw
6.0 Parkfield earthquakes rupturing in opposing direc-
tions from opposite ends of a segment of the San An-
dreas fault that our NLL-SSST-coherence results show
is smooth and planar (Figure 3b).
Most of these relations between rupture physics and

smooth faulting may apply to individual fault segments
of any size in a self-similar manner, so that, for exam-
ple, the smaller is a segment of smooth faulting, the
smaller is the largest rupture that can occur on that seg-
ment. Thus, while seismicity on secondary, splay and
damage zone faulting, such as around the apparently
smooth main rupture segments for the Mount Lewis
and Monte Cristo (Lomax, 2020b) sequences, and after-
shock seismicity in general may not exhibit larger scale
patterns suggesting fault smoothness, individual events
and localized clusters could follow these relations on
the (small) scale of their rupture segments.
On larger scales, many complex and very large earth-

quakes involve rupture on a number of separate fault
segments, each of which may be multi-scale smooth,
as is the case for Monte Cristo, and possibly the case
for the 2016 Mw 7.8 Kaikōura, New Zealand earthquake
(Hamling et al., 2017), and for the 1993 Mw 7.3 Landers
(Hauksson et al., 1993) and 1999 Mw 7.1 Hector Mine
(Hauksson et al., 2022) earthquakes in California. How-
ever, aftershock seismicity for large earthquakes occurs
mainly or almost entirely off of main rupture surfaces
(e.g. Das and Henry, 2003; Liu et al., 2003; Goebel et al.,
2023) making it difficult to define precisely the geome-
try of main rupture surfaces for very large earthquakes.
It is possible that on the largest scales, e.g., for the

1857 M 7.9 and 1906 M 7.9 rupture zones along the San
Andreas fault, main rupture may occur on one or few
long, smooth segments. In this case features of rup-
ture physics of smooth faults discussed above combined
with a possible strong locking of smooth faults due, for
example, to efficient healing by cementation or other
processes on thin, smooth fault surface (Muhuri et al.,
2003; Williams and Fagereng, 2022), may be explana-
tions for potentially long recurrence intervals and re-
sulting large size of these events. Additionally, the seis-
micity patterns southwest of San Francisco, where up-
per crustal seismicity occurs mostly off the SAF with
dominantly extensional focal mechanisms, is consis-
tent with near complete release of shear stress after
the 1906 earthquake. Thus, for a given length scale,
a smooth segment may be expected to take more time
than a rough segment to reload back to a critical state
after rupture.

This self-similarity likely extends to the concept of
fault maturity, characterized by increased simplifica-
tion including smoothing and reduced extent of lateral
damage zones (Naylor et al., 1986; Wesnousky, 1988;
Scholz, 2019). We find that sequences on immature
fault systems such as Mount Lewis and Monte Cristo,
though terminated by extensive damage and splay fault-
ing, contain core segments of main rupture which may
be planar, multi-scale smooth surfaces with little, lat-
eral damage zone seismicity. Such main rupture sur-
faces may be mature, on their smaller length and age
scales, in the same sense as are much longer segments
of major fault systems such as the San Andreas on
much larger scales. Such a scale invariance is found
by Evans et al. (2000) for faults exhumed from seismo-
genic depth,which showsimilarity of shear-inducedmi-
crostructures and deformation mechanisms for faults
10m to 10 km long starting froman early age as inferred
from total slip.

4.4 Earthquake hazard andmaximum size
Our overall results suggest identification of stretches
of smooth faulting would help identify zones of earth-
quake hazard and possibly help quantify maximum
earthquake size. This identification might be made di-
rectly frombackground seismicity or aftershocks falling
on smooth surfaces, or indirectly by the distribution
and geometry of clustered, diffuse, or other seismicity
which may delimit stretches of aseismic, smooth fault-
ing, as suggested in our analysis of seismicity south of
San Francisco. Difficulties arise due to the possibil-
ity that future large earthquakes may occur in areas of
current seismic quiescence, including gaps or locked
patches, for example as indicated by the sparsity of re-
cent seismicity along the 1857 M 7.9 and 1906 M 7.9
rupture zones on the San Andreas fault (Jiang and La-
pusta, 2016; Scholz, 2019). In this case, if delimited by
stretches of smooth faulting at seismogenic depth, near-
silent segments of known or inferred fault zones might
be identified as having elevated hazard. Also, surface
mapped fault traces that are rough, multi-stranded or
offset, but smooth on average over large length scales
may be generated by smooth faulting at seismogenic
depth, as is found with analogue fault modeling and
interpreted for shallow natural faulting (Naylor et al.,
1986; Klinger, 2010; Dooley and Schreurs, 2012), such
surface features can therefore indicate elevated hazard.

4.5 Faulting at shallow versus seismogenic
depth

Our NLL-SSST-coherence relocations along major
strike-slip faults mainly concentrate on a single,
smooth surface at more than a few km depth below
zoneswith amultitude of surface traces, sometimes off-
set from these traces. These relations provide further
evidence that surface traces and offsets of strike-slip
fault zones reflect complex, shallow deformation,
perhaps involving braided and upwards diverging fault
structures (e.g. Christie-Blick and Biddle, 1985; Richard
et al., 1995; Graymer et al., 2007), and not directly sim-
pler and hidden slip surfaces at seismogenic depth (e.g.
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Michael, 1988; Oppenheimer et al., 1990; Schaff et al.,
2002; Ponce et al., 2004; Graymer et al., 2007;Watt et al.,
2014; Chaussard et al., 2015), where most co-seismic
slip and energy release occurs. Furthermore, NLL-
SSST-coherence relocations for the Mount Lewis and
Monte Cristo (Lomax, 2020b) sequences, along smaller
and immature strike-faults, also define at seismogenic
depth one or more smooth faulting surfaces which
correspond to probable mainshock rupture surfaces.
However, for these cases there are either no mapped
surface faults (Mount Lewis) or complex, mapped
surface fractures showing little relation to the deeper
mainshock rupture (Monte Cristo), again emphasizing
an indirect relation of surface features to main rupture
surfaces at seismogenic depth.

In general, shallow deformation associated with
earthquake ruptures involves significant diffuse anelas-
tic deformation (e.g. Antoine et al., 2023). Several pro-
cesses may contribute to explain a broadening of the
zone of deformation around faults from the seismo-
genic zone to the surface, forming, for instance, flower
structures above strike-slip faults (e.g. Harding, 1985).
These include transition from unstable to stable slid-
ing, which limits co-seismic slip on fault surfaces to-
ward the surface (Scholz, 1998), and increasingly dis-
tributed damage due to relatively weaker shallow ma-
terials and the geometrical effect of the free surface,
as shown in numerical and analog models (e.g. McClay
and Bonora, 2001; Finzi et al., 2009; Wu et al., 2009; Ma
and Andrews, 2010). For basic understanding of large
earthquake faulting and hazard it is important to bet-
ter define the geometrical transitions and physical con-
nections between complex shallow faulting and poten-
tially simpler and smoother fault segments at seismo-
genic depth.

4.6 Earthquake rupturemodeling

The occurrence of earthquake rupture on multi-scale
smooth faults justifies and would require the use of pla-
nar or smoothly curved fault segments for kinematic
or dynamic numerical modeling (Ramos et al., 2022)
of primary rupture and energy release of an earth-
quake at seismogenic depth. However, modeling of sec-
ondary, splay and damage zone faulting, such as is ap-
parent around the main ruptures for the Mount Lewis
and Monte Cristo sequences, likely requires use of
complicated and rough model fault geometries (Ramos
et al., 2022) or may be better represented by continuum
mechanics-based numerical modeling (Preuss et al.,
2020) across 3D volumes. Additionally, an indirect re-
lation of surface fault traces to main rupture surfaces
at seismogenic depth may preclude simple, downward
projection of these shallow traces for rupturemodeling;
available information from aftershock or background
seismicity, and geophysical and geologic studies should
always be considered for constructing fault segments at
seismogenic depth.

5 Conclusions

Our NLL-SSST-coherence relocations for California
along major, strike-slip faults and surrounding large-
earthquake ruptures show narrow, planar, or arcuate,
near-vertical, multi-scale smooth faulting at seismo-
genic depth across the sub-km to 10’s of km scales.
These results suggest that multi-scale smooth faulting
may be a characteristic of segments of major, strike-
slip fault zones, of large earthquake rupture within in-
dividual fault segments, and, in a self-similar manner,
of earthquake ruptures of smaller sizes.
The smoothness and curvature of faults likely influ-

ences large earthquake initiation (possible anywhere
within or at the limits of smooth fault segments), rup-
ture (multi-scale smooth faults facilitate, and may be
required, for large earthquake rupture; if the fault is
curved, there may be a preferred direction for rup-
ture), and arrest (favored at kinks, steps, or other non-
smooth fault complexities). Consequently, zones of
earthquake hazard can be identified directly from pla-
nar and smooth alignments of seismicity and indirectly
from patterns in clustered or diffuse seismicity.
Our findings provide further evidence that surface

traces and offsets of strike-slip fault zones reflect com-
plex, shallow deformation, and not may not corre-
spond directly to simpler, smoother slip surfaces at
depthwheremost co-seismic slip and energy release oc-
curs. This relationhas important implications for earth-
quake hazard assessment, and supports use of planar or
smoothly curved surfaces, but not necessarily the com-
plexity of surface rupture traces, for earthquake rupture
modeling.
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Abstract Recentdevelopments in seismic recordingprovidedense samplingof the seismicwavefield that
allows the extraction of higher surface wave modes as well as the fundamental, and in some circumstances
alsoP-dominatedmodes. The character of themodal branchesand their dispersionwith frequencyandphase
speed depends on interactions between different aspects of the seismic structure and between wavetypes.
The influence of Pwaves becomes quite strong in the very near surfacewhen there are strongwavespeed gra-
dients. An effective tool for understanding the nature of themodal interactions due to structure is providedby
the seismic response in frequency–phase speed space, the kernel for seismogram calculation. Such displays
for all three-components of the surface response extract the fullmodal response for Rayleigh and Lovewaves,
including leaking mode effects, and an indication of the way that the modes are excited.

Non-technical summary Seismic energy trapped between the free surface and the rapid increase
in seismic wavespeeds with depth can propagate to substantial distances. With increasing density of seismic
observations the full character of such guided waves can be revealed, with strong dependencies on interac-
tion between different parts of the structure andwavetypes. In favourable circumstances, P-wave dominated
features can be tracked in addition to the more commonly studied S dominated modes. Understanding the
nature of suchmodes aids improved rendering of structure at depth.

1 Introduction
Surface waves have received increased attention in re-
cent years, in part because of the success in exploiting
ambient noise (see, e.g., Nakata et al., 2019, and ref-
erences therein). With increasing station density and
careful processing it has proved possible to extract the
dispersion of both the fundamental mode and two or
three higher modes from broad scale deployments of
seismometers, at frequencies up to 0.5 Hz (e.g., Chen
et al., 2022). Such S-dominated modes are fully trapped
between the free surface and the increasingwavespeeds
at depth. With very high density observations, as in
the LASSO deployment of 1800 seismic nodes in Okla-
homa, USA, the dispersion characteristics of partially
trapped P-dominated modes have also been imaged in
frequency–phase speed space (Li et al., 2022). Other
classes of high-density sampling of the seismic wave-
field such as the use of distributed acoustic sensing
(DAS) also can allow the extraction of multi-mode dis-
persion including Pmodes in favourable circumstances
(e.g., Fichtner et al., submitted 2023).
Although the concepts of surface wave dispersion are

well established, the complexities of modal interaction
at high frequency are rarely considered. Sediments, the
crust, and the upper mantle each have the capacity to
trap seismic energy and interactions between these dif-
ferent waveguides produce complexity in the charac-

∗Corresponding author: brian.kennett@anu.edu.au

ter of surface wave modes. The dispersion curves for
modes with different character apparently cross. Like-
wise, although Rayleigh waves are dominantly linked to
the behaviour of the SV wavespeed with depth, where
low P wavespeeds occur near surface there can be
significant interaction between SV - and P-dominated
modes. The nature of the waveguide interactions can
be understood in terms of the controls onmodal disper-
sion.
In a full three-dimensional body, such as the Earth,

all deformations can be completely described by a su-
perposition of the set of normal modes of the structure.
However, when we consider a truncated portion of the
structure in cartesian geometry, the properties at depth
set a limit on the range of phase speeds for which sur-
face wave modes are fully trapped. Waves with higher
phase speed lose energy as they propagate horizontally
by radiation into the lower halfspace, but can some-
times be recognised as ‘leaking’ modes. For a fully elas-
tic medium, the trapped modes correspond to poles of
the response lying in the real frequency-slowness plane.
When leakage occurs, the singularities for the leaking
modes occur on lower sheets in complex slowness at
each frequency (e.g., Haddon, 1984). In the presence of
attenuation all poles are shifted into the complex plane.
However, for typical levels of seismic attenuation the
trajectories of the poles in frequency-slowness space
can be retrieved with a purely elastic approximation.
For a realistic seismic structure, including attenua-
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tion, the character of the modal field can be extracted
by direct calculation in the frequency-slowness domain
with modal branches defined by localised increases in
amplitude reflecting the presence of poles off the top
slowness sheet. In this way both trapped modes and
leaking modes can be visualised, and the effects asso-
ciated with the interactions of multiple seismic waveg-
uides analysed.
Commonly the near-surface has sediment cover with

lower wavespeeds than the basement. Wavespeeds
increase steadily through the crust, and then jump
again on entry to the upper mantle at the Moho. The
wavespeed increases again through the mantle punc-
tuated by the upper-mantle discontinuities near 410
and 600 km depth. Wavespeed gradients are gener-
ally not strong, but are sufficient to turn back energy
to the surface. When a cartesian geometry is used,
earth-flattening transformations increase the gradients
to compensate for the decrease in horizontal distance
scalewith depthdue to sphericity (e.g., Chapman, 1973).
The sediment, crustal, and mantle structures are

each linked to a set of reverberations whose interfer-
ence controls the associated surface wave dispersion.
But, such multiple reflections with the same slowness
(phase speed) can also span multiple zones so that dis-
persion behaviour is linked. An individual mode will
then partake mostly of the character of the multiple
guides in different segments with link points where
mode branches nearly meet. The presence of low ve-
locity channels within the structures produces further
opportunities for guided waves with further classes of
modal interaction (Kerry, 1981).
I here bring together a range of results based on the

reflection properties of the free surface and the struc-
ture at depth to provide physical insight into the nature
of surface wave dispersion and the way in which differ-
entmodes of propagation interact to produce the nature
of the different modes. Following a presentation of the
nature of couplingbetweendifferent types ofwave guid-
ing, I showhow theproperties of the fullmodal field can
be readily examined by constructing and displaying the
response of the full structure as a function of frequency
and phase speed (slowness).

2 The character of themodal field
Consider an stratified elastic medium with surface P
and S wavespeeds α0, β0, underlain by a uniform half-
space with properties αL, βL. The response of the
medium to a surface source in the frequency-slowness
(ω − p) domain is (Kennett, 1983):

(1)w0 = WF [I − R
0L
D RF ]−1

R
0L
D

where R
0L
D is the response of the entire structure be-

low the surface,RF thematrix of free-surface reflection
coefficients, WF the displacement response including
free-surface effects and I the identity matrix. Here the
source has been left arbitrary. Different aspects of the
seismic wave field can be isolated by selecting the com-
ponents of R

0L
D to be modulated by the reverberations

in the structure (the inverse term) and the free surface
response WF .

For isotropic, and transversely isotropic, media the
response (Eq. 1) breaks into two separate parts. SH
waves propagate independently and the characteristics
of the medium are expressed through the SH reflection
coefficient [R0L

D ]HH . The P and SV components are cou-
pled so that we need to treat 2×2 matrices of reflection
coefficients and free-surface terms

(2)

R
0L
D =

(

RP P
D RP S

D

RSP
D RSS

D

)

,

RF =

(

RP P
F RP S

F

RSP
F RSS

F

)

,

WF =

(

WZP
F WZS

F

WRP
F WRS

F

)

,

where we have used a compressed notation so that

(3)
RP P

F = [RF ]P P ,

RP S
D = [R0L

D ]P S ,

WZP
F = [WF ]ZP , etc.

HereZ is the vertical andR the radial component. TheP
wave response of the structure canbe emphasisedby se-
lecting just the PP and PS elements of the matrix R

0L
D

in Eq. 1 and the SV response by selecting the SS and SP
elements.
The response of the medium specified by Eq. 1 will

be singular when the determinant of the reverberation
term vanishes, i.e., det

[

I − R
0L
D RF

]

= 0. The locus
of such values in frequency-slowness space determines
the trajectory of the dispersion branches for seismic
modes. We will concentrate on the response directly
in the frequency-slowness domain. Seismograms may
be constructed by introducing the source spectrum and
relevant horizontal phase terms followed by integration
over both slowness and frequency.
The dispersion relation for the entire structure takes

a relatively simple form for Love waves, involving only
the SH (tangential) component:

(4)
(

1 − [R0L
D (p, ω)]HH

)

= 0,

since SH waves do not couple to P and the free-surface
reflection coefficient for SH waves is unity. This means
that the dispersion condition requires the SH reflection
coefficient for the entire structure has to be equal to
unity and so its phase χD(p, ω)must be amultiple of 2π:

(5)
χD(p, ω) = 2nπ,

n = 0, 1, 2, . . .

This property canbeused to set up an efficient recursive
system for models without localised low velocity zones
(Kennett and Clarke, 1983).
For the P-SV case the dispersion relation for Rayleigh

waves takes the form

(6)det
(

I − R
0L
D (p, ω)RF (p)

)

= 0,

where RF (p) is the free-surface reflection matrix that
depends on slowness p alone andR

0L
D (p, ω) is the reflec-

tionmatrix from the full stratification. Other equivalent
representations exist where the structure is broken at
different levels (Kerry, 1981; Chen, 1993).
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In terms of the components of the free surface reflec-
tion matrix RF and the reflection matrix R

0L
D from the

structure beneath the surface, the dispersion relation
(Eq. 6) can be written as

[1 − RSS
D RSS

F − RSP
D RP S

F ]·

[1 − RP P
D RP P

F − RP S
D RSP

F ]

− [RSP
D RP P

F + RSS
D RSP

F ]·

[RP P
D RP S

F + RP S
D RSS

F ] = 0. (7)

With the aid of Eq. 7 we can identify different propa-
gation regimes in terms of slowness p or its reciprocal
phase speed c = 1/p.

Both P and S evanescent
(p > β−1

0 ; c < β0)

In this regime there is only a single possible Rayleigh
mode, the fundamental. At moderate to high frequen-
cies only the coefficient RSS

D has significant amplitude
and RP P

D , RP S
D , RdSP are negligible. The dispersion re-

lation for the fundamental mode (Eq. 7) then reduces to

(8)1 − RSS
D (p, ω)RSS

F (p) = 0,

so that the small amplitude of RSS
D has to be compen-

satedby the growthofRSS
F (p) in this evanescent regime.

With increasing frequency RSS
D tends to zero, and the

dispersion relation for the fundamental mode tends to
that for a Rayleighwave on a half space with the surface
properties (see, e.g., Kennett, 2001).

S propagating, P evanescent
(α−1

0 < p < β−1

0 , α0 > c > β0)

Now, in principle there is an infinite sequence of
Rayleighmodes, and the highermodes have the asymp-
totic limit p = β−1

0
, so their phase speed is always

greater than the surface S wavespeed β0. For this slow-
ness range Swaves have travellingwave character at the
surface and a turning level at depth. P waves are still
evanescent throughout the structure. The spacing of
themodal branches at fixed slownesss p (phase speed c)
is primarily controlled by the inverse of the delay time
τ(p), so that the interval between successive modes de-
creases as the slowness decreases and phase speed in-
creases (see, e.g., Kennett, 1983).
For high frequency propagation, the decay of evanes-

cent P means that RP P
D , RSP

D , RP S
D are small compared

to RSS
D . We neglect all terms involving RP P

D , and all
processes involving more than a single conversion of
wavetype in the structure at depth. Then, at moder-
ate frequencies we can reduce the dispersion relation
(Eq. 7) to the approximate form

(9)1 − RSS
D RSS

F

[

1 − {RSP
D RP S

F + RP S
D RSP

F }
]

− {RSP
D RP S

F } = 0.

The single conversions fromdepthwill beweakbecause
of the evanescence of the P wave legs. At high frequen-
cies these conversion terms in braces in Eq. 9 can be
neglected.

Equation 9 applies to the full set of Rayleigh modes,
so that for fixed slowness p there will be a a sequence
of modes with increasing frequency andmode number,
with similar spacing in frequency dictated by the phase
of the RSS

D RSS
F combination.

P and S both trapped
(β−1

L
< p < α−1

0 , βL > c > α0)

In this regime both P and S waves are trapped in the
structure, and the full form of the dispersion relation
(Eq. 7) needs to be used. The principal termcomes from
the product of two elements

(10)[1−RSS
D RSS

F −RSP
D RP S

F ][1−RP P
D RP P

F −RP S
D RSP

F ]

that correspond to dominant S or P propagation. The
condition for the first bracket to vanish is a direct con-
tinuation of the surface wave branches from Eq. 9 cor-
responding to trapped S waves. The vanishing of the
second bracket represents a suite of modes associated
with multiple P-wave reverberations between the sur-
face and structure at depth, which will be most evident
when there is a rapid increase in P wavespeed in the
near surface.
Thus, the dispersion relation (Eq. 7) can be read as

the interaction of two separate dispersion systems for
SV and P waves linked by the conversion terms

(11)[RSP
D RP P

F + RSS
D RSP

F ][RP P
D RP S

F + RP S
D RSS

F ]

with a double surface interaction. The conversions
RP S

D , RSP
D will have a strong dependence on the Vp/Vs

ratio through the structure.
The modes with dominantly S character continue

from the previous regime. For phase speeds c just
greater than the surface P wave speed α0 the free-
surface reflection coefficient RSS

F is quite small whilst
RSP

F is close to unity. This means that the near-surface
conversions between P and S play an important role in
controlling the modal dispersion.
Through this regime the main Rayleigh mode

branches are controlled by the influence of S-wave
structure. Even when P dominated branches are not
directly evident their existence modulates the struc-
ture of the other mode branches by influencing their
spacing (see, e.g., Figure 11.3 of Kennett, 1983; Sun
et al., 2021). As noted above the spacing of branches at
a given slowness is approximately proportional to the
inverse of the delay time. This means that the spacing
for the P-dominated modes with small delay is much
larger than that for the S-dominated modes.
The full dispersion relation (Eq. 7) can be thought

of as comprising the product of terms that would rep-
resent specifically S or P dispersion coupled by inter-
conversions between wavetypes. A mode branch will
switch character according towhich dispersion relation
is most closely satisfied. There will be a rapid switch
in slope near where both dispersion relations approach
zero. At such zonesmode branches nearly touch (‘oscu-
lation’ points).
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P propagating, S not trapped
(α−1

L
< p < β−1

L
, αL > c > βL)

Once the phase speed is larger than the shear
wavespeed at the base of the structure, S waves
leak into the underlying halfspace by radiation, and
the S-dominated branches head into the leaking mode
regime on lower sheets in the complex slowness plane
at each frequency. Just beyond the cut off at c = βL

such modes can still have a muted effect on the top
sheet from the proximity of the poles.
Even so partial trapping is possible for P waves and

the the response is singular when

(12)1 − RP P
D RP P

F − RP S
D RSP

F = 0.

but this only occurs for complex p at real frequency. The
dominant conversionswill occur at the free surface. For
a smooth wavespeed profile with gentle gradients with
depth, internal conversion fromP to Swill benegligible,
so thedispersion relation reduces to a direct analogueof
the condition for acoustic modes in a layered fluid

(13)1 − RP P
D RP P

F = 0,

but still |RP P
F |< 0 and so there are no real p roots for real

frequency. With strong wavespeed gradients, such as
in the near-surface zone in the presence of sediments,
inter-conversions between P and S become significant
and such P-dominated modes still have a dependence
on the S wavespeed structure.

P and S not trapped
(p < α−1

L
, c > αL)

Now the phase speed exceeds the P wavespeed at the
base of the layering so that P waves radiate into the un-
derlying half space and a modal treatment is no longer
very useful. Only leaking modes are left well onto the
underlying complex slowness sheets that have little in-
fluence on the real frequency-slowness response.

3 Interacting waveguides
The dependence of the seismic response for a surface
source on structure at depth comes through the combi-
nation

(14)
[

I − R
0L
D (p, ω)RF (p)

]

−1

R
0L
D (p, ω)

in Equation 1. In the case of a structure containing two
distinct parts separated by a level J we can expand the
reflection term R

0L
D into contributions associated with

shallow (0J )and deep structure (JL):

(15)R
0L
D = R

0J
D + T

0J
U [I − R

JL
D R

0J
U ]−1

R
JL
D T

0J
D

= R
0J
D + R̂

JL
D .

We can think of these two parts of the structure as rep-
resenting separate waveguides linked to surface reflec-
tions, with waves always having to pass through the
shallower zone to get to the deeper. In consequence,
therewill be interactionbetween the surfacewaveprop-
agation in the two waveguides.

With the split (Eq. 15) of the reflection response, the
matrix inverse in Eq. 14 can be expanded as

[I − R
0J
D RF − R̂

JL
D RF ]−1 = [I − R

0J
D RF ]−1+

[I − R
0L
D RF ]−1

R̂
JL
D RF [I − R

0L
D RF ]−1 + . . . , (16)

so that each reflection from the deeper part of the struc-
ture is accompanied by multiple reverberations in the
shallow structure. Although Eq. 16 provides some in-
sight into the wave processes at work it is not directly
useful for assessing dispersion.
Using the decomposition (Eq. 15), the dispersion re-

lation (Eq. 6) takes the form

(17)det
(

I − R
0J
D (p, ω)RF (p) − R̂

JL
D (p, ω)RF (p)

)

= 0.

We can rearrange this singular term as

det
(

[I − R
0J
D (p, ω)RF (p)]·

[I − R̂
JL
D (p, ω)RF (p)]

− R
0J
D (p, ω)RF (p)R̂JL

D (p, ω)RF (p)
)

= 0, (18)

where we extract the product of two components that
have the form of dispersion elements for the shallower
and deeper parts of the structure, together with a cou-
pling term that involves both elements of the reflection
response and the free surface reflections.
For a 2×2matrix of the form (I −A−B) the determi-

nant can be expressed as

det(I − A − B) = det(I − A) det(I − B)

−
{

det(AB) + tr(I − A) tr(I − B) tr(AB)

− tr[(I − A)(I − B)AB]
}

. (19)

Thus if we identify A = R
0J
D RF and B = R̂

JL
D RF our

dispersion relation can be cast into the form

(20)det
(

I − R
0J
D RF

)

det
(

I − R̂
JL
D RF

)

− CJ = 0

where the coupling term CJ involves a minimum of
two surface reflection terms and propagation in both
parts of the structure. This is a comparable scenario to
that encountered above for the coupling of SV - and P-
dominated modes.
Consider then the general coupled dispersion system

(21)det(I − A) det(I − B) − C = 0,

at fixed slowness p and consider the neighbourhood of a
root of det(I − A) = 0 at frequency ωA. Set ω = ωA +δω
and then det(I − A) ≈ δω∂[det(I − A)]/∂ω|ωA

. From
Eq. 21 we then find

δω ≈

[

C

(det(I − B)∂[det(I − A)]/∂ω + ∂C/∂ω)

]

ωA

.

(22)

Unless det(I − B) itself approaches zero, the frequency
shift δω will be small. Hence the dispersion character-
istics will be close to that for the A system alone. A
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comparable effect arises near frequencies that satisfy
det(I − B) = 0, but now involving the frequency deriva-
tive for the B relation. For such a coupling scenario
we therefore have two sets of largely independentmode
segments satisfying the separate dispersion relations,
with strong interaction only where both dispersion re-
lation are close to being satisfied.

Figure 1 Schematic representation of multiple modes
associated with a shallow low speed waveguide (red),
crossing the modal curves for a deeper guide with higher
wavespeeds (blue). The spacing of modes is inversely
proportional to delay time and so larger for the lower
wavespeed guide.

For our situation with a separation into shallower
and deeper parts of the structure, we therefore have a
mode branch suite with relatively wide spacing associ-
ated with the shallow component where the delay time
is small, these will appear to cross the modes linked to
the deeper structure with longer delay times and closer
spacing. This situation is schematically rendered in Fig-
ure 1. There are no actual crossing points, though the
various branches come close to touching. In the neigh-
bourhood of these osculation points there is strong cur-
vature as an individual mode branch switches charac-
ter between shallow and steeper slopes. Even with just
a separation into two parts we see that a formal descrip-
tion of the behaviour becomes quite complex, but we
are able to recognise the main characteristics. With
the addition of additional component of structure with
depth, we will get a similar situation with suites of ap-
parently distinctmodes associated with each part of the
structure that interact strongly locally.
For Rayleigh waves, the decomposition of the disper-

sion relation for each part of the structure will have
a strong variation with slowness, as discussed above,
because of the presence of both S- and P- dominated
modes. Thus, superimposed on the basic mode struc-
ture controlled primarily by the S wavespeed distribu-
tion, we have further effects linked to the (partial) trap-

ping of P waves.
For Love waves in an isotropic model, the situation is

simpler because we no longer have wavetype coupling
and there is no slowness variation of the free-surface
reflection coefficient. Nevertheless, there is still the po-
tential for interaction between waves dominantly prop-
agating in different parts of the stratification.
Each discontinuity in wavespeed structure or zone

of strong wavespeed gradients will have a modest in-
fluence on the modal structure, but the largest effects
are associated with significant jumps in physical prop-
erties, as in models comprised of a few uniform lay-
ers. In frequency-phase speed space the presence of a
discontinuity induces an inflection in the slope of the
modal trajectory around the wavespeed associated with
the faster layer, even when modal branches do not ap-
proach closely. In effect, at each discontinuity we are
seeing the interaction of the waveguides above and be-
low the interface.
Strong effects on modal dispersion arise in the

presence of pronounced zones of lowered seismic
wavespeeds within the structure that act as strong
waveguides, particularly at high frequencies. Chan-
nelled waves can be trapped in such waveguides, with
only weak linkage to the external structure via evanes-
cent waves (Kerry, 1981). The transition between the
regular surface wave modes and the channel waves is
very abrupt as a function of slowness (or phase speed)
and can cause substantial difficulties in tracking indi-
vidual mode branches.

4 Illustration of multi-mode surface
waves and leakingmodes

In the discussion above I have focussed on the disper-
sion of surfacewaves and theway that this is affected by
coupling between different components of the waveg-
uide and between wavetypes. The tracking of disper-
sion for complex models for even a fewmode branches
can become a tricky exercise in numerical root finding,
particularly when it involves leaking modes where the
singular points are no longer on the top sheet.
However, when seeking to understand the structure

of the wavefield it is more effective to look directly at
the response in the frequency–slowness or frequency–
phase speed domain, since this will capture all the dif-
ferentmode branches and their relative excitation (e.g.,
Kennett, 2001; Dal Moro, 2020). All modes, including
leaking ones, that make an effective contribution to the
wavefield can thereby be captured. A number of au-
thors have constructed such diagrams, principally in
context of analysing models with a few uniform layers.
For example, Li et al. (2022) have constructed ‘theoret-
ical dispersion spectra’ as an aid to the interpretation
of dispersion diagrams constructed from very dense
LASSO array in Oklahoma, with attention to the differ-
ence in characteristics seen on the vertical and radial
components.
A similar approach is adopted here to examine the

separate behaviour of the SH and P-SV systems and the
way in which the different components of the wavefield
separatemodes with dominant SV or P character. I con-
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Figure 2 Seismic wavespeeds and density as a function of depth for a structure with sediments above a continental crust
and mantle. The upper 60 km are shown, but the full model continues to 1000 km depth. The solid green triangles indicate
the S wavespeed at the base of the model and thus the span of wavespeeds for which modes are fully trapped.

struct the three components of the seismic response
from Eq. 1 for a surface source evaluated on a preas-
signed grid with even sampling in frequency and slow-
ness or phase speed. The use of phase speed provides
greater separation of the different aspects of the modal
field and a more direct relation to the wavespeed struc-
ture and so is adopted in the figures below.
To illustrate the interaction of different waveguides,

I have built a composite model with horizontal stratifi-
cation combining realistic sedimentary, crustal and up-
per mantle structures (Figure 2). The shallow structure
was derived from an ambient noise study on a dry lake
bed to the north of Canberra in southeastern Australia
(C. Jiang - personal communication, 2022). The crustal
structure is derived from receiver function studies of
stations in eastern Australia on Phanerozic fold belts.
The mantle structure below 45 km depth comes from
ak135 (Kennett et al., 1995) and is continued to 1000 km
depth. Earth flattening is applied to compensate for the
sphericity of the Earth. The S wavespeed at the base of
the flattened model is 7.513 km/s, and only modes with
phase speed higher than this will lie in the true leaking
mode domain. At smaller phase speeds the extension of
the structure to depth allows S waves lost from the crust
to be returned to the surface by refraction and so ensure
full trapping of energy, described by modes on the top
slowness sheet.
This model has strong gradients in seismic

wavespeed at the surface with a high ratio of P to
S wavespeeds. The rapid changes in seismic wavespeed
with depth allow strong trapping of both S and P energy
above the basement structure. The wavespeed gradi-
ents are more muted in the crust down to 35 km depth,
and then a modest jump in wavespeed at the Moho ties
into the upper mantle structure. Fine discretisation
with 5 m thick uniform layers was used to 0.5 km
depth, and then for the crust layers 0.5 km thick were

employed. In the mantle below 45 km, layer thickness
increases from 10 to 14 kmwith increasing depth. Weak
attenuation has been applied throughout the model
with Q−1

α = 0.001 and Q−1

β = 0.002. The presence of
attenuation means that no surface wave poles actually
reside on the real phase speed axis.
In Figures 3 and 4 I show the frequency–phase speed

response for the composite model, with 257 layers, for
SV and SH excitation via a grey-tone display. The re-
sponseswere calculated using recursive construction of
the reflection matrix R

0L
D for the entire structure for

each phase speed and frequency. I have used 200 fre-
quencies and 400 phase speeds for these displays and
have set a common threshold for the transition to black.
The variousmodes appear directly through the elevated
amplitude associated with the trajectories of the modal
dispersion. The first few modal dispersion curves are
labelled for Rayleigh waves in Figure 3 and Love waves
in Figure 4. In each case the width of the band around
eachmodeprovides ameasure of the relative excitation.
A comparison of the response of the full model and

that for just the sediment zone is made in Appendix A.
The dispersion curves for both Rayleighwaves and Love
waves out to 5.3 km/s, for the fullmodel are displayed in
Appendix B.
There is a notable difference between the SV and SH

scenarios. The gradient zones in the sediments have
a stronger effect on the Rayleigh modes than the Love
modes, in part because of the rather low P wavespeeds
at the surface. In each case themultiplemode branches
associated with crustal trapping of S waves appear once
the phase speed exceeds 3.5 km/s. For the Rayleigh
modes the transition between the continuation of the
sediment mode branches and the crustal modes is so
sharp that the first higher mode branch appears to be
dissected into several pieces. For the second higher
mode it is more difficult to track the continuation of the
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Figure 3 The radial component of the surface response in frequency–phase speed for the compositemodel, corresponding
to SV excitation. The radial component emphasises Rayleigh modes for lower phase speeds, but still displays noticeable
contributions from P-dominated modes for the interval of crustal P wavespeeds. The markers indicate the wave speeds
associated with the different segments of the model (Figure 2) with S structure in green and P in red. The solid symbols
mark the wave speeds at the surface and the base of the full model.

mode branch but its presence is apparent from the en-
hanced visibility of the crustal modes. A similar effect
is seen for the Love modes, where the crustal modes
appear more distinctly in the zone where the exten-
sion of the sediment branches occurs, even though the
continuation of such branches cannot be tracked di-
rectly. These features associated with interaction be-
tween waveguides are marked with a circled C in both
Figures 3 and 4. Such complications will not be readily
picked up by conventional dispersion calculations un-
less they are accompanied by detailed assessments of
relative amplitudes (Sun et al., 2021), but this involves
much more work than the direct approach employed
here.
With the threshold employed for the plots in Fig-

ures 3 and 4, the modal branches associated with man-
tle propagation are very difficult to discern for either
Rayleigh or Love waves. Such modes are much more
effectively excited for sources at depth, and can be han-
dled with a similar frequency–phase speed approach
with a source set at some depth. The trajectories of the
modal branches are unaffected by such a change of ref-
erence level, but the amplitudes will be modified.
To the right of Figure 3, for wavespeeds greater than

5.0 km/s, we see a group of mode branches associated
with P wave propagation in the crust that extend into
the leaking mode zone and even begin to pick up man-
tle effects, though finer sampling in frequency would
be needed to see the details. It is intriguing to find

that these P-dominated modes are most visible along
the general location of the extension of the SV sedimen-
tary branches. The delay times for P waves in the crust
are around 1.8 times smaller than those for S waves so
the spacing between themode branches in frequency is
greater.
In the frequency range displayed in Figure 3 there

is no direct interaction between P- and SV -dominated
modes. To see such effects we need to look at some-
what higher frequencies. In Figure 5 I have confined
attention to phase speeds between 2.0 and 6.0 km/s
for frequencies up to 10 Hz. This figure compares
the vertical component for P excitation with the ra-
dial component for SV excitation. The two images of
the frequency–phase speed response strikingly sepa-
rate the P-dominated modes on the vertical compo-
nent from their SV -dominated counterparts on the ra-
dial component.
The complementary character of the P-dominated

and SV -dominated modes is well illustrated in Figure
5. The P-dominated trajectories are comprised of seg-
ments of many different mode branches. The net ef-
fect is to cut across the SV -dominated modes with just
short intervals in phase speed where character is inde-
terminate, as expected from Eq. 22. In the neighbour-
hood of the close approach between mode branches
with different physical character, the modes are visible
in both displays. However, away from such locations
the modes tend to be more distinct in one or other of
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Figure 4 The tangential component of the surface response in frequency–phase speed corresponding to SH excitation dis-
playing the Love modes in the sediment and crust. The markers indicate the S wave speeds associated with the different
segments of the model (Figure 2). The solid symbols mark the wave speeds at the surface and the base of the full model.

Figure 5 Comparison of the frequency–phase speed response for the vertical and radial components in the composite
model. The left-hand panel shows the vertical component emphasising modes that have P-dominated behaviour, and the
right-hand panel shows the radial component with SV -dominatedmodes. Themarkers follow the same convention as in Fig-
ure 3.

the panels. We have noted before the way in which the
crustal modes apparently cut the extension of the sed-
imentary SV branches; a similar effect can be seen for
the P mode branches. The blurring of the P-dominated

mode branches beyond 4.5 km/s arises from the influ-
ence of the upper mantle on the higher branches of the
SV -dominated modes.

In this complexnear-surface structure thefirst higher
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modehas a higherPwave content than the fundamental
mode. Such behaviour has been found for other mod-
els with strong near-surface gradients and would not be
expected from studies that employ relatively thick uni-
form layers.

5 Discussion and Conclusions
Modern developments in seismic recording open up the
possibility of a full rendering of the wavefield, and this
needs to be complemented by holisticmethods that can
present the full character of the seismic response of a
medium. As the highermodes of surfacewaves become
more readily accessible, the full character of seismic
structures can be revealed rather than the muted ver-
sions derived from just the dispersion of the fundamen-
tal mode.
The direct use of frequency–phase speed as pre-

sented here enables effective analysis of complex struc-
tures, without any of the issues associatedwith the pres-
ence of, e.g., low velocity channels, in dispersion cal-
culations. All modes are present and can be examined
in detail by appropriate choice of frequency and phase
speed ranges. On even a modest computer a 200×200
frequency–phase speed array canbe calculated for a 400
layermodel in a few seconds to visualise the full suite of
modes and their interactions.
The effect of sediment compaction means that

the near-surface frequently contains quite strong
wavespeed gradients, and such structures contribute
strongly to the trapping of both S and P waves that can
be recognised as surface wave branches. For shallow
structure it is tempting to make an approximation with
a few uniform layers to simplify inversion, but this
approach runs the risk of an inadequate representation
of the physical processes.
The modulation of SV -dominated dispersion curves

by the influence of the P wavespeed structure so clearly
seen in Figure 5 has been suggested as a diagnostic for
estimating shallow P wavespeeds (Li et al., 2021). For
such studies it is important that a full elastic treatment
be made, because the acoustic approximation will tend
to under-estimate the modal frequencies, though the
discrepancy is reduced for very low shear wavespeeds
compared to those for P waves (Roth et al., 1998). With
considerable effort it is possible to track leaking modes
on the other sheets (Shi et al., 2021), but it is prefer-
able to work with an extension of structure to depth so
that only propagating modes need be considered. As
noted in Appendix A, such an extension alsomeans that
the low-frequency parts of the dispersion characteris-
tics can be correctly captured.
The use of the frequency–phase speed diagrams en-

ables an improved understanding of the characteris-
tics of the interactions of surface wave modes due to
the presence of waveguides formed by different parts
of the structure or the effects of the structure associ-
ated with different wavetypes. Where fine sampling of
the seismic wavefield has been achieved, observed seis-
mograms can be transformed into the frequency–phase
speed domain using, e.g., the F-J transform (Li et al.,
2021). It is then possible to contemplate direct compar-

ison of the theoretical and observed response in this
transform domain, as the basis for a nonlinear inver-
sion using an exploration of a suitable parameter space.
Where specific dispersion results are needed, the tech-
niques developed for handling observed spectra (e.g.,
Dong et al., 2021) can be used to extract the trajectories
of mode branches in frequency–phase speed space.
The results we have derived are for a stratified model

with no horizontal variation in seismic wavespeeds
within each layer, for which the various surface wave
modes propagate independently. The influence of lat-
eral heterogeneity can be described by introducing cou-
pling between mode branches, which will have most
effect when modal branches are tightly spaced. Thus,
although variations in the near surface are stronger
than at depth, the broad spacing of the modal branches
mean that their general character will be maintained.
In general, the strongest features seen in the frequency
– phase speed response diagrams in Figure 3 and 4 can
be expected to be robust under the influence of moder-
ate horizontal changes in wavespeed.
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Appendix A: Comparison of coupled and
single waveguide results
In Section 4 I have shown the dispersion characteristics
for the composite model, where there are three major
divisions of seismic structure that each act as a waveg-
uide. How then does the response compare with the
situation where the sediment zone is considered on its
own? The sedimentary structure is taken down to 1 km
depth (as indicated in the right hand panel in Figure 1)
and then extended to a half space with no contrast in
physical properties, rather than the further jump as in
the case where the full crust and mantle are included.
In Figure 6 I show a comparison of the frequency-

phase speed response for the two cases for frequen-
cies up to 5 Hz and phase speeds out to 6 km/s. The
modes for the sediment-only case are superimposed in
magenta on the grey tone for the full model. The under-
lying half-space for the sediment-only model now has S
wavespeed of 3.0 km/s and P wavespeed of 5.2 km/s, so
that everything with phase speeds greater than 3 km/s
represents leaking modes for this case. However, in the

full model this regime will still contain trapped modes.
For phase speeds below 2.2 km/s there is a complete

correspondence between the Rayleigh modes for the
sediment-only and full cases. This regime represents
trapping by the strong near-surface S wavespeed gra-
dients. The change in structure at depth between the
two models manifests itself in a change in the charac-
ter of the fundamental mode and the first higher mode
with frequency. The first higher mode shows a distinct
sensitivity to P wave structure and extends well into the
leaking mode domain. There is slight P dependence
for the second higher mode that only just nudges into
the leaking mode field. The other higher modes for the
sediment-only case effectively truncate at the 3.0 km/s
cut offassociatedwith theunderlyinghalf space. It is in-
teresting to note that the extension of these branches in
the full model to the entry into the main crustal waveg-
uide at 3.5 km/s shows weak P wavespeed dependence.
In the frequency range up to 5 Hz, only the lowest

frequencymode for P-dominated propagation is visible.
For the phase speed range less than 4.5 km/s where the
Pwaves interactwith thewavespeed gradient in the sed-
iment, the leakingmode for the sediment-only case and
the trappedmode for the fullmodel coincide apart from
the interruptions by the crustal modes. The behaviour
near the P cut off for the sediment only case, as near
the S cut off, is modified by the absence of the deeper
structure.
The changes in the dispersion behaviour imposed by

the truncation of the model in the sediment-only case
present a warning for sensitivity to the assumptions
made about the extent of the model. As noted earlier it
is preferable for models to be allowed to extend to sub-
stantial depth, so that the evanescent behaviour of the
modes is well represented, rather than to force a spe-
cific, shallow, depth for the range of the structure. In-
version of the true dispersion curves with a truncated
model is liable to produce a distortion of structure, par-
ticularly if only the first couple of modes are available.
The dispersion curves for slower phase speeds should
be reliable, and discrepancies will only occur as the
assumed S wavespeed for the uniform underlying half
space is approached.
In many studies the choice of the depth at which a

transition is made into a uniform half space is made
based on a priori assumptions about the nature of struc-
ture. Thus it would be common to make a truncation
at the expected base of sediments and often to use a
model composed of a few uniform layers. Strong gra-
dient zones, such as in compacting sediments, require
fine layering for an accurate description of the wave be-
haviour and there is the potential for an over-simplified
model to be very misleading. Complications will en-
sue if there is a significant interface in the actual sce-
nario below the level of truncation. This can be seen in
Figure 6 in the behaviour of the fundamental and first
higher Rayleigh modes.

Appendix B: Dispersion Curves
In Section 4 we have demonstrated the interaction
of multiple wave guide effects by examining the re-

10 SEISMICA | volume 2.1 | 2023



SEISMICA | RESEARCH ARTICLE | Interacting Seismic Waveguides

Figure 6 Comparison of the frequency–phase speed response for the full composite model (Figure 2) in grey and just the
sediment component (model truncated at 1 km depth) in magenta. The markers indicate the wave speeds associated with
the sediment component of themodel with S structure in green and P in red. The solid symbolsmark the wave speeds at the
surface and the base of the sediments.

Figure 7 Dispersion curves for bothRayleigh and Lovewaves for phase speeds out to 5.3 km/s, for the same frequency band
as used in Figures 3 and 4. The markers follow the same convention as in the earlier figures.

sponse in frequency – phase speed space, rather than
the more conventional approach of working with dis-
persion curves. In Figure 7 we show the dispersion
curves for both Rayleigh and Love wave modes for

phase speeds out to 5.3 km/s, for the same frequency
band as in Figures 3 and 4. A slightly simplified model
has been usedwith 100 layers extending down to 410 km
depth. For higher phase speeds more than 200 modes
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occur in the frequency interval up to 2.25 Hz and it is no
longer at all easy to track features that depend on subtle
modulation of the spacing of the modal branches.
This portion of frequency – phase speed space was

computed for Figures 3 and 4 with 200×200 evaluations
of the response, i.e., 40,000. Whereas, for the disper-
sion behaviour the roots of the secular equation have to
be found for each mode. The dispersion results in Fig-
ure 7 were computed with the scheme of Kerry (1981)
which uses fixed phase speed and then searches for suc-
cessive modes in frequency. The choice of phase speed
step is adaptive so that the changes in slope of themode
branches can be followed. More than 50,000 roots need
to be found for the Love wave diagram and over 200,000
for the Rayleigh case. For each root the frequency has
to be bracketed and refined. This means that many
response evaluations are required and so computation
times are typically several orders of magnitude greater
than for the direct approach used in Figures 3 and 4.
Very high precision is needed to disentangle the modal
branches and their changes of slope.
We can see a direct correspondence between the vis-

ible features in Figures 3 and 4 and the structure of the
dispersion branches for the span of phase speeds cov-
ered in Figure 7. Where apparent extensions of modal
branches from the sediments to higher wavespeeds oc-
cur we can see that they are related to the fine structure
of the dispersion curves and, notably, tight osculation
points. This is very distinctive for the projection of the
mode R1 through the crustal andmantle branches. The
switches between branches occur on such a fine scale
that some roots were missed or misidentified, produc-
ing a small blank zone for phase speeds between 4.6 and
4.7 km/s associated with the depth range between 120
and 210 km in the mantle.

The article Interacting Seismic Waveguides: Multimode Sur-
faceWaves and LeakingModes©2023 by Brian L.N. Kennett
is licensed under CC BY 4.0.
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Abstract Geophysical research frequentlymakes use of agreed-uponmethodologies, formally published
software, and bespoke code to process and analyse data. The reliability and repeatability of these methods
is vital in maintaining the integrity of research findings and thereby avoiding the dissemination of unreliable
results. In recent years there has been increased attention on aspects of reproducibility, which includes data
availability, across scientific disciplines. This review considers aspects of reproducibility of geophysical stud-
ies relating to their publication in peer reviewed journals. For 100 geophysics journals it considers the extent
to which reproducibility in geophysics is the focus of published literature. For 20 geophysical journals it con-
siders a) journal policies on the requirements for providing code, software, and data for submission; and b)
the availability of data and software associated for 200 published journal articles. The findings show that: 1)
between 1991 and 2021 there were 72 articles with reproducibility in the title and 417 with reliability, with an
overall increase in thenumber of articleswith reproducibility or reliability as the subject over the sameperiod;
2) while 60% of journals have a definition of research data, only 20% of journals have a requirement for a data
availability statement; and 3) despite ~86%of sampled journal articles including a data availability statement,
only 54% of articles have the original data accessible via data repositories or web servers, and only 49% of ar-
ticles name software used. It is suggested that despite journals and authors working towards improving the
availability of data and software, frequently they are not identified, or easily accessible, therefore limiting the
possibility of reproducing studies.

Non-technical summary In studies of the Earth, other planets, oceans and atmospheres, scientists
often carry out quantitative analysis ofmeasurements fromspecialist instruments or create numericalmodels
to represent complex natural systems. These approaches are useful for understanding important processes
such as plate tectonics and patterns of ocean circulation, and often have wider societal importance, such as
understanding natural hazards or the distribution of economically significant natural resources. When scien-
tists present the findings of their work in scientific publications, the focus is primarily on thewritten narrative.
However, a cornerstone of the scientific method should be the ability to replicate an experiment or study. To
enable this the input data and details of themethodology, for example the computer code used, are essential.
Thiswork reviewedhow reproducible the publishedwork in the field of geophysics has been to date. The find-
ings show that despitemost publications now requiring the underlying data to bemade available, most of the
time these data are not easily accessible, and therefore limit the opportunity for scientists to verify existing
findings.

1 Introduction
Geophysics is perhaps best described as the applica-
tion of physics to study the Earth, oceans, atmosphere,
and near-Earth space, including other planets (British
Geophysical Association, 2014). Geophysical methods,
which typically either take raw records from instrumen-
tation and process the recorded signals or carryout nu-
mericalmodelling, rely onquantitative analysis tomake
robust interpretations of these systems. Frequently,

∗Corresponding author: mark.ireland@newcastle.ac.uk

geophysical methods use processing flows with numer-
ous (often iterative) steps to accomplish tasks such as,
for example, distinguishing signal from noise (Robin-
son and Treitel, 2000), or modelling complex processes
such as mantle convection (Hager and Clayton, 1989).
The reproducibility and reliability of these methods is
vital to ensure that the scientific community can verify
previous findings and avoid the dissemination, or mis-
interpretation, of results which are unreliable or am-
biguous (Steventon et al., 2022). Computer analysis has
long been vital to geophysicalmethods (cf. Reese, 1965),
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and this continues to be true today, where most meth-
ods involve the use of code or software to process and
analyze data sets of ever increasing volume.
Different scientific disciplines oftenuse reproducibil-

ity and replicability inconsistently (National Academies
of Sciences, 2019). In geophysics, and Earth Sciences
more broadly, definitions and terminology used for re-
producibility, replicability and reliability in research
have not been examined to the same extent that they
have been in, for example,medical sciences (e.g., Good-
man et al., 2016). The Turing Way project defines re-
producible research as “work that can be independently
recreated from the samedata and the samecode that the
original team used” (Arnold et al., 2019). It is useful to
expand this definition by classifying how reproducible
research is different from robust, replicable, and gener-
alisable research (Figure 1). The TuringWay definitions
for each of are as follows:

• Reproducible: when the same analysis steps per-
formed on the same dataset consistently produces
the same answer.

• Replicable: when the same analysis performed on
different datasets produces qualitatively similar an-
swers.

• Robust: when the same dataset is subjected to dif-
ferent analysis workflows to answer the same re-
search question and a qualitatively similar or iden-
tical answer is produced. Robust results show
that the work is not dependent on the specifics of
the programming language/equipment/methodol-
ogy chosen to perform the analysis.

• Generalisable: Combining replicable and robust
findings allow us to form generalisable results.
Generalisation is an important step towards under-
standing that the result is not dependent on a par-
ticular dataset nor a particular version of the anal-
ysis pipeline.

To date the existing published literature on the topic
of reproducibility in geophysics can broadly be grouped
into four areas: 1) the benefits of specific open-source
software for improved repeatability (e.g. Oren and
Nowack, 2018); 2) the repeatability of surveying tech-
niques (e.g. Waage et al., 2018); 3) the reproducibil-
ity of individual studies (e.g. Walker et al., 2021); and
4) improving the repeatability of specific workflows
(e.g. Jun and Cho, 2022). There has been some lim-
ited examination of reproducibility in geosciencesmore
broadly (e.g., Konkol et al., 2019; Nüst and Pebesma,
2021; Steventon et al., 2022). Specifically in the field
of geophysics, however, to date there has been no em-
pirical consideration of the extent to which the existing
publications and published work are reproducible.
The role of journals has been described as a way to

provide a source of information and knowledge that
can easily be located and read (Childe, 2006). This in-
cludes specifically: 1) registration of the author’s claim
to the work; 2) certification, usually by peer review,

that the research was conducted properly; 3) dissemi-
nation; and 4) archiving, providing a permanent pub-
lic record of the work that can be found and cited (Ral-
lison, 2015). Preserving the data and methods that
underpin research has become an increasingly impor-
tant part of the publication process. In some subjects
journals have acknowledged the need to strengthen ap-
proaches to reproducibility (Nature, 2014) and some
even adopt specific policies with regards to verification
of results (e.g., American Journal of Political Science,
2019). Similarly, the Transparency and Openness Pro-
motion (TOP) guidelines were introduced by the Cen-
tre for Open Science to review the extent to which the
research that journals support improves reproducibil-
ity through increasing the transparency of the research
process (Nosek et al., 2015).
This work attempts to quantify the ways in which ex-

isting journals that publish geophysical researchhave to
datemade data and software available and accessible, in
turn promoting reproducibility and repeatability.

2 Reproducibility, repeatability, and
data availability

In recent years there has been increased attention on
aspects of reproducibility, including data availability,
across many scientific disciplines (e.g. Tedersoo et al.,
2021); however, there has been limited focus on this
topic in areas of Earth Sciences (Wildman and Lewis,
2022). At the 2016 G20 Summit, the G20 leaders for-
mally endorsed the application of FAIR principles to re-
search data (European Commission, 2016). The FAIR
principles set out the importance of research data being
Findable, Accessible, Interoperable andReusable to im-
prove and accelerate scientific research (Hodson et al.,
2018) and were set out by a diverse set of stakehold-
ers across academia, industry, funding agencies, and
scholarly publishers. Contemporaneous to this, compu-
tational approaches have become increasingly impor-
tant as more and more scientists are now able to adopt
computational methods due to the improved ease and
availability of both hardware and software (cf. Mesirov,
2010). Indeed, software is now a ubiquitous, if often in-
visible, component of research in most scientific disci-
plines, and for research to be reproducible requires un-
derstanding the software used by the original research
(e.g., National Academies of Sciences, 2016). With this,
the availability and support for large scale data shar-
ing has led to increased attention and resources to en-
able scientists to share data (Tenopir et al., 2011). De-
spite computational and storage infrastructure being in
place, there are still perceived barriers to effectively
making both data (Tenopir et al., 2011) and software
(Gomes et al., 2022) available and accessible. In a survey
of >1300 scientists on data sharing practices, Tenopir
et al. (2011) found that one third of the respondents
chose not to answer whether theymake their data avail-
able to others, and of those that did respond 46% re-
ported they do not make their data electronically avail-
able to others. In exploring why researchers chose not
to make their data available Tenopir et al. (2011) found
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Figure 1 Definitions of reproducible, replicable, reliable, and generalisable, mapped against data and methods. Modified
after Arnold et al. (2019).

the leading reason is insufficient time (54%), followed
by lack of funding (40%), having no place to put the data
(24%), lack of standards (20%), and “sponsor does not
require” (17%), with only 14% of respondents stating
their data “should not be available”. For code sharing,
Gomes et al. (2022) identified reasons why code shar-
ing is not more common in biological sciences, includ-
ing perceived barriers such as: unclear process, com-
plex workflows, data too large, lack of incentives, and
concerns on re-use of data. These barriers are also
identified in other disciplines, for example psychology
(Houtkoop et al., 2018), andmore broadly across the sci-
ence community (Borgman, 2010).

3 ReviewMethodology
This study considers the reproducibility of geophysical
studies which have been published in peer reviewed
journals. It does not include any consideration of the re-
producibility of geophysical studies outside of this, for
example unpublished work from the private sector, or
non-peer reviewed published reports. The analysis con-
sists of three parts: 1) a mapping review of the extent to
which reproducibility in geophysics is explored in the
literature; 2) a review of journals’ policies on the re-
quirements for providing code, software, and data for
submission; and 3) a sample of articles examining the
availability of code, software, and data.
Each part of the analysis is based on geophysical jour-

nals as identified by SCImago Journal Rank (see Sup-
plemental Table 1 in Ireland, 2022). SCImago Journal
Rank (SJR) is a numeric value representing the average
number ofweighted citations received during a selected

year per document published in that journal during the
previous three years, as indexed by Scopus (SCImago).
While journal metrics are frequently misused to assess
the influence of individual papers (Pendlebury, 2009),
here the list is simply used as a mechanism to firstly
identify journals by subject area. Each journal in the list
is assigned a subject area and subject category. We in-
clude journals where either the first or second subject
category is “geophysics”. The journals identified using
SCImago are a broad representation of journals which
may be widely read and used by the geophysics com-
munity, or they frequently publish articles where geo-
physics is the dominant discipline. Journals whose ex-
clusive focus are review articles are excluded from the
analysis. The review does not use the SJR as a measure
of the ‘prestige’ of any individual journal, nor to make
any comparison or interpretations between individual
journals.

3.1 Mapping Review Protocol
This study used a basic mapping review, designed to
identify primary studies relating reproducibility and re-
liability in geophysicswithoutmanually selectingwhich
articles to include. The aim was to enable a semi-
quantified assessment of the extent to which studies fo-
cus on the topic of reproducibility (or reliability) in geo-
physics and determine how frequently the primary fo-
cus of studies is to investigate reproducibility or relia-
bility. To do this, search strings were constructed based
on the terms “reproducibility”, “reliability” and “repli-
cable”. The search strings used are as shown in Table 1.
We restricted the search to the journals ranked in the
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Definition theme Search terms

Reproducibility reproducibility OR reproduce OR repro-
ducible OR reproduction

Reliability reliability OR reliable OR reliably OR reli-
abilities

Table 1 Search strings used in the literature mapping re-
view.

top 100 by SCImago (see Supplemental Table 1 in Ire-
land, 2022). The searches are conducted using Publish
or Perish software (Harzing, 2010, 2007), using a sin-
gle search for each journal. The searches used Google
Scholar and while there is still no consensus on the
use of Google Scholar in systematic literatures reviews
(Boeker et al., 2013), it is adoptedhere as it is free-to-use,
and therefore allows anyone to repeat the searches car-
ried out in the future, regardless of access to subscrip-
tion services. For each search the date range and title
of the journal was specified. The terms in Table 1 were
used for title word searches only. The data presented
are accurate as of 3 April 2023.

3.2 Review of Journal Policies
To evaluate journals’ existing policies relating to the in-
clusion of code, software, and data, weuse the top 20 en-
tries on the list of geophysical journals identified using
SCImago Journal Rank. For each of these journals the
requirements for code, software, and data, as per the
‘instructions for authors’ and the publishers’ policies,
were compiled. Table 2 shows the criteria for which we
reviewed journals’ policies. As the criteria outlined in
Table 2 are rarely a clear binary yes/no, scoring criteria
were used. The scoring criteria used are shown in Ta-
ble 3. The score for each journal was assessed by author
Algarabel and then reviewed by author Ireland. It is ac-
knowledged that using scoring criteria like this could be
considered subjective; however, by using descriptors of
the criteria it is anticipated that aspects of bias are min-
imized.

3.3 Review of Journal Submissions
To evaluate the extent to which published, peer-
reviewed articles make data and code available, the
same list of the top 20 geophysical journals identified
using SCImago Journal Rank was used (see Supplemen-
tal Table 1 in Ireland, 2022). As journals do not cur-
rently include search filters to discern which articles
make data available, a sample of individual publications
was selected to evaluate the extent to which they meet
the criteria set out by a journal’s policy. Two hundred
articles were selected from a 3-year period (2020-2022).
Again Publish or Perish software (Harzing, 2010, 2007)
was used, and Google Scholar used as for the search.
The date rangewas set to 2020-20221 and the “Maximum
number of results” was set to 10. This search was car-

1The search was done on 29 July 2022, and therefore covers articles pub-
lished and index over 31 months.

ried out for each of the 20 journals in Supplemental Data
Table 1 (Ireland, 2022)2.
Each article is noted as either open access or pay-

walled. This is on a per article basis, rather than by jour-
nal, since authors may opt to make an article in a sub-
scription access journal available open access by pay-
ing a journal anArticle PublicationCharge (APC).Again,
as the availability and accessibility rarely be described
using binary yes/no, scoring criteria are used, shown
in Table 4. To assess the availability and accessibility
of software we used the same sample of 200 articles as
for data and reviewed if an article named any software
used in the research. We searched the main text, avail-
ability statements, acknowledgements, and supplemen-
tary materials (where present). We also, where possi-
ble, report the license of the software that was used (e.g.
open source or commercial). Throughout the article the
word software is used as an inclusive term covering ap-
plications with graphical user interfaces (GUIs), code
for interpreted programming languages (e.g. Python),
and code for general-purpose programming languages
(C++).

Included in policy/guidance Category
Has definition of ‘research data’ Policy
Includes separate ‘data policy’ section Policy
Requirement to include data availability state-
ment Data

Requirement to include citations for data Data
Requirement to make data available Data
Guidance to include data in dedicated data
repository Data

Requirement to include software/code avail-
ability statement Software

Requirement to include citations for software/-
code Software

Requirement to make software/code available Software
Guidance to include software in dedicated
repository Software

Guidance to include data in supplementary
materials Data

Table 2 Criteria which journal policies and guidelines
were reviewed against.

We made the decision to anonymise the data as we
considered that this review was centered on the field of
geophysics rather than highlighting the reproducibility
of any individual published piece of work. Although the
articles were anonymised we maintained a key to en-
able us to link the anonymised list back to the original
sources.
In the 100 journals which publish geophysical re-

search searched there were, between 1991 and 2022,
72 articles with “reproducibility”, “reproduce”, “repro-
ducible” or “reproduction” in the title and 417 with “re-
liability”, “reliable”, “reliably”, or “reliabilities” in the ti-
tle (see Figure 2). From 1990 to 1999 there were 64 pub-
lications with “reliability”, “reliable”, “reliably”, or “re-

2Despite having introduced those dates, some articles date from 2019.
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Score Summary Descriptions

1 Required Required, (e.g., must) with very limited exceptions (for exam-
ple to preserve confidentiality of human participants)

2 Partial requirement Partial requirement with flexibility around inclusionmethod.

3 Encouraged Encouraged, with wording proactively encouraging (e.g.,
should) authors to include

4 Mentioned Mentioned or implied but not proactively encouraged
5 Not mentioned Nomention in guidance to authors
6 Not allowed Inclusion of data or content not permitted.

Table 3 Scoring criteria used to evaluate the extent to which journals proactively support improving the availability of data
and code.

Score Summary Descriptions

1 Data available and accessible via dedicated
data repository

Data available and is hosted on a repository which provides
a DOI for the data. Includes where data is provided in tables
within article.

2 Data available via website / webserver Data available but no DOI.

3 Data source linked
Includes cases where article provides link to a web-hosted
database but the specifics of the dataset (for example time
periods, filters) are not clear.

4 Data provided in supplementary information
or data

Includes where data are included under ‘supplementary in-
formation’. The lack of consistency in use of supplementary
information makes data frequently harder to access.

5 Data listed as available but not accessible Includes when authors state ‘data available on request’.

6 Data not available or nomention of data avail-
ability

Includes when authors explicitly state that data is confiden-
tial and not available or accessible.

X Data linked but link no longer valid

Table 4 Scoring criteria used to evaluate the availability and accessibility of data in published articles.

liabilities” in the title. Compare this with 2000 to 2009,
when there were 114, and 2010 to 2019 when there were
181. This represents an increase of 77% and 59% re-
spectively. From 1990 to 1999 there were 8 publications
with “reproducibility”, “reproduce”, “reproducible”, or
“reproduction” in the title, between 2000 to 2009 there
were 13 and between 2010 to 2019 there were 34. These
represent an increase of 63% and 161% respectively.
Of the 100 journals, 32 (32%) have published articles

with “reproducibility”, “reproduce”, “reproducible”, or
“reproduction” in the title, and 64 (64%) have published
articles with “reliability”, “reliable”, “reliably”, or “reli-
abilities” in the title. The Bulletin of Earthquake En-
gineering has published the most articles with “relia-
bility” “reliable”, “reliably”, or “reliabilities” in the ti-
tle (63). Geophysical Research Letters has published
the most articles with “reproducibility”, “reproduce”,
“reproducible”, or “reproduction” in the title (11). A
full breakdown of the number of publications with key-
words in the title is provided in Supplementary Data Ta-
bles 2 and 3 (Ireland, 2022).

3.4 Journal Policies
From reviewing journal policies, it was found that 12
out of 20 (60%) journals have a definition of research
data, while eight out of 20 (40%) do not have a defini-
tion (see Figure 4); 17 out of 20 (85%) of journals have

a discrete ‘data’ section within the journal policies and
guidance. Despite 18 of the 20 journals either requir-
ing or mentioning making data available, eight of these
are from a single publisher, the American Geophysi-
cal Union (AGU), which applies the same requirements
across all its Earth science publications. Only four out
of 20 (20%) have a requirement for a data availability
statement and only one journal, The Journal of Petrol-
ogy, has an explicit requirement for both inclusion of
data and a data availability statement. Information for
authors is found within dedicated data policy sections
for 17 out of 20 (85%), with three (15%) embedding the
information within other sections. These results are
summarized in Figure 5.
It is found that only one of the 20 journals (5%) re-

viewed required any code used to bemade available and
only one out of 20 journals (5%) require a code availabil-
ity statement. There are 12 out of 20 (60%) journals that
encourage making code available, while seven out of 20
make no mention of making code available. No jour-
nals have a requirement to make data or code available
through repositories, or to includeDOIs. However, 15 of
the 20 journals (75%) encourage the use of data reposi-
tories and 14 of the 20 journals (70%) encourage the use
of DOIs. Two of the 20 journals (10%)mention the use of
repositories, and four of the 20 (20%)mention the use of
DOIs. Two of the journals (10%)make nomention of the
use of repositories and one journal makes no mention
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Figure 2 Number of publicationswith the keywords “reproducibility”, “reproduce”, “reproducible” or “reproduction” in the
article title, by year.

Figure 3 Number of publications with the keywords “reliability”, “reliable”, “reliably” or “reliabilities in the article title, by
year.

of the use of DOIs.

Qualitative analysis of journals policies and guidance

suggests that different publishers are adopting differ-
ent approaches to encouraging making data and code
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available. Some are clear that they now require the in-
clusion of available data. For example, the AGU au-
thor resources explicitly refer to the FAIRprinciples and
include the following regarding data availability state-
ments:
“It is not sufficient to write that your data will be

available upon request and to archive and make your
data available in the supplementary information of your
manuscript.” (AGU)
In contrast, the Society of Exploration Geophysicists

(SEG)’s Geophysics makes no direct reference in the au-
thor instructions to the FAIR principles, although the
SEG is a signatory to the Coalition on Publishing Data
in the Earth and Space Sciences (COPDESS) Statement
of Commitment. In their instructions to authors, they
state:
“… papers from industry authors and academic re-

searchers whose work is built on unshareable industry-
owned data are invited, encouraged, and welcome.”
(Geophysics)
The guidance for authors across journals frequently

allows for authors to self-select from a range of options
relating to data availability; however, only in the case of
two publishers, AGUand Springer, was there any text in-
dicating that the deposition of data was checked as part
of the publishing process.

3.5 Journal Submissions
Of the articles with accessible information, it is identi-
fied that 165 of the 191 (~86%) articles have data avail-
ability statements and 26 (~14%) do not have data avail-
ability statements. A breakdown of data availability
statements by journal is shown in Table 5. All sampled
articles (n=100) published across the 10AGU journals in-
cluded data availability statements. In contrast, of the
eight sampled articles accessible to us published in Eco-
nomic Geology, only one had a data availability state-
ments, and seven had no data availability statement.
Of the 191 articles sampled, 90 (~47%) make avail-

able original data from their research and a further nine
(~4%) provide information to available secondary data
sources. Four articles state that the original data is avail-
able on request and four articles state that secondary
data is available on request. Four articles provide no in-
formation of the availability of original data, and 38 ar-
ticles provide no information on the availability of sec-
ondary data. 41 of the 191 (~21%) articles have the data
available via repositories and 63 of the 191 articles pro-
vide weblinks to data sources. Zenodo, FigShare and
Mendeley are the most used repositories for data shar-
ing (~75%). Examples of data sources for which articles
provide weblinks to include NASA’s Planetary Data Sys-
tem, Incorporated Research Institutions for Seismol-
ogy, and the National Oceanic and Atmospheric Admin-
istration data portal. Inmost instances the exact details
of the dataset or search criteria used to return a dataset
are not included. For articles sampled fromGeophysics,
Marine and PetroleumGeology, and Economic Geology,
none of the articles reviewedhadmade the original data
accessible or available.
Of the 200 articles, 132 were open-access (e.g., acces-

sible through the publishers’ site without subscription
access) and 68 were paywalled access (e.g., required a
subscription to access the full article). Of the 132 open
access articles it was found that 46% made the data
available (scores 1 to 4 inTable 3). and 54%did notmake
the data available via a data repository (scores 5 and 6 in
Table 3). Of the 68 paywalled articles, we found that just
14% of these made their data available via a data repos-
itory or web server (Figure 6).
There is, at least qualitatively, a difference in the

data availability between geophysical research which
has a basis in resource or economic applications, and
those with either a fundamental or global seismologi-
cal focus. For example in SEG’s Geophysics, which pub-
lishes research focused on geophysical method applied
to extractive or resource industries (Geophysics), it was
found that none of the ten articles reviewed made the
underlying data available. In contrast in the Seismologi-
cal Society of America’s Seismological Research Letters,
whose scope covers topics of broad interest across seis-
mology and related disciplines, it was found that seven
of the ten provided links to underlying data, and the
three which did not, did not use original data. It is also
found that for paywalled articles, publishers take differ-
ent approaches as to what information to provide in the
public domain. For example, in both Tectonophysics
and Earth and Planetary Science Letters published by
Elsevier, in some instances the data availability state-
ment is not behind the paywall even if the full article is,
whereas Geophysics, published by SEG, does not make
this information available without paid access to the ar-
ticle.
Of the 200 articles it was found that 49% (98 articles)

named software used in the research and 30% (60 ar-
ticles) did not name any software used in the research
(Figure 7). Of the 200 articles, we were unable to review
the software used for 13.5% (27) of them due to articles
being paywalled. For 6% (12) software could be consid-
ered not applicable due to articles being review papers
and 1.5% (3) used large scale numerical models, where
itwas not possible to identify the software environment.
Of the 98 articles which did name the software, 63% ex-
clusively or partly used open source software and 38%
exclusively or partly used commercial software (these
do not total 100% due to some publications using a com-
bination of open source and commercial software) (Fig-
ure 8). There were 100 unique software items identified
in the 98 articles that named the software used. Of the
software named those with more than five occurrences
were: Python (17), Matlab (8), Generic Mapping Tools
(7) and ImageJ (5).

4 Discussions
The identification of 489 articles that examine aspects
of reproducibility and reliability since 1990 qualitatively
suggests that both are topics of interest for geophysics
research. It is worth noting that, as has long been rec-
ognized (e.g., Carr et al., 1997), the digitization of jour-
nal formats has resulted in an increase in the number of
publications. Therefore, the observed increasing num-
ber of articles examining reproducibility and reliabil-
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Figure 4 Percentage of journals which have a definition of “research data” and percentage of journals which have an inde-
pendent “data policy” section.

Figure 5 Stacked bar charts showing the requirements set out by journals relating to data and software. All based on the
data provided in Data Table 4.

ity may not only be the result of increased attention
by researchers. Of the 100 journals reviewed 32 (32%)
have published articles with “reproducibility”, “repro-
duce”, “reproducible”, or “reproduction” in the title, and
64 (64%) with “reliability”, “reliable”, “reliably”, or “re-

liabilities” in the title, suggesting that the theme of re-
liability has been of greater focus than reproducibility.
This would seem to support the hypothesis of Steven-
ton et al. (2022) who suggested that studies focused
on reproducibility or replication are less likely to be
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Figure 6 Chart showing the difference in data availability between open access articles and paywalled articles.

Figure 7 Chart showing the percentage of total number of articles that either identify or do not identify the software used
in the research, or where the software is potentially not applicable (e.g. review articles).

published than “novel” or “ground-breaking” work. It
therefore may be that this publication bias has led to
published articles focusing on new methods and new

datasets, rather than exploring the reproducibility and
replicability of previously published research.
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Journal Data Availability Statement Original Data Accessible
Yes No Yes No

Tectonics (10) 10 0 8 2
Geochemistry, Geophysics, Geosystems (10) 10 0 10 0
Geophysical Research Letters (10) 10 0 2 0
Journal of Geophysical Research D: Atmo-
sphere (10) 10 0 10 0

Journal of Geophysical Research B: Solid
Earth (10) 10 0 9 0

Journal of Geophysical Research E: Planets
(10) 10 0 6 0

Journal of Geophysical Research C: Oceans
(10) 10 0 1 1

Journal of Geophysical Research F: Earth Sur-
face (10) 10 0 4 2

Earth and Planetary Science Letters (10) 10 0 10 0
Tectonophysics (10) 5 5 5 4
Geophysics (8) 7 3 0 9
Journal of Petrology (10) 10 0 9 0
Seismological Research Letters (5) 7 3 7 0
Contributions to Mineralogy and Petrology
(10) 10 0 10 0

Journal of Geodesy (10) 8 2 2 3
Mineralium Deposita (10) 9 1 8 1
Economic Geology (8) 1 7 3 5
Earthquake Spectra (10) 5 5 5 2
Marine and Petroleum Geology (10) 8 2 1 5
Geophysics Journal International (10) 7 3 3 5

Table 5 Summary data for articles examined, showing the number of articles that 1) provided a data availability statement
and 2) whether theymade the original data available. For both criteria scores 1 to 4 count as ‘yes’ and scores 5 and 6 counted
as ‘no’ (see Table 3 for details on scoring). As not all articles used original data, or some were solely modelling studies, the
total of yes/no for original data does not always match the total count.

4.1 Subjective interpretation of journal poli-
cies

The findings indicate that journals have a mixed ap-
proach to the wording used in policies relating to the
provision of data and code (see Figure 5). While the
TOP Factor (https://topfactor.org/) provides a score of
how journal policies align scientific ideals with prac-
tices, no geophysical journals have been scored to date
(as of 17 April, 2023). We found that journals repeat-
edly used ambiguous language in their policies when
referring to data and code availability. While 60% of
journals had a policy which stated that the submission
of data was a requirement, the statements used in the
other 40%of journalswere frequently ambiguous, using
terms such as encourages, where possible, where appli-
cable. Clearly those journals without a clear definition
of data will likely result in more subjective interpreta-
tion of the guidelines by authors, reviewers, and editors.
From the publisher’s side, from a marketing and com-
mercial perspective it couldmake sense to have submis-
sion guidelines and policies that clearly define data and
code access. A counter view could be that ambiguity
in the policies and guidelines may be beneficial from
a commercial perspective as it may encourage submis-

sions and consequently facilitate the journal to publish
more articles than if there were tighter restrictions on
data and software requirements. However, where data
and code are easily identifiable and accessible, there
is empirical evidence to suggest that the sharing of re-
search data may can be associated with an increase in
citations (Christensen et al., 2019; Piwowar et al., 2007).
When it comes to the use of supplementary informa-
tion, it is worth highlighting, as in the AGU’s data avail-
ability statement, that this section of a manuscript is
still indicated as a suitable place to accommodate data.
There are however issues with this as highlighted by
previous studies (Pop and Salzberg, 2015). Most notably
there is often a lack of guidance on how supplemen-
tary information should be used to include data (e.g.
Pop and Salzberg, 2015), which means that often data
or metadata provided in supplementary information is
inaccessible. Supplementary files are for the most part
not considered to be a part of the formal record of an
article, and therefore the integrity of these materials
is frequently poorly maintained. In the case of inter-
net hosted materials, this is evidenced by other studies
(e.g., Evangelou et al., 2005) which have shown that the
percentage of inactive links to supplementary informa-
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Figure 8 Chart showing, for the articleswhich did identify software, the percentage thatmake use of open source, commer-
cial, and freeware, as well as the percent where the license was not easily identifiable or traceable. The percentages here do
not total 100% as some articles usedmultiple pieces of software.

tion increased with time since publication,

4.2 Availability vs accessibility

Wefound that, where journal articles usedoriginal data,
in general the availability of data was improved over
journal articles which used existing data or data derived
from third party sources. Frequently where articles
used non-original data, while articles provided infor-
mation on the data in the data availability statements,
they provided insufficient information to identify spe-
cific datasets, or in several cases the weblinks no longer
worked. This suggests that it is not only data availability
that is important, but also data accessibility. Starr et al.
(2015) list eight core principles of data citation which
have been endorsed by 87 scholarly societies, publish-
ers and other institutions. Of relevance to the findings
here are the unique identification and specificity and
verifiability. For the majority of the articles sampled,
there was insufficient information for the dataset to be
identified without human search input, in contrast to
the recommendation that data identification should be
machine actionable (Starr et al., 2015). Commonly it
was difficult to identify the specific dataset used in the
research: for example, it was possible to follow a we-
blink to website which hosts data, but not to identify the
data on which the analysis was based. While many arti-
cles (>30%) provide weblinks or the names of the orga-
nizations which host the data, they frequently provided
insufficient information for readers to identify and ver-
ify that the data is the same as that which was used by

the authors. Frequent issues include, for example, the
data linked consisting of multiple files with no explicit
statement of what files from that dataset the authors
used. Another persistent issue is the use of non-static
weblinks for data sets.

4.3 Role of Journals, Editors and Reviewers

The contributions of editors and reviewers for jour-
nals, whether they are for-profit or not-for-profit, are
invaluable in ensuring the continued and timely publi-
cation of scientific findings. In most cases, those sci-
entists that undertake the role do so without remuner-
ation. The role of a journal editor could be summa-
rized as to sustain integrity in published research and
enforce the policies and the standards for the journal,
both for authors and reviewers (Caelleigh, 1993). The
role of reviewers could be summarized as ”evaluat[ing]
whether or not there is a meaningful...contribution,
whether the constructs are adequately defined,...and
whether the underlying mechanisms/process...are ex-
plained” (Lepak, 2009). Based on journal (and pub-
lisher) policies it is unclear as to whether reviewers
are expected to evaluate the suitability of data and soft-
ware availability statements. It could be suggested that
there should be a clear distinction then between the
role which editors and reviewers have in determining
whether an article’s approach to data and software avail-
ability (and accessibility) is suitable or not. In practice,
clarification by journals over the role of reviewers and
editors could improve the situation. For example, one
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possibility could be for reviewers to have the responsi-
bility for ensuring that the data and software is suitable
to demonstrate the scientific findings, and that the edi-
torial board and office has the responsibility to ensure
that authors have included a data and software availabil-
ity statement and adhered to the requirements formak-
ing data and software accessible and available. Indeed,
this is how AGU handles the availability of data, as in-
dicated on their information to authors where it clearly
states, “AGUnow checks to see if data/software has been
properly cited vs simply linking to a DOI, website, plat-
form” (AGU).
It is worth noting that while it was found that

fewer journals had dedicated requirements for soft-
ware, sometimes they are mentioned within the poli-
cies, guidelines, and definitions of data. This can lead
to some ambiguity when the guidance is interpreted by
authors. Further, while not all studies use bespoke soft-
ware (e.g. customized code), there are very few aspects
of geophysical research which do not have some re-
liance on computer-based analysis. Therefore, journals
could perhaps consider a simplified approach when it
comes to more commonly used software (e.g., for sta-
tistical analysis), whereby authors simply choose from
a list.
In the review of existing journal submissions, it be-

came clear that it is currently not possible to identify
which articles have accessible data and software quickly
and efficiently. For the most part, journals use data
availability statements, with only 10% of the 20 jour-
nals examined not mentioning including a data avail-
ability statement. However, it is not possible to filter or
search articles by the information in these statements.
In chemistry it has been suggested that one solution
to this challenge would be to completely recast data-
rich scientific journal articles into two components, a
narrative and separate data component, each of which
is assigned a persistent digital object identifier (Har-
vey et al., 2014). However, perhaps a simpler solution
could be the requirement for authors to choose from
pre-defined categories of data availability, with authors’
assertions checked for accuracy as part of the editorial
process. Journals could then implement a search crite-
rion based upon if the data is available and accessible.

4.4 Software Availability and Accessibility
In the review of existing journal submissions approxi-
mately half the articles reported the software used in
the research (49%). Where identified, the software is
not consistently reported in the same location in dif-
ferent journals, or even within different articles in the
same journal. For example, some articles reported soft-
ware in the ‘methods’ section of the article, others ref-
erenced the software used in the acknowledgements,
and some only mentioned the software within supple-
mentary materials. The 51% of articles which did not
report the software used all frequently included quan-
titative or statistical analysis, and while articles com-
monly detail the theory, they do not report on the im-
plementation of this. In other science disciplines, stud-
ies have highlighted the need for consistently specify-

ing the analytical software used in, as different software
packages could produce varying results (Dembe et al.,
2011). It is postulated that where software, both com-
mercial and open source, are widely available, accessi-
ble, and used, such as Microsoft Excel, authors may un-
intentionally omit them from inclusion from the meth-
ods. However, the accuracy of statistical methods in
such packages has been the focus of repeated studies
(e.g., McCullough and Heiser, 2008; McCullough and
Wilson, 2002, 2005; Mélard, 2014). The data indicate
that open source and freeware software, sometimes re-
ferred to as free and open-source software (FOSS) was
used in 63% of the articles which identified the soft-
ware they used. While there has been a widespread
adoption of FOSS documented (e.g., Glynn et al., 2005;
Hauge et al., 2010; van Rooij, 2011), there has been very
limited focus on the extent to which FOSS is adopted
with Earth sciences and geophysics specifically. The
findings in this study suggest that commercial software
still is important within in research, where 38% of the
articles which identified their software made use of
it. Some authors (e.g., de Groot and Bril, 2005) have
speculated that FOSS has rarely been used for larger
scale, high end-user applications and software is fre-
quently closed source or proprietary. However, increas-
ingly open source interpreted programming languages
such as Python through the wide variety of packages
available are increasingly capable of handling large and
complex datasets such as N-dimensional arrays (e.g.,
Hamman, 2017). Anecdotally, the number of down-
loads for dedicated geophysics Python packages, sug-
gests that open-source software is growing in usage. For
example Obspy (Beyreuther et al., 2010) has, according
to PePy (https://pepy.tech/) been downloaded 1,783,753
(as of 8 April 2023). Proprietary softwaremay offer ben-
efits, such as well-developed GUIs that do not require as
high a level of computer literacy (e.g., Muenchow et al.,
2019). As noted by Nüst and Pebesma (2021), in some
instances, such as where software are linked to hard-
ware, proprietary software may be unavoidable. This
could include, for example, software linked to specific
seismic acquisition systems.

4.5 Perceived Barriers

Data and code sharing are often perceived as being lim-
ited by digital infrastructure (Gomes et al., 2022). How-
ever, while making data and code available may have
been previously limited by such restrictions, there now
exits the underlying digital architecture to, for example,
host individual files typically up to 20GB in size on data
repositories such as Figshare and Zenodo. Repositories
have added the functionality to archive code, for exam-
ple from GitHub to Zenodo, and assign a DOI. Indeed,
many of the perceived barriers, for example challenges
in handling large data files, are not unique to geophysics
and these concerns have mostly been shown to be rel-
atively straightforward to manage in terms of absolute
volume. For example, a study in neurosciences by Pol-
drack and Gorgolewski (2014) described how the shar-
ing of rawMRI data from 1,000 authors would consist of
~2.7 terabytes, a relativemodest volumeby current stor-
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age infrastructure solutions (e.g., Behnke et al., 2019);
however, there are major challenges in ensuring that
data sets are curated tomake themaccessible anduseful
to researchers. Indeed, the common occurrence of big
datawithin nearly all subjects has served to identify that
discussing absolute data volume as a barrier in any con-
text is limiting, as computinghardware and software ad-
vances at sucha rate that any absolutenumbers are soon
superseded (Oguntimilehin and Ademola, 2014).

4.6 Limitations of study
The findings presented in this review are not exhaus-
tive. There exist several limitations to the study that
should be highlighted. Firstly, there are alternative
ways in which the choice of journals to include could
be made. The approach here, as far as possible, was
designed to avoid user bias in the selection of journals,
but it is recognized that the breadth of journals included
covers some topics that may be considered outside of
the immediate subject area of geophysics. Secondly,
and related to this, the choice of search tools could im-
pact the results. In this study searches were under-
taken using tools and databases which did not require
paid subscription access. Alternative subscription-only
search services may result in different results, for the
review of existing literature. Thirdly, when reviewing
journal policies, there is a component of subjectivity in
the categorization of a journal’s requirements. As dis-
cussed above this is itself is one of the issueswhich pub-
lishers and journals need to tackle to avoid any ambi-
guity in the requirements. Fourthly, when categorizing
the availability of data for an individual article, while
in some cases it is very clear if data is available and ac-
cessible (e.g., DOI linked data) or not (e.g., data is con-
fidential) there are examples where, for example the
availability of the data is insufficiently described to eas-
ily assess if the data is accessible. Examples of this in-
clude where a link to a website which hosts data is pro-
vided, but there are no specifics of the data used (for
example, not specifying the exact time series). Over-
coming this uncertainty in future studies would require
attempting to download the exact dataset used in each
case, which would be significant undertaking, not least
as it would require some subjectmatter expertise across
a diverse range of geophysical subjects. It is worth not-
ing that data repositories do provide application pro-
gramming interfaces (API) for the datasets which en-
ables programmatic access to items (Figshare). In this
work, both a score of 1 or 2 could enable scripted access
to data, however for data that score 2 the lack ofDOIulti-
matelymeans that there is no persistent record. Finally,
while the institutional subscriptions that were available
to Algarabel and Ireland who undertook the principal
data collection provided access to a high proportion of
the individual articles reviewed, there were still 27 of
200 articles for which the full text was not accessible.

5 Conclusions
Reproducibility and repeatability are important themes
for the geophysics community as evidenced by the in-

creasing number of publications identified in this re-
view. Through examining the current policies of mul-
tiple journals which publish geophysical articles, it is
identified that all too often the wording used is ambigu-
ous and open to interpretation. If journals want to pub-
lish truly reproducible works, it will require not just a
shift to using concise wording, but also for journals to
enforce stricter policies. Despite this, the empirical ev-
idence is that journals aremaking a concerted efforts to
provide guidance on the provision of data and software.
For published articles there are stark differences in the
availability and accessibility of both data and software.
However, there is still a long way to go for geophysical
research (as a whole) to be reproducible, as shown by
the findingswhich indicate that less than 30%of articles
over the past 5 years provide enough information on the
source of data, and less than 50% of articles identify the
software used, both of which are required to reproduce
results.
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6 Data and software availability
The data used in this study are available in a repository
(Ireland, 2022). There are 5 data tables included, and
the description of each is provided below.

• DataTable1_JournalListSciMargo – List of 100 geo-
physics journals used as starting point for review

• DataTable2_ExistingLiteratureReliability – Num-
ber of journal articles published, by year, with the
word ‘reliability’ in the title.

• DataTable3_ExistingLiteratureReproducibility –
Number of journal articles published, by year, with
the word ‘reproducibility’ in the title.

• DataTable4_JournalRequirements – Summary of
journal requirements categorized.

• DataTable5_PublishedArticles_Anon–Summaryof
availability of data and software for individual pub-
lications. We have removed any identifiable details
relating to the individual articles sampled in this
study.

The study used the free Publish or Perish software
(Harzing, 2007).
All plots were created in Python and the scripts are

available (Ireland, 2022). Users will need to download
the data dables and add file path locations to the scripts
to replicate the plots as they appear in the paper.
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Abstract Coseismic temperature rise is a fundamental state variable that changes dramatically during
earthquakes due to frictional heating, however in situ temperatures are notoriously hard tomeasure. The de-
velopment ofmultiple paleotemperature proxies over the last twenty years has led to an increasing number of
coseismic temperature measurements collected across a variety of faults. Here we present the first compila-
tion of coseismic temperature rise measurements and frictional energy estimates to investigate the contribu-
tion of frictional heating to the earthquake energy budget and how this varies over different fault and earth-
quake properties. This compilation demonstrates that coseismic temperature rise increaseswith the depth of
faulting until ~5 km, and below this depth remains relatively constant. Frictional energy, similarly, increases
with depth until ~5 km. However, frictional energy is remarkably similar across the faults studied here, with
most falling below 45 MJ/m2. Our results suggest that dynamic weakening mechanisms may limit frictional
energy during coseismic slip. We also demonstrate a basic difference between small and large earthquakes
by comparing frictional energy to other components of the earthquake energy budget. The energy budget for
small earthquakes (<1-10 m of displacement) is dominated by frictional energy, while in large events (>1-10
m of displacement), frictional, radiated, and fracture energy contribute somewhat equally to the earthquake
energy budget.

Non-technical summary During an earthquake, frictional resistance can lead to generation of very
high temperatures as both sides of the fault slide past each other rapidly. Understanding these temperatures
and the energy that is dissipated as heat (the frictional energy) provides insight into how earthquakes start,
propagate, and what leads to their arrest. Recently, more and more methods to address this have been de-
veloped, leading to a growing database of earthquake temperature measurements and frictional energy esti-
mates. In this study we present the first compilation of these data. We find that earthquake temperature rise
increases with the depth of faulting to ~5 km, and below this depth it remains fairly constant. We also find
that frictional energy is remarkably similar across the faults studied here with most falling below 45 MJ/m2

(for reference, 0.08 MJ is required to heat a single cup of coffee). This suggests that faults become very weak
and slidemore easily during earthquake slip, limiting the energy that is dissipated as heat. Our results demon-
strate a basic difference between small earthquakes (<1-10 m of slip), where the earthquake energy budget
is dominated by frictional heating, and large earthquakes (>1-10 m of slip) where energy is more equally split
between frictional heating, radiating seismic waves, and damage (fractures).

1 Introduction
Temperature exerts a fundamental control on both the
chemical and mechanical behavior of faults. During
earthquakes, rapid frictional heating from fault slip can
lead to a large increase in the in-situ near-fault temper-
ature. These temperature spikes can have a profound
effect on fault rheology, chemical disequilibria, and the
rates of chemical reactions, leading to changes in fault
strength, structure, and mineralogy (Reches and Lock-
ner, 2010; Di Toro et al., 2011; Noda and Lapusta, 2013;
Collettini et al., 2014). Although geologically brief, co-

∗Corresponding author: g.coffey@gns.cri.nz

seismic temperature rise is effectively a metamorphic
process, however, very few observational estimates of
coseismic temperature rise exist.

In addition to shedding light on chemo-mechanical
processes during earthquakes, quantifying tempera-
ture rise during earthquake slip also allows us to place
constraints on the earthquake energy budget. This is a
key component in understanding earthquake physics as
it controls a rupture’s ability to grow and provides in-
formation onwhat processes facilitate rupture propaga-
tion or lead to its arrest. The earthquake energy budget
comprises dissipative (frictional and fracture energy)
and radiated energy (Figure 1; Kanamori and Heaton,
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2000). Portions of the earthquake budget that are re-
lated to stress drop can be measured or inferred from
seismology, however the frictional energy depends on
the absolute shear stress level during the earthquake.
As seismology does not measure absolute stresses, we
rely on measurements of coseismic temperature rise
from frictional resistance to quantify frictional energy
(Kanamori and Heaton, 2000). With the development of
paleotemperature proxies and the installation of bore-
hole observatories, a number of frictional energy es-
timates for different faults have been made (Pittarello
et al., 2008; Fulton et al., 2013; Savage andPolissar, 2019;
Coffey et al., 2021, 2022).

Figure 1 Simplified example of the earthquake energy
budget based upon Kanamori and Heaton (2000) including
frictional energy (EF), fracture energy (EG), and the energy
radiated as seismic waves (ER). The hatched area is the
breakdownenergy (CoccoandTinti 2005), here it isdepicted
as equal to fracture energy, but itmay also include frictional
energy.

Here, we present a compilation of earthquake tem-
perature and frictional energy estimates from a suite of
fault types. The data are from a variety of paleotem-
perature proxies, but rely heavily on biomarker thermal
maturity (Polissar et al., 2011; Savage et al., 2014; Shep-
pard et al., 2015; Savage and Polissar, 2019; Coffey et al.,
2019; Rabinowitz et al., 2020; Coffey et al., 2021, 2022).
This compilation is the first attempt to understand the
frictional energy component of the earthquake energy
budget from an observational perspective and enables
exploration of how energy is partitioned into different
sinks depending upon earthquake depth and other pa-
rameters.

2 Coseismic temperature rise and
earthquake paleothermometry

During an earthquake, frictional resistance along a fault
can lead to the generation of very high temperatures.
The temperature rise (∆T ) that occurs during an event

depends on various fault and earthquake properties:

∆T ∝

τ

ρcp

vt

2a
(1)

where τ is shear stress (the product of normal stress and
friction minus pore pressure), ρ is density, cp is heat ca-
pacity, t is time, v is slip velocity, and a is the half width
of the slipping layer. Equation 1 illustrates the essen-
tial parameters that relate temperature rise to faulting
and earthquake slip. The absolute temperature rise is
also influenced by heat diffusion away from the slipping
surface (Lachenbruch, 1986) and the full equations that
include heat diffusion can be found in Supplementary
Material S1.
When solving Equation 1 for depths below a cou-

ple of kilometers and for pore pressures that follow an
assumed regular hydrostat, heat generation for even
moderate-size earthquakes can easily create tempera-
tures that melt all or some of the minerals present.
Evidence of this melt is preserved in the rock record
as pseudotachylyte, crystallized frictional melt that has
long been considered a robust recorder of coseismic
slip (Sibson, 1973, 1975). However, pseudotachylyte
is famously underrepresented in outcrop (Kirkpatrick
et al., 2009) and absent on faults shallower than ~3 km
depth (Sibson and Toy, 2006). This dearth of pseudo-
tachylyte has been attributed to alternative dynamic-
weakening mechanisms, such as thermal pressuriza-
tion, that can make faults so weak during earthquakes
that they did not achieve significant temperatures (Rice,
2006). Theoretical analyses of dynamic weakening have
been supported by dozens of high-speed friction experi-
ments, which demonstrated that faults weaken dramat-
ically at fast slip rates (Di Toro et al., 2011). Although
it is very likely that faults are weak during earthquakes,
more recent studies have also suggested that evidence
of pseudotachylyte can be difficult to observe in out-
crop, especially when the pseudotachylyte itself has un-
dergone retrograde reaction to other minerals (Kirk-
patrick and Rowe, 2013). Whether faults lack pseudo-
tachylyte or it is obscured in outcrop, it is clear that
developing additional thermal proxies for faults would
shed light onearthquakemechanics. Recently, a greater
range of techniques has been applied to study coseis-
mic temperature rise (Rowe and Griffith, 2015). In
addition to pseudotachylyte these include thermal de-
composition of calcite, vitrinite reflectance, (U-Th)/He
of hematite and other minerals, and mineralogic/tex-
tural zoning (Pittarello et al., 2008; Sakaguchi et al.,
2011a; Kirkpatrick et al., 2012; Collettini et al., 2013;
Ault et al., 2015; Rowe and Griffith, 2015). For exam-
ple, microstructural evidence of carbonate dissociation
has been used to argue that temperatures greater than
~750 °C were achieved during earthquakes (Rodriguez-
Navarro et al., 2009; Collettini et al., 2013). Vitrinite,
a type of kerogen found in bituminous coal, has been
widely applied in the hydrocarbon industry as its re-
flectance increases with increasing thermal maturity,
which is a function of time and temperature. Vitri-
nite reflectance has also been shown to be sensitive to
shorter, earthquake-duration heating and has been ap-
plied to quantify coseismic temperature rise in settings
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Figure2 Examplesof a) thermalmaturityandb)maximumtemperature fromCoffeyetal. (2019) asa functionof thedistance
from the slipping layer. Profiles aremodeled to fitmeasured biomarker (MPI-4) data shownby the blue points in a). Gray lines
are 10,000 Monte Carlo iterations of themodeled thermal maturity and temperature profiles, and the red line is themean. c)
A simplified fault zone schematic showing the Principal Slip Zone (PSZ), gouge zone, and damage zone. d) photograph of a
fault zone from the Muddy Mountain thrust in Nevada, USA.

such as the Nankai trough (Sakaguchi et al., 2011b).
(U-Th)/He dating of hematite along fault surfaces has
demonstrated that the thermal conditions occurring
during earthquake slip are sufficient to reset U-Th/He
ages along very localized surfaces (hundreds of µm
thick) and that these reset ages canbeused tomodel and
constrain coseismic temperatures (Ault et al., 2015; Mc-
Dermott et al., 2017; Ault et al., 2019; Armstrong et al.,
2022).

In addition to these paleotemperature proxies,
biomarkers have been increasingly used over recent
years to investigate frictional heating, and they provide
us with a robust and widely-applicable tool to explore
coseismic temperature rise. Biomarkers are the molec-
ular remains of past organisms that accumulate in
sedimentary rocks over time. When heated, their abun-
dance andmolecular structure is systematically altered
to achieve more thermally-stable configurations or
products. This alteration can occur under earthquake
temperatures and durations (Savage et al., 2018). While
burial heating will also increase biomarker thermal
maturity, comparing the difference in thermalmaturity
between fault zone and off-fault background samples
reflects how much of the thermal maturity of the fault
zone is due to temperature rise during the earthquake
(Polissar et al., 2011; Savage et al., 2014; Savage and
Polissar, 2019). Temperature can be calculated from
biomarker thermal maturity because the kinetics for
numerous biomarker reactions have been established
from heating experiments (Sheppard et al., 2015;
Rabinowitz et al., 2017). As a result, we can forward
model temperature rise and biomarker reaction for a
range of appropriate earthquake and fault parameters
(Equation 1, Supplementary Material S1) to best fit the
thermal maturity signal measured within a localized

slip layer. For example, Figure 2 shows the best-fitting
temperature model for one biomarker thermal matu-
rity parameter, MPI-4 (methylphenanthrene index),
for the Muddy Mountain thrust (Figure 2c). Biomarker
thermalmaturation is strongly temperature dependent,
and larger events with the greatest temperature rise
will dominate the maturity signal (Coffey et al., 2019).
Because of this relationship and field observations of
variability in displacement across different earthquakes
on the same fault patch (Nicol et al., 2016), we assume
that any biomarker heating signal present is a result
of the largest earthquake the fault has experienced.
As a result, estimates from biomarkers on the faults
compiled here are likely upper bounds on temperature
and frictional energy.
Three biomarker thermal maturity ratios are utilized

in the dataset compiled here: the methylphenanthrene
index (MPI-4) calculated frommethylphenanthrene iso-
mers (Coffey et al., 2019; Polissar et al., 2011; Savage
et al., 2014), the Carbon Preference Index (CPI) calcu-
lated over C26-C35 n-alkanes (Rabinowitz et al., 2017;
Coffey et al., 2021; Rabinowitz et al., 2020), as well
as the alkenone unsaturation ratio (Uk′

37
) and concen-

trations from long-chain alkenones (Rabinowitz et al.,
2017, 2020). More detailed information on the relevant
thermal maturity parameters can be found in Supple-
mentary Material S2.
Uncertainties in temperature estimates from

biomarkers relate to uncertainties in the biomarker
reaction kinetics, as well as the slip velocity, principal
slip zone (PSZ) thickness, displacement, and shear
stress during the event. The temperatures required for
measurable biomarker reaction require seismic slip
speeds, which limits the possible sliding velocity range
(Savage et al., 2018). Slip zone thickness is measured
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Figure 3 Compilation of earthquake temperatures with depth color-coded by proxy type. Symbols aremean and error bars
are the 95% confidence intervals a) Earthquake temperature rise above background (i.e., does not include ambient tempera-
ture). b)Maximum temperature (temperature rise plus ambient temperature). Temperature rise during earthquakes is higher
on more deeply buried faults because of increasing shear strength from increasing normal stress with depth. Open symbols
are minimum bounds on temperature rise andmaximum temperature.

in the field (Figure 2c); however, thickness may vary
along a fault, and where possible we couple each
temperature estimate with a measured thickness from
the specific point along the fault that was sampled.
Finally, although we typically do not know shear stress
or displacement, we can place broad constraints on
shear stress using in situ regional stress estimates
and lab estimates of frictional weakening (e.g Collet-
tini et al., 2009; Jeppson et al., 2010). Observational,
experimental, and theoretical work of the last two
decades has found that shear strength on large faults is
most likely low during earthquake slip (Di Toro et al.,
2011; Fulton et al., 2013; Rice et al., 2014). Simple
models of earthquake slip based on Equation 1 (also
in Equations 1 and 2 in Supplementary Material S1)
demonstrate that if slip indeed localizes onto very thin
layers as is often observed in the field (millimeter-scale
or thinner; Figure 2c) and friction values were constant
at ~0.6 as found in static friction experiments (e.g.
Byerlee 1978), faults would reach unrealistically high
temperature even during moderate earthquakes (Rice,
2006). High-velocity friction experiments confirmed
that after a run-in phase of high friction, fault strength
should drop dramatically for most rock types (Di Toro
et al., 2011; Chang et al., 2012; Rubino et al., 2017). This
drop in friction is a function of the thermal weakening
displacement, Dth (Di Toro et al., 2011):

Dth = aσ−b
n (2)

where a and b are experimentally derived coefficients.
As a result, the shear stress (τ ) will evolve during sliding
according to (Seyler et al., 2020):

τ = τss + (τp − τss)e
−

δ

Dth (3)

where τ SS is the steady-state shear stress, τP is the peak
shear stress, and δ is the slip accumulated after the peak
shear stress. Because of this, the average shear stress
during sliding will be lower for larger displacements as

Dth is a lower fraction of total slip in these events, and
more slip occurs at lower friction. In our models, we
assume that shear stress evolves following Equation 3
and that normal stress is equal to overburden less hy-
drostatic pore pressure. We can then iterate the aver-
age friction as displacement increases and use this in
our thermal models to define a shear stress range (Cof-
fey et al., 2022).

3 Frictional Energy and the Earth-
quake Energy Budget

The energy expended during an earthquake is a func-
tion of the stress drop, ∆σ, residual (dynamic) stress
and total displacement, D, during the event. The avail-
able potential energy related to the stress drop due to
the displacement, ∆W, is:

∆W = 1/2(∆σD) (4)

A simplified schematic of this is shown in Figure 1.
Progress of the earthquake is delineated by the bold
line and begins at some initial stress, σ0. As the
earthquake proceeds, stress drops to a final value, σf,
over some displacement, D. During this time elastic
strain energy in the volume around the slip surface is
broadly converted into dissipative and radiated energy
(Kanamori and Heaton, 2000). Radiated energy goes
into the propagation of seismic waves, while dissipated
energy includes fracture energy, which encompasses
plastic deformation at the rupture tip and off-fault dam-
age, as well as frictional energy, which is required to
overcome frictional resistance (Kanamori and Brodsky,
2004; Kanamori and Rivera, 2006; Lambert et al., 2021;
Viesca and Garagash, 2015).
Determining all components of the earthquake en-

ergy budget is difficult, as each component is estimated
throughdifferent analyses. Radiated energy can inprin-
ciple be determined from analysis of seismic waves.
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The available energy, ∆W, depends on calculation of
stress drop. The portion of the energy budget that is
available energy less the radiated energy is often con-
sidered to go to fracture energy, but some of this en-
ergy can go to the dissipation of heat. As a result, some
authors use the term breakdown energy as a more ag-
nostic term because it is impossible to determine the
amount of heat dissipation from seismological mea-
surements (Cocco and Tinti, 2008; Lambert and La-
pusta, 2020; Cocco et al., 2023). This distinction is im-
portant to note here because some of the temperature
rise we measure could have in fact been part of the
breakdown energy.
Coseismic temperature rise can be used to quantify

the frictional energy dissipated during slip. We use the
temperature proxies outlined above to identify seismic
layers and quantify coseismic temperature rise. Fric-
tional energy, EF , is an integration of the product of ve-
locity and shear stress, which is the total displacement
during the earthquake, D:

EF = τD (5)

When referring to the frictional energy throughout
the results of this study we are reporting frictional en-
ergy density (MJ/m2) and emphasize that this will in-
clude any heat dissipated as part of the breakdown en-
ergy. Once the temperature rise, thickness of the fault,
and the rock thermal andmaterial properties have been
established, the only unknown from Equation 1 is the
product of the shear stress and displacement. We do not
need to solve for shear stress and displacement to esti-
mate temperature and frictional energy as their product
is the important parameter. However, our estimate of
shear stress from depth of faulting and frictional weak-
ening across many rock types allows us to evaluate fric-
tional energy as a function of displacement, and there-
fore earthquake size.

4 Thermal evidenceof coseismic slip in
faults

We compile estimates of coseismic temperature rise to
synthesize what has been learned from investigations
into coseismic temperature rise to date. We also com-
pile estimates of frictional energy for the same faults
where available, and for those faults where frictional
energy has not been reported, we establish our own
constraints based on our forward modeling described
above. This compilation was made using a variety of
thermal proxies, fault types, and tectonic settings and is
presented in Table 1. New temperature estimates from
biomarker thermalmaturity aremeasured on the: Hun-
dalee fault, Spoleto fault, Monte Maggio fault, and a
thrust within theMarinHeadlands (Supplementary Fig-
ure 1). We compare the temperature rise and frictional
energy from these studies to fault and earthquake prop-
erties to explore any relationships that exist and the im-
plications that some of these properties may have on
earthquake rupture.
We estimate both absolute temperature and tem-

perature rise (absolute temperature less the ambi-

ent temperature when independently calculated) dur-
ing earthquake slip. We find that temperature rise
ranges between 280 - 1350°C and the maximum tem-
perature achieved by the fault ranges from ~280°C
to 1450°C (Table 1; Figure 3). The lowest measur-
able temperatures (besides null results, which for the
biomarker proxy depends on background thermal ma-
turity but is usually less than ~500°C) were found in the
Nankai frontal thrust using vitrinite reflectance (Sak-
aguchi et al., 2011b), while the highest temperatures oc-
curred along the Pasagshak megathrust (Alaska) from
biomarker measurements and the presence of pseudo-
tachylyte (Rowe et al., 2005; Savage et al., 2014). The
Pasagshakmegathrust is unique in this dataset as it was
exhumed from 12 - 14 km depth and has developed at
least six pseudotachylyte layers, making it the deepest
fault with the most evidence of frictional melt of the
faults analyzed here.
We expect that fault strength increases with depth

as a function of normal stress and frictional strength
(Sibson, 1977; Byerlee, 1978), which would lead to an
increase in both maximum temperature and tempera-
ture rise with increasing depth. Figure 3 demonstrates
that both temperature rise and maximum temperature
increase with depth down to ~5 km, below which tem-
perature is more or less constant. This relationship be-
tween temperature and depth is apparent even though
we are likely comparing earthquakes with different dis-
placements (Supplementary Figure 2). Sibson and Toy
(2006) showed a similar relationship between depth and
temperature by demonstrating that pseudotachylyte is
nearly absent in faults that were active at burial depths
above ~3 km. If all other parameters except depth are
held constant, a continued increase in temperaturewith
depth is expected due to increasing normal stress and
hence, shear strength. The observednearly constant (or
only subtly increasing) temperatures at depths below ~5
kmmay reflect that the faults in our database aremostly
pseudotachylyte bearing at these depths. Once melting
temperatures are achieved, melt lubrication may pre-
vent further temperature rise (Ujiie et al., 2007; Kirk-
patrick et al., 2012).

5 Earthquake Energy Budget
We combine frictional energy estimates from our
biomarker studies with previous estimates from the lit-
erature and these are plotted in Figure 4. Frictional en-
ergy across all of the faults in this study varies from 0.9
– 228MJ/m2 (this range includes the 95% confidence in-
terval limits of these estimates). This is generally higher
than frictional energy estimates from laboratory exper-
iments which range from 500 J/m2 – 5MJ/m2 but involve
displacements orders of magnitude lower than those
considered in this compilation (Passelègue et al., 2016;
Aubry et al., 2018; McBeck et al., 2019). The lowest fric-
tional energy in our study occurs along faults of the
frontal thrust of the Nankai subduction zone, which has
a mean frictional energy of 2.5 MJ/m2, (95% confidence
interval: 0.9 – 3.8MJ/m2), while thehighest occurs along
the Pasagshak megathrust with a range of 105 – 228
MJ/m2. The Pasagshak megathrust is a clear outlier,
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Figure 4 Depth plotted against frictional energy for faults in this compilation. Inset a), as outlined by the red box, shows
frictional energy as a function of depth but only for those faults with a frictional energy ≤ 50 MJ/m2. This only excludes the
Pasagshak megathrust and highlights a slight trend in frictional energy at shallower depths (≤ ~5 km).

and as described above, it is unique in this dataset due
to the thickness of pseudotachylyte that formed. The
rest of the faults in this dataset have frictional energy
that falls below 45 MJ/m2, with most below 26 MJ/m2,
suggesting a tendency for frictional energy to remain
within a narrow range despite differences in displace-
ment, depth, fault type, lithology, or ambient temper-
ature. While frictional energy varies over a relatively
narrow range, we see a weak relationship between fric-
tional energy and depth, similar to coseismic tempera-
ture rise, frictional energy increases slightly with depth
until ~5 km (Figure 4). The exception to this trend is the
Tohoku earthquake, where rapid fault zone drilling cap-
tured the temperature decay after that earthquake (Ful-
ton et al., 2013).
By estimating the average shear stress during the

earthquake (Equation 3), we can also estimate the earth-
quake displacement and compare frictional energy to
values of fracture and radiated energy calculated from
other studies. We used estimates from (Ye et al., 2016),
which are included in their supplement. Radiated en-
ergy is estimated from the ground velocity spectra ac-
cording to (Venkataraman and Kanamori, 2004). G’, a
proxy for fracture energy, which we refer to as break-
down energy, that is calculated as follows:

G′ = 0.5(1 − ηR)∆σED (6)
where ηR is the radiation efficiency estimated from the
ratio of measured radiated energy to available potential
energy, ∆σE is the energy-related stress drop, and D is
the average slip.
All components of the energy budget increase with

displacement, however the frictional energy increase
is subtle compared to the other components (Figure 5).
Radiated energy is generally slightly lower than break-
down energy for a given displacement and can reach

values of up to 20 MJ/m2 when normalized by the rup-
ture area. The breakdown energy on the other hand
reaches values as large as 140 MJ/m2 but generally falls
below 100 MJ/m2. Frictional energy (0.9 – 228 MJ/m2)
tends to locate toward the higher end of both the break-
down and radiated energy at a given displacement, al-
though at high displacements frictional and breakdown
energy become more similar.
The limited range of frictional energy values com-

pared to breakdown and radiated energy may re-
flect a self-limiting process due to temperature-driven
changes in fault strength. As sliding occurs at earth-
quake slip rates, friction evolves to a lower steady-state
value over some thermal weakening distance, Dth (Di
Toro et al., 2011; Paola et al., 2011). Accordingly, a large
fraction of the total frictional energy should be released
during the initial periodof slidingbeforeDth is reached.
Sliding after this distance dissipates little energy be-
cause the fault is weak, so that the total frictional en-
ergy increases only slightly for larger earthquakes (if at
all). Weakening also explains the lack of relationship
observed between frictional energy and depth for faults
below~5 km (Figure 4), because Dth is smaller at higher
normal stresses, and low friction is achieved with less
total slip (Seyler et al., 2020). We acknowledge that fault
weakening was assumed in our displacement estimates
from biomarkers, however the consistency in frictional
energy estimates in our field data require that frictional
energy is not strongly dependent on displacement (e.g.
if friction was at a constant level throughout the earth-
quake, frictional energy should increase linearly with
displacement).
Using the values of breakdown, radiated, and fric-

tional energy from Figure 5, we have put together a
representative complete earthquake energy budget for
small (<1-10 m of displacement) and large (>1-10 m of
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Figure 5 G’ is breakdown energy and consists of fracture energy and some unknown component of frictional energy (Aber-
crombie and Rice, 2005), ER is the radiated energy, and EF is the frictional energy. ER and G’ are from Ye et al. (2016). EF is
compiled from previous studies or calculated here from temperature data (Table 1). Bars on frictional energy represent the
range of displacement and EF for each event. The dashed line and gray shaded region reflect the approximate transition from
small (<1-10 m of displacement) to large earthquakes (>1-10 m of displacement)

displacement) events (Figure 6). The distinction at 1-10
m displacement, i.e., between small and large events,
corresponds to the displacement where frictional en-
ergy is no longer the dominant energy sink (Figure 5).
We suggest that as earthquakes get large and friction is
low, a greater fraction of the total energy can go towards
radiating seismic waves and towards deformation such
as plastic deformation at the rupture tip and off-fault
damage. Dedicating less energy to frictional resistance
might allow earthquakes to keep propagating. Although
our frictional energy dataset is small, it covers a range
of depths, lithologies, fault thicknesses, and slip dis-
tances, suggesting that the basic relationships observed
are fundamental andnot the result of biases in the faults
sampled. This observation of low friction at large dis-
placements is what has been proposed from high ve-
locity friction experiments and the efficacy of dynamic
weakeningmechanisms (Di Toro et al., 2011; Viesca and
Garagash, 2015; Lambert et al., 2021), however the re-
sults from this study are the first that show this from
field data. Our results provide insight into fundamental
differences between small and large earthquakes, con-
tributing to an integrated view of the earthquake energy
budget and improving our overall understanding of how
energy is partitioned during earthquakes.

6 Conclusions
Temperature rise and frictional energy have been com-
piled for newly analyzed and previously studied faults
that reflect a range of different tectonic settings, depths,

and earthquake sizes. This dataset has been used to
better understand the role of frictional heating during
earthquakes and place the first broad constraints on the
total earthquake energy budget. Temperature rise in-
creases with depth of faulting, which is likely a conse-
quence of increasing normal stress. However, below ~5
km depth, temperature rise no longer increases, sug-
gesting a temperature limit through thermal weakening
mechanisms. While frictional energy increases some-
what with displacement, the increase is remarkably
small across different faults, suggesting that dynamic
weakening limits the frictional work along most faults
to values below 45 MJ/m2. Along with frictional en-
ergy estimates, we have aggregated radiated and break-
down energy estimates and created an integrated view
of the earthquake energy budget as a whole. In do-
ing this, we demonstrate a fundamental difference in
the way energy is partitioned between small and large
earthquakes. For small earthquakes, the energy bud-
get is dominated by frictional energy, whereas for large
earthquakes, frictional, breakdown, and radiated en-
ergy contribute more equally to the total budget as a
consequence of rapid frictional strength reduction with
accumulating slip. These findings are an important ad-
vancement in understanding the energy required for
earthquake rupture.
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Abstract On 2021 April 18, an Mw 5.9 earthquake struck the Genaveh region in the south Dezful embay-
ment of the Zagros, Iran. Here, we investigate the active tectonics of the region, the geometry and slip distri-
bution of the causative fault plane, and its aftershock behavior. We applied a combination of different geode-
tic and seismological methods (slip distribution inversion of the mainshock using Sentinel-1 Interferometric
Synthetic Aperture Radar (InSAR), relocation, and moment tensor inversion of aftershocks and background
seismicity of the region). Co-seismic InSARmodeling shows that the slip is confined to the sedimentary cover
atdepthsof 4-7kmwithamaximumslipof 1mandhighlights the influenceof lithology in the rupturepropaga-
tion. Moment tensors and centroid depths of aftershocks down toMw 4 show that the distributed aftershocks
sequence is dominated by reverse faulting at centroid depths of 4-10 km. The causative fault is compatible
and parallel to the trend of the Gulkhari anticline and the coseismic uplift of the Genaveh earthquake implies
that the growth of this particular fold is linked to the fault(s). However, still, due to the absence of surface
rupture, the clear relationship between buried faulting and surface folding remains unclear.

Non-technical summary We investigate the Mw 5.9 Genaveh earthquake that occurred on 2021
April 18 near the Genaveh harbor in the Persian Gulf, located in the Zagros mountains of Iran. We assess this
seismic activity using seismology and space geodetic measurements andmodels. We discuss the connection
between faulting and folding in the region and the causative fault of the Genaveh earthquake. Our results
show this earthquake involved a gently NE-dipping fault plane. We found that the mainshock was restricted
to depths of between 4-7 with amaximum slip of 1mwithin the sedimentary cover. Our results are helpful for
hazard and risk assessment of the Genaveh harbor which is an important economic spot in Iran.

1 Introduction
The Zagros Fold-and-Thrust Belt (ZFTB) is a seismi-
cally active region of Iran, formed during the colli-
sion of the Afro-Arabian continent and the Iranian
microcontinent (e.g. Stöcklin, 1968; McQuarrie, 2004;
Mouthereau et al., 2012). The region presents one of the
youngest continental collision zones on Earth and hosts
frequent episodes of moderate to large shallow seis-
micity (e.g. Talebian and Jackson, 2004; Nissen et al.,
2019; Jamalreyhani et al., 2022) (Figure 1). The Zagros
changes morphology along and across strike, likely re-
flecting differences in the sedimentary cover — in par-
ticular its overall thickness and the spatial extents of
weak, detachment-forming evaporitic layers. However,
it’s not well understood whether these morphological

∗Corresponding author: m.jamalreyhani@gmail.com

changes are reflected in (or perhaps even governed by)
differences in the style of earthquake faulting. The ad-
vent of InSAR and recent improvements in seismic sta-
tion coverage have allowed focused studies of major
earthquake sequences that can shed light on these ques-
tions. A long-standing question in the ZFTB is the ex-
tent to which the Precambrian basement and the thick
Phanerozoic sedimentary layer participate in the ob-
served seismicity (McQuarrie, 2004; Mouthereau et al.,
2007; Talebian and Jackson, 2004; Jamalreyhani et al.,
2022). Nissen et al. (2011) suggested a vertical sepa-
ration of the seismicity in the Zagros, implying that
most of themoderately-sized events (Mw 5-6), especially
those in the ZSFB, happen in the competent segment
of the sedimentary layer and most the aftershocks in
the basement, mostly triggered by stress perturbations.
Recent studies show the variety of deformation styles
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and seismicity in different parts of the ZFTB (e.g. Nissen
et al., 2019; Jamalreyhani et al., 2019, 2022, 2021b). The
outer part of the ZFTB, named Zagros Foreland Folded
Belt (ZFFB), is subdivided into four tectono-stratigraphy
domains (Figure 1): from SE to NW, the Fars Arc, the
Dezful Embayment, the Lurestan Arc, and the Kirkuk
Embayment. Recent studies of earthquakes in the SE
Zagros (Qeshm (Nissen et al., 2010), Fin (Roustaei et al.,
2010), Khaki-Shonbe (Elliott et al., 2015), Khalili (Jamal-
reyhani et al., 2021a)) and in theNWZagros (Ezgelehand
Sarpolzahab (Nissen et al., 2019; Jamalreyhani et al.,
2022), Mandali (Nissen et al., 2019), Murmuri (Copley
et al., 2015)) have illuminated the structural style in
those regions, but so far there has been an absence of
large events in the central Zagros. The Mw 5.9 Genaveh
earthquake on 2021 April 18, therefore, fills an impor-
tant gap and provides an opportunity to study the char-
acteristics of observed seismicity in the Dezful Embay-
ment.
The Dezful Embayment, known as the lower-lying

area in Zagros ZFFB (Allen and Talebian, 2011), is the
~500 km-long segment situated in the outer part of the
central Zagros and covers an area of 75000 km2 (Allen
and Talebian, 2011) (Figure 1). It contains a > 5 km thick
of the Fars Group sediments (Figure S1; Gachsaran,
Mishan, Aghajari, and Bakhtiyari formations) (Abdul-
lahie Fard et al., 2011; Shamszadeh et al., 2022a). This
region is co-located with 45 natural oil fields, equal to
~8% of Earth’s total (Najafi et al., 2014; Seraj et al., 2020;
Najafi and Lajmorak, 2020; Shamszadeh et al., 2022a)
(Figure 1). It is formed from the west of the Kazerun
fault zone to the Balarud fault zone in the northwest
and in the footwall of theMountain Front Flexure (MFF)
(Berberian, 1995; Allen andTalebian, 2011; Shamszadeh
et al., 2022a) . Most of the Dezful Embayment arc’s seis-
micity occurs on ~30°-50° dipping blind reverse faults
and some on strike-slip mechanisms (Figure 1). In the
Dezful Embayment, layer-parallel shortening resulting
from the Zagros orogeny is accommodated by several
symmetric and asymmetric mostly NW-SE trending an-
ticlines and synclines (Figure 1) (e.g. Sherkati et al.,
2006; Seraj et al., 2020).
Almost 7-12 km of the Phanerozoic sedimentary suc-

cession including alternative competent and incompe-
tent layers, is folding and faulting in response to the
continental collision in the ZFTB (Alavi, 2008; Irandoust
et al., 2022). The Precambrian-Cambrian Hormuz salt
layer is located between the basement and sediments in
ZFFB. Despite some outcrops of Hormuz salt being ob-
served in the adjacent area of the Dezful Embayment,
the fold style and geometry suggest a decollement layer
at the base of the sedimentary cover in the South Dez-
ful Embayment (SDE) (Shamszadeh et al., 2022a,b, and
references therein). Nonetheless, the surface salt di-
apirs are lacking in theDezful Embayment (Jahani et al.,
2009; Sherkati and Letouzey, 2004; Najafi and Lajmorak,
2020). This challenges the clear exposure of the Hor-
muz salt layer in the Dezful Embayment (Sherkati and
Letouzey, 2004; Jahani et al., 2017) but the lower Pa-
leozoic Shale at depth of ~3-4 km has been reported
(Sherkati and Letouzey, 2004; Farahzadi et al., 2019; Na-
jafi and Lajmorak, 2020). The estimated thickness of

the sedimentary cover from subsurface investigations
shows ~8-12 km of sediment in the SDE (Sherkati et al.,
2006; Najafi and Lajmorak, 2020; Shamszadeh et al.,
2022a). This is suggested by the construction of some
longitudinal sections along the strike of anticlinal struc-
tures and across the NNE-SSW trending, e.g. Kharg-
Mish Paleo High (KMPH) (Sherkati et al., 2006; Sham-
szadeh et al., 2022a). Above the Precambrian crystalline
basement, a 4–6 km thick sequence which has been
named as ‘Competent Group’ is composed (Vergés et al.,
2011; Najafi and Lajmorak, 2020). Mainly two sets of
faults with the NW-SE Zagros trend and the NNE-SSW
Afro-Arabian trend have been developed and involved
in the deformation of the SDE (e.g. Sepehr and Cos-
grove, 2004; Shamszadeh et al., 2022b). In addition to
several NW-SE pre-existing basement faults in the ZFTB
(e.g. the MFF), most of the SDE’s anticlinal structures
(e.g. Gulkhari and Gachsaran anticlines) with steeper
SW forelimbs are developed over an NW-SE trending
emergent or blind thrust faults dipping NE (e.g. Mc-
Quarrie, 2004; Carruba et al., 2006). Furthermore,
several NNE-SSW trending basement-involved faults,
e.g. Kharg-Mish andHendijan-Bahregansar-Norooz, af-
fected the tectono-stratigraphyevolutionof the SDEdur-
ing the Phanerozoic (Figure 1) (Sherkati and Letouzey,
2004; Abdullahie Fard et al., 2011; Shamszadeh et al.,
2022a).
On 2021 April 18, at 6:41 UTC the Mw 5.9 Genaveh

earthquake (named after a nearby famous harbor in the
Persian Gulf) occurred in the southern portion of the
SDE (Figure 1). It was followed by 370 aftershocks larger
than Mn 2.5 and 21 aftershocks larger than Mn 4 (Ira-
nian Seismological Center (IRSC) bulletin). This earth-
quake is an excellent case study of buried thrust fault-
ing in the sedimentary cover of the SDE that could pro-
vide valuable information on the subsurface structure
of the area. The Genaveh earthquake and its aftershock
activity affected the Bushehr province (Tourani et al.,
2021) but there are no reports of death due to this event
(Tourani et al., 2021). There are no historical and in-
strumental records of any earthquake unambiguously
linked to faults within Bushehr province (Ambraseys
and Melville, 1982; Berberian, 1995). The Genaveh seis-
mic cluster partially filled the data gap in the Karasözen
et al. (2019) study, in which they relocate the 70-year in-
strumentally recorded seismicity in the entire Zagros,
but there was no report of relocated events in our study
area. Nevertheless, the IRSC catalog indicates 3 events
larger than Mw 5, co-located with the Gulkhari anti-
cline, and in this study considered as the background
seismicity.
Thanks to high-quality satellite data before and af-

ter the mainshock, and co- and post-seismic waveform
records (both for mainshock and aftershocks), we focus
on understanding whether the growth of the Gulkhari
anticline is controlled by a fault directly beneath it
or not. We probe links between faulting and folding
and investigate the robustness of the vertical separation
idea, suggested by Nissen et al. (2011). Another impor-
tant question to answer is which fault or faults are re-
sponsible for the shaking. Furthermore, the Genaveh
earthquake co-located with the major active Gulkhari
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Figure 1 a) Seismicity of Iran and the location of the Zagros Mountains. Red circles areMw > 5.0 earthquakes from 1900 to
2020 from the USGS catalog. The black lines represent the major active faults of Iran. Four tectono-stratigraphy domains:
from SE to NW, the Fars Arc (F.A.), the Dezful Embayment (D.E.), the Lurestan Arc (L.A.), and the Kirkuk Embayment (K.E.).
b) A zoom-in of the Dezful Embayment. The oil fields are shown by blue polygons in this area (Najafi and Lajmorak, 2020).
Red lines showmajor mapped active faults, including the Mountain Front Flexure (MFF) (Berberian, 1995), Kharg-Mish Fault
(KMF), Hendijan-Bahregansar Nowrooz Fault (HBNF), Izeh Fault Zone (IFZ), BalaRud Fault Zone (BFZ), and Kazerun Fault (KF).
Focal mechanisms from published waveformmodeling studies are plotted at relocated epicenters and colored according to
focal depth (Karasözen et al., 2019). Those with gray color are from Yaghoubi et al. (2021) without showing depth. The black
rectangle shows our study area and the black star shows the location of the 5.9Mw 2021 Genaveh earthquake (Figure 2).

oil field, raising the possibility that this earthquake is
induced by human activity. We check the feasible re-
lationship between the exploitation of oil reservoirs
with this earthquake. The coseismic slip distribution of
the Genaveh earthquake has been investigated by Gol-
shadi et al. (2022) and Jafari et al. (2023) based on In-
terferometric Synthetic Aperture Radar (InSAR) model-
ing and they only discuss the mainshock causative fault
plane. In this study, we applied a combination of dif-
ferent seismological methods, including relocation of
aftershocks using phase readings of local and regional
seismic stations, moment tensor inversion of the main-
shock, and aftershocks down to Mn 4 using regional
waveform records of Iran seismic networks, and slip
distribution of the mainshock using Sentinel-1 data.
Our results reveal a close relationship between co-

seismic uplift and the growth of Gulkhari anticline. We
show the seismicity and causative fault are parallel to
the trend of the Gulkhari anticline with complex fault
zone architecture. Because of the absence of surface
rupture, the clear relationship between buried faulting
and surface folding remains debated. Our results are
helpful for hazard and risk assessment of the Genaveh
harbor and surrounding area—one of the important
economic spots of Iran.

2 The 2021 Genaveh earthquake se-
quence

2.1 Relocation of the sequence

To refine the seismicity patterns we applied the
multiple-relocationmethod “mloc” which is specialized
to provide (given suitable data) hypocenters with min-
imal bias from unknown Earth structures, and realis-
tic uncertainties (Bergman et al., 2022). This technique
has beenused in relocatingmany earthquakes in the Za-
gros and other regions of Iran (e.g., Nissen et al., 2019;
Walker et al., 2011; Karasözen et al., 2019; Jamalreyhani
et al., 2021a). Thanks to the local and regional seismic
networks of the IRSC and the International Institute of
Earthquake Engineering and Seismology (IIEES) (Fig-
ure 2), we were able to improve the relative locations
of the Genaveh seismic sequence and calibrate the ab-
solute location of the cluster with an epicentral uncer-
tainty of 3.1-3.5 km (Figure 2). The relocated cluster in-
cludes 117 earthquakes (Table S1), from early 2015 to
January 2022, selected on the basis of the number of
phase readings and the azimuthal gap. The minimum
number of readings for events that are connected to
other events, and thus used to estimate relative loca-
tions, is 24. The minimum and maximum azimuthal
gaps are 19.5° and 163.7°, respectively. There are 69 relo-
cated events soon after themainshock but someof them
are spatially away from themainshock and likely repre-
sent background seismicity. Due to the lack of perma-

3 SEISMICA | volume 2.1 | 2023



SEISMICA | RESEARCH ARTICLE | Co-seismic slip of the 18 April 2021Mw 5.9 Genaveh earthquake in the South Dezful Embayment of Zagros (Iran) and its
aftershock sequence

Figure 2 (a) Station distribution (black triangles) and ray paths (red straight lines) used to determine the calibrated
hypocentroid (i.e., absolute location) of the Genaveh cluster. Only observations within 1.2° are used for this purpose. All
events in the cluster are plotted, including the 13 events that do not have any readings in that distance range. Large red cir-
cles show radii of 1.0° and 2.0° from the cluster hypocentroid. (b) Relocated earthquake hypocenters with 90% confidence
ellipses for relative location. The 90% confidence ellipse for the absolute location of hypocentroid is shown as a blue ellipse
on the left bottom corner of the figure. The red ellipse represents a reference circle of 5 km radius. The full epicentral un-
certainty of any given event requires the addition of relative uncertainty to the hypocentroidal uncertainty. Red stars denote
events with a magnitude larger than 5. Black vectors for each event show the change in location from the epicenter given
in the arrival time data file, which varies from event to event. (c) Fit between observed phase arrivals (Pg: red crosses, Sg:
red circles, Pn: green crosses, Sn: green circles) and theoretical travel times (red and green lines) calculated from the simple
flat-layered velocity model determined for this dataset, for epicentral distances of up to 4°. The vertical dashed line at 1.2°
indicates the cut-off distance used in the calibrated location of the hypocentroid (228 readings).

nent seismic stations in this region, no near-source data
is available for this cluster; the nearest readings are ~30

km away. Focal depths of most events in the cluster are
setmanually andfixed in the relocation according to the
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fit of local distance data (first-arriving Pg and Sg) and a
crustalmodel typical of the Zagros region fromother re-
location studies, a method with poorer resolving power
than near-source readings, but still useful. Due to the
lack of appropriate data, we fix the depth of three events
at the centroid depth obtained from waveform model-
ing (see Section 2.2) and in nine cases the focal depths
were fixed at 12 km, the median of constrained focal
depths for this cluster, and very typical of Zagros earth-
quakes (e.g. Karasözen et al., 2019). To predict theoret-
ical travel times (Figure 2a), we use a 2 layered crustal
model (Moho depth 47 km), in combination with the
AK135 model (Table S2). Figure 2 shows the station dis-
tribution and ray paths used to relocate the Genaveh
seismic sequence and background seismicity, and the
pattern and uncertainty of the relative locations. Both
Pg and Sg phases have near-zero mean and there is no
evidence of a slope with distance to the residuals. The
scatter is typical in a region that certainly has some het-
erogeneity in crustal velocities. The only drawback is
the lack of really close-in data, which hampers depth
constraints. The 90%confidence ellipse of the hypocen-
troid has semi-axis lengths of 3.1 and 3.5 kmand the rel-
ative locations, as seen in Figure 2b, are very well con-
strained.

2.2 Moment tensor inversionof the sequence
The temporal evolution of the Genaveh earthquake se-
quence depicts a mainshock aftershock behavior, in-
cluding 22 aftershocks larger than 4 within 5 months
(Figure 3). During 2015-2020 and before the Genaveh
earthquake mainshock, there are 3 events larger than
Mw 5 in the southeast of Gulkhari anticline consid-
ered as the background seismicity (Figure 3). Seismic
records of the Genaveh earthquake sequence and back-
ground seismicity were recorded with a good signal-to-
noise ratio by broadband sensors at regional distances.
Thus, we estimate the centroid Moment Tensor (MT),
based on the inversion of regional data. In this dis-
tance, modeling has been performed in the frequency
band 0.02-0.05 Hz, representing dominant periods of
the Rayleigh and Lovewaves. TheMT inversion is based
on broadband data of IRSC and IIEES and simultane-
ously fitting 3-component waveforms in the time and in
frequency domains (Figure S2). The observations have
been revised manually to exclude noisy records and
have been restituted to displacement. To perform cen-
troidMTinversions of theGenavehearthquake, its after-
shocks down toMw 4, and background seismicity down
to Mw 5, we use a probabilistic Bayesian bootstrap opti-
mization nonlinear inversion method (Heimann et al.,
2017), which provides ensembles of best-fitting MTs,
and estimates the uncertainties and trade-offs for all in-
verted source parameters. This technique previously
has been successfully applied to other earthquakes in
the Zagros (Jamalreyhani et al., 2021a, 2022) as well as
in other regions (Jamalreyhani et al., 2020; Büyükakpı-
nar et al., 2021; Wang et al., 2022).
Synthetic seismograms are computed using pre-

calculated Green’s functions (Heimann et al., 2019).
The pre-calculated Green’s functions were calculated

on a grid for combinations of source depth and source-
receiver surface distance based on the regional velocity
model “Karbaas” by Karasözen et al. (2019).
Our results for the focalmechanismof themainshock

show that the causative fault plane has a either strike of
306°±5°, a dip of 28°±9°, with a reversemechanism (rake
86°±10°), or strike of 131°±5°, a dip of 62°±4°, and rake of
92°±5°, within 68% of confidence (Table S3, Figure S3).
All fault plane angles are very well resolved with uncer-
tainties not exceeding 10°. We also determined a shal-
low centroid depth of 6±2 km and amoment magnitude
ofMw 5.9. The obtained focalmechanisms for themain-
shock are in good agreement with the Global Centroid
Moment Tensor (GCMT) and other available solutions
(Table S3). For the smaller magnitude aftershocks, no
solution is available to compare. All obtained source pa-
rameters for the studied events, together with their un-
certainties (68%confidence intervals) are listed inTable
S4. We observe almost the same types of focal mech-
anisms for the aftershocks; the reverse/thrust mecha-
nisms which are located on both sides of the Gulkhari
anticline (Figure 3). A combination of seismic section
and focal mechanism solutions manifests the faulting
and folding at the sedimentary cover (Figure 3).
Figure 4 shows the full moment tensor inversion re-

sult of theMw 5.9 Genaveh earthquake and its decompo-
sition into ISOtropic (ISO), Compensated Linear Vector
Dipole (CLVD), and Double Couple (DC) parts. A rela-
tively large CLVD component, similar to that resolved
independently by GCMT is observed for themainshock.
Resolving non-DC components in MT inversion is chal-
lenging (e.g., Zahradnik et al., 2008; Wang et al., 2018;
Jamalreyhani et al., 2021b). To exclude that the non-DC
is not a result of mismodeling, we evaluate the influ-
ence of frequency bands, input data types, and Green
functions on non-DC components, and we find the sta-
ble non-DC components of the mainshock. However,
the accurate resolving of non-DC requires a more de-
tailed 3D-velocity model (Donner et al., 2018; Jamalrey-
hani et al., 2021b), which is not available for the region.
For aftershocks, that are smaller, the double-couple ap-
proach is used.

2.3 Slip distribution of the 18 April 2021 Mw
5.9Genavehearthquakeby InSARmodel-
ing

To estimate the slip distribution and fault geometry of
the Genaveh earthquake, we rely on near-field geode-
tic data. The coseismic surface displacement field of
the Genaveh mainshock was recorded by the Sentinel-1
from European Space Agency (ESA) in both descending
and ascending orbits. We calculated two twelve-day in-
terferograms capturing themainshock anda fewdays of
post-seismic (8 days on the ascending track A101 and 4
days on the descending track D35, see detail in Table 1).
Both interferograms recorded 8 events of 4<Mn<4.6 af-
ter the mainshock. We applied the same methodology
as described in Pousse-Beltran et al. (2020) and Jamal-
reyhani et al. (2021a) for interferograms. The wrapped
interferograms were processed with GDM-SAR online
service and then were unwrapped using the branch
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Figure 3 a) Relocated epicenters (Black circles) of Mw ≥ 3.0 events and focal mechanisms of Mn ≥ 4.0 events colored
by centroid depth. Four earthquake mechanisms labelled with years (2014, 2018) are background events and every other
mechanism is an aftershock of the April 18, Mw 5.9 Genaveh earthquake. The blue square shows the closest oil well to the
seismic cluster. TheKharg-Mish Fault (KMF) andNW-SE trending blind thrust faults dippingNE andSWare shownby red lines.
b) Cross section across the Gulkhari anticlines (A–A’ profile) with our calculated focal mechanisms at their centroid depths.
The red mechanism presents the Genaveh mainshock. c) Interpreted seismic reflection profile (AA’ in panel a) across the
Gulkhari anticline (Shamszadeh et al., 2022a). The y-axis is two-way travel time (TWT). Aj-Bk: Aghajari-Bakhtiyari formations,
Mn: Mishan Formation, Gs: Gachsaran Formation, As: Asmari Formation, Sv: Sarvak Formation, and Dk: Dashtak Formation
(for more information see figure S1). d) The interpreted 2D seismic profile of the Gulkhari anticline (after Shamszadeh et al.,
2022a). The interpretedapproximatelyNE-dipping reverse fault hasanassociated fold. TheA–A’ seismic sections ispresented
in panel a. Panels (b),(c) and (d) are designed such that they have roughly equivalent vertical scales.

cut algorithm, unwrapping errors were then manually
fixed. The fringes patterns obtained from InSAR con-
sist of 4-5 fringes (Figure 5) that could be produced
with a single fault plane either by a gently NE-dipping
thrust fault or by a steeper SW-dipping one. To invert
the grounddisplacements observedwe followed routine
elastic dislocation modeling procedures(Okada, 1985;
Funning et al., 2005; Pousse-Beltran et al., 2020) in a
half-space with elastic Lamé parameters λ = µ = 2.5 ×

10
10 Pa, to represent the sedimentary cover inwhich the

fault is embedded (e.g. Nissen et al., 2010; Elliott et al.,
2015; Jamalreyhani et al., 2021a). We derive the coseis-
mic slip model in two steps: first, a uniform slip inver-
sion with multiple Monte Carlo restarts (Wright et al.,
1999), to search for the best fault geometry (position,
strike, rake, dip, see Text S1, Figures S4, and S5), and
secondly, we use this geometry to perform a slip distri-
bution inversion. For the slip distribution inversion, we
extended themodel fault planes along the strike andup-
and down-dip obtained in the first step, and we subdi-
vided the extended fault plane into 1 km square patches
(Figure 5). We also applied a Laplacian smoothing oper-
ator and assessed misfits using the L-curve criterion in
order to determine the appropriate degree of smooth-
ing (Funning et al., 2005; Wright et al., 2003). Ascend-
ing and descending data were weighted equally in the

inversion. We observe more residuals in the descend-
ing track, those positive residuals reaching 9.4 mm can
be due to post-seismic displacements inverted as being
recorded in the ascending track. Indeed the ascending
interferogram spans 4 daysmore of the post-seismic pe-
riod than the descending track.
The dip direction of the causative fault is ambiguous

from the interferograms and both NE-dipping and SW-
dippingmodel faults could reproduce the overall InSAR
deformation pattern. But based on the mainshock and
aftershock hypocentral locations, as well as the wide af-
tershock cloud (Figure 3), our preferred dip is the lower
angle NE-dipping plane. This model also fits the InSAR
data better than the other (RMSof 5.8 × 10-3mhere vs 6.3
× 10-3 m). The alternative SW-dipping model and a side-
by-side comparison of the two models are shown in fig-
ures S6 and S7. Furthermore, the possible trade-off be-
tween parameters during the uniform inversion in both
models is presented in figures S8 and S9. To consider
the usual trade-off between slip and width, we repeat
the inversion with slip fixed to an appropriate value for
the Mw 5.9 earthquake (e.g. 0.5 meters). We observed
the high value of RMS andMw for the SW-dippingmodel
(Table S5 and Figure S10). In addition, when the slip is
fixed, for the SW-dippingmodel, thedip is 7° higher (66°)
and the fault plane iswider (Figure S10). Meanwhile, for
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Figure 4 a) Solution of full moment tensor inversion for the Mw 5.9 Genaveh earthquake and decomposition of it in ISO,
CLVD, and DC parts. The symbol size indicates the relative strength of the components. The Global Centroid Moment Tensor
(GCMT) solution is shown for comparison. (b) The fuzzy full MT solution illustrates the uncertainty of the solution. c) Hudson’s
source type plot with the ensemble of bootstrap solutions. The redmechanism shows the GCMT solution in the Hudson plot.

the NW-dipping fault model, solutions are similar.
The slip distribution model of the NE-dipping plane

shows a slip mainly concentrated at depths of 5-6 km
reaching 1m of slip. This distribution and amplitude
depend on the degree of smoothing chosen according
to the Funning et al. (2005) methodology. The InSAR
model moment reaches 1.104 × 1018 Nm (Mw 6.0) and
yields an RMS of 0.00316 m. The hypocenter is located
at the eastward limit and closer to the bottomof the slip-
ping areas, likely indicating up-dip lateral rupture prop-
agation toward NW.

3 Discussion
TheMw 5.9 Genaveh earthquake occurred on 2021 April
18 in the SDE of ZFFB. The coseismic slip distribution of
the Genaveh earthquake has been investigated by Gol-
shadi et al. (2022) and Jafari et al. (2023) based on satel-
lite data (see Table 2). Golshadi et al. (2022) suggested
5.0 × 9.5km2 for the fault plane and the fault top-edge
depth at 4 km. Our obtained source geometry based on
InSAR data conforms to their finding although we use
a different downsampling methodology. There are dif-
ferences between the results of Golshadi et al. (2022)
and our study concerning slip depth, and the amount
ofmaximum slip. Golshadi et al. (2022) obtained amax-
imum slip around 4.5 km depth, whereas we obtained
a maximum slip at depths of 5-6 km. The localization
of the Golshadi et al. (2022) fault is not clearly specified
enough to compare. In addition, they obtained higher
residuals above 10 mm. Furthermore, Golshadi et al.
2020 and Jafari et al., 2023 suggest the NE-dipping Za-
gros foredeep fault (Berberian, 1995) as a causative fault

for the Genaveh earthquake, however, our results show
the shallow, NW-trending, NE and SW dipping faults,
located at both crest of the Gulkhari anticline and par-
allel to the trend of it, control the growth of this par-
ticular fold (Figure 3, e.g. M1, M2). Thus, we suggest
the causative fault for the Genaveh earthquake main-
shock is the gently NE-dipping Gulkhari fault, modeled
through the InSAR technique and seismological obser-
vations. Our NE-dipping model fault has a strike of
311°, dips of 20°, and rake of 96°, conforming to the fo-
calmechanismsolution fromwaveformmodeling (306°,
28°, and 86° for the strike, dip, and rake, respectively).
The InSAR model moment is higher than the seismic
moment (Mw 5.9), though it is possible that our InSAR
models also include a small amount of postseismic af-
terslip. This solution is also coherent with other pub-
lished source models (see Table 2). Our results show
minimum RMS with a top depth around 4-5 km and a
bottom depth around 5.5-6.5 km (Figure S8). This sup-
ports the slip localization around 5-6 km depth in our
slip distributed inversion and at the same depth range
determined by moment tensor inversion (Figure S3).
We additionally assess the aftershock sequence and

calculate their focal mechanisms by waveform model-
ing. Locations and mechanisms of the aftershock se-
quence are very useful to understand the on/off fault
seismicity, the process of mainshock rupture, and post-
seismic deformation (Das and Henry, 2003). The relo-
cation of the Genaveh earthquake sequence, which was
recorded by newly installed stations by the IRSC net-
work, helped to partly complement the existing data
gap in the South Dezful Embayment in Karasözen et al.
(2019) study which was due to poor station coverage.
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Figure 5 Coseismic slip distribution inversion results. (a) The first and second rows correspond, respectively, to the as-
cending track A101 and the descending track D35. From left to right columns: observed, model, and residual interferograms.
Results are shown re-wrapped. The red star is the relocated epicenter of the mainshock. Black dots are the relocated after-
shocks. The bold black dashed line corresponds to the surface projection of the modeled faults. The black dashed dotted
rectangle corresponds to the projection of the modeled fault plane. The Kharg-Mish Fault (KMF) and NW-SE trending blind
thrust faults dipping NE and SW are shown by red lines. (b) Coseismic slip distribution inmap view, themodel fault is divided
by a 1 km2 patch. The red star is the relocated epicenter, dots show the relocated aftershocks. (c) Coseismic slip distribution
in 3D, dots shows the relocated aftershocks colored according to time.

The aftershock focalmechanisms and their distribution
suggest that some of the aftershocks take place on the
same fault plane as the Genaveh mainshock, but some
are also distributed along the ~NW-trending, SW dip-

ping fault, located at the northern crest of the Gulkhari
anticline (Figure 3), likely the consequence of main-
shock and bending stresses within the layers of the fold,
which highlights the role of fault structure and rheology
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Track Date 1 Date 2 LOS incidence (°) LOS azimuth (°)
A101 14 Apr. 2021 26 Apr. 2021 42 77
D035 10 Apr. 2021 22 Apr. 2021 35 -77

Table 1 InSAR interferogram characteristic used in this study (A: Ascending, D: Descending, LOS: Line of Sight). Incidence
and azimuth angles are measured at the epicenter.

Method Source Magnitude (Mw) Strike (°) Dip (°) Rake (°) Depth (km) Max Slip (m)
InSAR Golshadi et al.,(2022) 5.9 313 20 100 4 1
InSAR Jafari et al., (2023) 5.8 306 23 89 6 0.95
InSAR This study 6 311 20 96 4-7 1
Waveformmodeling This study 5.9 306 ± 5 28 ± 9 86± 10 6.0 ± 2.0 -

Table 2 Source parameters of the 2021 Genaveh earthquake obtained in this study, Golshadi et al. (2022) and Jafari et al.
(2023) based on InSAR and seismological models.

in controlling the distribution of seismicity (e.g. Collet-
tini et al., 2022). Furthermore, this displays the corre-
lation between the Gulkhari anticline and the seismo-
genic thrust and reverse faults beneath it.

The focal solution and location of the background
seismicity which are spatially away from themainshock
and localized in the southern part of the Gulkhari anti-
cline (Figures 2 and 3), demonstrate that the southern
part of theNEdippingGulkhari fault was seismically ac-
tive (Two events occurred on 21 April 2014 within the
magnitude of Mw 5.3 and 5.1, and an event in March
2018, Mw 5.0). The Genaveh earthquake is spatially lo-
calized in the northern part of the Gulkhari anticline.

The MT inversion of the mainshock shows a cen-
troid depth of 6±2 km. Focal mechanisms represent
a regional transpressional tectonic regime (maximum
horizontal stress, σ1) oriented axis at ~N45E (Heidbach
et al., 2018), and are compatiblewith theprincipal stress
axis of the region. From InSAR modeling, we obtained
the depth of a large slip area of about 5 km. Consider-
ing the low dip angle of the modeled fault (from both
focalmechanism and finite faultmodeling), the rupture
occurred in the competent group (Sherkati et al., 2005;
Nissen et al., 2011) of sedimentary cover. It is probable
that the incompetent layers limit the rupture to propa-
gate and generate large magnitudes (Mw 6+) of shock.
Likely, the rupture deepest part is affected by the Paleo-
zoic Shale layer, which makes the rupture fail to propa-
gate and highlights the influence of lithology in the rup-
ture propagation. Furthermore, the top depth of the
ruptured area confines at the depth of ~3-4 km, corre-
sponding to the depth of the uppermobile group. More-
over, the presence of an NE dipping fault is clear in the
seismic section and it has grown in between Gachsaran
and Dashtak layers (Figure 3). This explains top and
bottom depths corresponding to detachments in weak
evaporitic layers that act to limit up- and down-dip rup-
ture propagation and thus, restrict themagnitude. Also,
none of the aftershock centroid depths are less than ~3
km. There are no large instrumental earthquakes ex-
ceeding Mw 6 in the Dezful Embayment, showing that
the seismogenic layer is segmented by weak evaporitic
within the sedimentary cover, and controls the propaga-
tion of earthquake rupture, similar to the Fars arc (Nis-
sen et al., 2010; Jamalreyhani et al., 2021a).

There are very few thrust-faulting earthquakes in the
Fars arc of ZFFB with significantly large magnitudes
(Nissen et al., 2011). Clearly, at the base of the cover, the
Hormuz salt plays a role and barriers the rupture prop-
agation in the Fars arc. The most moderate-sized event
(5<Mw<6) in the ZFFB occurs within themid-lower sedi-
mentary cover (Nissen et al., 2007, 2010; Roustaei et al.,
2010; Copley et al., 2015; Motagh et al., 2015). In the
Dezful Embayment, the presence of the Hormuz salt
layer is debated. Nonetheless, in the Gulkhari anticline,
the seismic profile displays a salt-cored structurewithin
slight vergence to the SW, which is detached from the
Hormuz salt layers (Shamszadeh et al., 2022a). There-
fore, this may be controlled by other weak evaporitic
or shale horizons within the cover and also reflect the
narrow (small width-to-length ratio) dimensions, as ob-
served in the Genaveh coseismic slip. In themiddle and
upper parts of the cover, there are for example Gurpi
marls and Gachsaran evaporites to play a barrier role.
Aftershocks of the Genaveh earthquake lie within the
sedimentary cover too, there is no observation of ver-
tical separation for this cluster. Meanwhile, a detailed
micro-aftershocks study would be required to discuss
this, which is beyond the data resolution of this study.

The Genaveh earthquake is co-located with the ma-
jor Gulkhari oil reservoir at the Asmari-Jahrum forma-
tion and raised the question about the possible involve-
ment of the oil extraction in the field and this earth-
quake. However, human actions only affect the upper-
most several kilometers of the crust, and the induced
earthquakes are expected to occur at shallow depths
(Dahm et al., 2015; Cesca et al., 2021). Hence, depth
is a particularly important discriminator between an-
thropogenic and natural seismicity in the Zagros (Ja-
malreyhani et al., 2021a). The depth of the Genaveh
seismic sequence is in the typical earthquake depth
range in the Zagros and does not support an induced
earthquake related to the oil field (oil extraction start-
ing in 1987 with 15,000 barrels per day), which is deeper
than the oil reservoir’s depth (~4 km). Although, the
full moment tensor of the mainshock, suggests a no-
table non-DC component (Figure 4) and may reflect
the source complexity (Dahm et al., 2015; Wang et al.,
2018). The sequence also depicts typical mainshock-
aftershock patterns and focal mechanisms represent-
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ing reverse/thrust faulting, compatible with regional
tectonic stresses and corresponding to the previously
known fault(s). Furthermore, the Genaveh earthquake
is spatially localized in thenorthernpart of theGulkhari
anticline, which is outward of the location of extrac-
tion/injection wells (Figure 3). Therefore, detailed so-
phisticated production data in the Gulkhari oil field is
required to track the relationship betweenoil extraction
and seismic activity in the past and future.

4 Conclusion
We present a detailed analysis of the Mw 5.9 Genaveh
earthquake on 2021 April 18 as a well-recorded example
of seismic activity in the South Dezful Embayment of
Zagros foreland folded belt. We analyzed the Genaveh
earthquake sequence using local and regional seismic
data and constrained the co-seismic slip of the main-
shock with InSAR modeling. Coseismic uplift in the
Gulkhari anticline shows the surface configuration of
this fold, reflecting subsurface structural conditions.
This earthquake involved a gently (~20°) NE-dipping
fault plane (named Gulkhari fault). The main slip of
the mainshock was restricted to depths of between 4-
7 with a maximum slip of 1 m within the sedimentary
cover which highlights the influence of lithology in the
rupture propagation. Aftershocks of the Genaveh earth-
quake are widely distributed and dominated by reverse
faulting at centroid depths of 4-10 km.
Although the Genaveh earthquake is co-located with

the major Gulkhari oil reservoir, the detailed rela-
tionship between the oil extraction in the field and
this earthquake needs sophisticated data to investigate,
though, our results support the essence of a tectonic
earthquake.
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Abstract There has been considerable discussion as to how to assess when non-double-couple (NDC)
components of seismicmoment tensors represent real sourceprocesses. Weexplore this questionby compar-
ing moment tensors (MTs) of earthquakes in three global catalogs, which use different inversion procedures.
Their NDC components are onlyweakly correlated between catalogs, suggesting that they are largely artifacts
of the inversion. Amonotonic decrease in theNDC components’ standard deviationwithmagnitude indicates
increased reliabilityof theNDCcomponents for largerearthquakes. Thestandarddeviationbegins todecrease
for large NDC components exceeding 60 %, suggesting that they represent real source processes. Randomly
generatedNDC componentswith the samemean and standard deviation as in theMT catalogs only reproduce
some of this decrease. Thus NDC components of large earthquakes and NDC components that exceed 60 %

are likely to represent real source processes.

1 Introduction
Moment tensors provide a general description of seis-
mic sources which may include components that dif-
fer from slip on planar faults, represented by double-
couple (DC) force systems. Non-double-couple (NDC)
components include isotropic components and com-
pensated linear vector dipoles (CLVDs). CLVD compo-
nents describe three force dipoles with one twice the
magnitude of the others, yielding no volume change.
Following the deployment of large digital seismic net-
works and the automatic derivation of moment tensors
(MTs) after an earthquake, it was observed that many
MTs had NDC components (Frohlich, 1994) whose ge-
ologic meaning has been debated (Sipkin, 1986; Miller
et al., 1998).
Vavryčuk (2001, 2011) showed that the ratio of

isotropic and CLVD components arising during the in-
version depends on the ratio of the seismic velocities
of P and S waves at the source. Thus, constraining
the isotropic component also reduces the appearance of
spurious CLVD components.
Additionally, the isotropic components of earth-

quake MTs are generally small (Kawakatsu, 1991; Okal
et al., 2018). Therefore, catalogs usually constrain the
isotropic component during the inversion to be zero
and report only deviatoric MTs (Dziewonski andWood-
house, 1983; Ekström et al., 2012). Because CLVD com-
ponents are the only possible NDC components in devi-
atoric MT catalogs, we use the terms interchangeably.
Some earthquakes in specific geologic environments,

notably volcanic ones, have NDC components that have
been interpreted to represent real source processes
(Kanamori and Given, 1982; Ross et al., 1996; Nettles

∗Corresponding author: boris@earth.northwestern.edu

and Ekström, 1998; Shuler et al., 2013a,b; Gudmunds-
son et al., 2016; Sandanbata et al., 2021; Rodríguez-
Cardozo et al., 2021). Other NDC components reflect
near-simultaneous rupture on nearby faults with differ-
ent geometry (Hayes et al., 2010; Hamling et al., 2017;
Scognamiglio et al., 2018; Yang et al., 2021; Ruhl et al.,
2021) or a rupture with changes in geometry (Wald and
Heaton, 1994; Cohee andBeroza, 1994; Pang et al., 2020).
However, NDC components can also be artifacts of the
MT inversion without geologic meaning (Ammon et al.,
1994; Chapman, 2013).
Determining the origin of NDC components of earth-

quakes reportedbyMTinversionswithout additional in-
formation about the geologic setting of the earthquake
is challenging. Rösler and Stein (2022) examined a large
moment tensor dataset to assess how NDC components
vary between earthquakes. Their general consistency
with magnitude and faulting type and hence geologic
environment suggests that most NDC components are
artifacts of the inversion procedures used in compiling
different catalogs.
However, several studies argue that there exists a

threshold above which NDC components represent real
source processes. Vavryčuk’s 2002 study of M < 3
events in Bohemia placed this threshold between 20 %
and 40 %. Stierle et al.’s 2014 analysis of M < 4.1 after-
shocks of the 1999 Izmit earthquake found that spuri-
ousNDC components can reach 15 %, andAdamová and
Šílený’s 2010 modeling study determined that spurious
components can exceed 20 %. In this study, we consider
earthquakes worldwide with 4.4 ≤ Mw ≤ 8.6 and use
the differences between NDC components in different
catalogs to assess their reliability and thus the issue of
a possible threshold to derive criteria for the distinction
between artifacts of the inversion and real source pro-
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cesses.

2 Methodology
The Global CMT (GCMT) Project (Ekström et al., 2012),
German Research Centre for Geosciences (GFZ), and
U.S. Geological Survey (USGS, Hayes et al., 2009) cata-
logs report deviatoric moment tensors for a global dis-
tribution of earthquakes. We compile a dataset of 5000
earthquakes common to all three catalogs from July
2011 to December 2021 (Fig. 1), and identify MTs de-
scribing the same event by similar source times (±60 s),
locations (difference less than 1◦), and magnitudes
(Mw ± 0.5). We use the USGS catalog’s definition of the
scalar moment as the Euclidean norm of the moment
tensor (Silver and Jordan, 1982)

(1)M0 =

√

√

√

√

1

2

3
∑

i=1

3
∑

j=i

M2

ij ,

where Mij represent the six independent moment ten-
sor components. This definition is equivalent to using
the square root of the sums of the squares of the eigen-
values of the deviatoric moment tensor, λ′

i. This def-
inition differs from that in the GCMT catalog, which
uses the scalar moment of the best-fitting DC. From the
scalar moment, we calculate the earthquake’s moment
magnitude following Kanamori (1977) as

(2)Mw =
2

3
(log

10
M0 − 9.1) ,

where M0 is in N · m.

Figure 1 Location and focal mechanisms of the 5000
earthquakes used in this study. The earthquakes occurred
betweenJuly 2011andDecember2021. Shownare the focal
mechanisms in the Global CMT Project catalog.

For each earthquake, theNDCcomponent in each cat-
alog is obtained as the ratio of the absolutely smallest
and absolutely largest eigenvalues of the MT (Giardini,
1984),

(3)ǫ =
λ′

3

max(|λ′

1
|, |λ′

2
|)

,

where λ′

1
> λ′

3
> λ′

2
(Hudson et al., 1989). The NDC

component is usually reported in moment tensor cat-
alogs as 2ǫ with values from −100 % to 100 % (Jost and
Herrmann, 1989). The mean NDC component for an
earthquake is calculated as the mean of the NDC com-
ponents in the three catalogs

(4)ǫ =
1

3

3
∑

i=1

ǫi ,

where the index i represents the three different cata-
logs. The NDC’s standard deviation is

(5)σ2ǫ =

√

√

√

√

4

3

3
∑

i=1

(ǫi − ǫ)
2

.

To classify earthquakes by faulting type, we calcu-
late the plunge of the P-, N- (also called B-), and T-axes
from the eigenvectors of themoment tensors (Frohlich,
1992). An earthquake is considered a normal faulting
earthquake if the plunge of its P-axis satisfies sin2 δP ≥
2/3 (δP ≥ 54.75◦), strike-slip if its N-axis plunge ex-
ceeds 54.75◦, and a thrust fault if its T-axis plunge ex-
ceeds 54.75◦ (Saloor and Okal, 2018). If the plunge of
none of the axes exceeds the threshold, we consider an
earthquake to have oblique faulting.

3 Results
The NDC components in our dataset 2|ǫ| have a sim-
ilar distribution with magnitude in all three catalogs
(Fig. 2). The decrease with magnitude has been ob-
served by Rösler and Stein (2022), who, using a large
dataset compiled frommultiple global and regional MT
catalogs, found an average NDC component of 23.2 %
that varies only slightly with magnitude.
However, the values of the NDC components 2ǫ for

earthquakes in the three catalogs are only weakly cor-
related between catalogs (Fig. 3), consistent with find-
ings by Frohlich and Davis (1999). The correlation coef-
ficients vary between 0.49 for the NDC components re-
ported in the GMCT and USGS catalogs, and 0.39 for the
GFZ and USGS catalogs. Hence the standard deviation
of the NDC components for each earthquake in the cat-
alogs is a measure of the NDC component’s consistency
and can be used to assess the reliability of its determi-
nation. Fig. 4a shows that the standard deviation among
the three catalogs σ2ǫ decreases significantly with the
magnitude of an earthquake, suggesting a more consis-
tent determination ofNDCcomponents for larger earth-
quakes.
Rösler et al. (2021) found that the source processes of

large earthquakes are more reliably determined, which
is consistent with our dataset. Because the size of the
NDC components varies only slightly for earthquakes of
different magnitudes (Fig. 2), the decrease in their stan-
dard deviation cannot be due to their size, and we at-
tribute it to the magnitude of the earthquakes. Thus,
NDC components of large earthquakes are more reli-
ably determined than the ones of small earthquakes,
possibly due to moment tensor inversions for larger
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Figure 2 Distribution of NDC components with magnitude in the three MT catalogs. Also shown are the mean NDC com-
ponent and the 95 % confidence intervals, calculated as twice the standard deviation of the mean. The distribution in all
catalogs is similar, with NDC components decreasing with magnitude.

Figure 3 Correlation of NDC components between each two of the three catalogs. Despite slight variations, the correlation
between NDC components in different catalogs is weak, hinting at large uncertainties in their determination.

earthquakes being carried out using longer period seis-
mic waves for which the velocity models agree bet-
ter than for the shorter period seismic waves used for
smaller earthquakes.
Similarly, Fig. 4b shows a decrease of the standard

deviation for NDC components larger than 60 %. This
observation may support the existence of a threshold
above which NDC components represent real source
processes. However, a complexity arises for large NDC
components because, by definition, these cannot ex-
ceed 100 %. When the mean of the NDC components
from the three catalogs is large in absolute value, the in-
dividual measurements tend to be closer than average.
An extreme example illustrates this effect: If the NDC
component has an average (among the three catalogs)
of 99 %, the largest variation that could occur among the
three individual values is for 100 %, 100 %, and 97 %, and
for these values the standard deviation is below 1.75 %.
A related phenomenon is found in the binomial distri-
bution in statistics, where the standard deviation de-
creases as the probability parameter increases beyond
50 %.

To explore the possible impact of this ceiling effect,
we conducted a simulation in which we randomly gen-
erated NDC components with the same mean as the
observed triple from the three catalogs and the same
standard deviation as the entire dataset. To do this, we
first generated three sets of 5000 random values x, y,
and z independently from a Gaussian distribution with
zero mean and the standard deviation as in our dataset
(σ = 13.3 %). We then set Xi = ǫi + axi − byi − bzi,
Yi = ǫi − bxi + ayi − bzi, and Zi = ǫi − bxi − byi + azi for
all i = 1, 2, . . . , 5000 with a = (2/3)1/2, b = (1/6)1/2, and
ǫi being themean NDC component for each earthquake
among the three catalogs. The resulting X, Y , and Z
each havemean ǫi, standard deviation σ, and equal cor-
relations so that the variance of their sum equals zero,
i.e., V (X +Y +Z) = 0. The triples provide a set of three
catalogs whose NDC components have the same mean
and standard deviation as the observed datasets.
Fig. 5a shows that the standard deviation σ2ǫ of these

randomly generated NDC components does not vary
with the size of the NDC components. However, this
dataset contains values for which individual NDC com-
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Figure 4 Standard deviation amongNDC components in different catalogswith a)magnitude of the earthquake and b) size
of the NDC component, and 95 % confidence intervals for mean standard deviations. The standard deviation, a measure of
their reproducibility, decreases significantly with magnitude, suggesting more reliable determination of NDC components
for large earthquakes. The standard deviation decreases similarly for the largest NDC components.

ponents exceed 2|ǫ|> 100 %, which violates the defini-
tion of NDC components. Recall that the NDC com-
ponent depends on the size of the absolutely smallest
eigenvalue λ′

3
. If λ′

3
becomes larger in absolute value

than one of the other eigenvalues λ′

1
or λ′

2
where 2|ǫ|>

100 %, the eigenvalues switch order and the NDC com-
ponent decreases in size and approaches a DC source
again.

Discarding earthquakes for which individual NDC
components Xi, Yi, or Zi exceed the ceiling of 100 %
truncates the random dataset to values which are phys-
ically possible. Because individual NDC components
of 2|ǫ|> 100 % are more likely for large mean NDC
components, the bin of largest NDC components with
2|ǫ|> 80 % is expected to be the most affected by this
truncation. Fig. 5b shows that this process eliminates
the triples of randomNDC components with the largest
standard deviation, leading to a decrease in standard
deviation for the bin of largest NDC components while
leaving other bins practically unchanged. This decrease
is similar to that in the observed dataset (Fig. 4b). Re-
peating this experiment 10 000 times results in an av-
erage decrease in standard deviation of 3.3 % for this
bin (Fig. 5c), which is smaller than in the observed
dataset. Instead of discarding earthquakes with NDC
components larger than 100 %, it is also possible to in-
clude themwith smallerNDC components in this exper-
iment. This can be done in different ways: if we limit
the largest NDC components to 100 %, we increase the
smallest NDC component by the same amount bywhich
the largestNDCcomponent exceeded 100 %, to preserve
the mean of each triple. Repeating this experiment
10 000 times results in an average decrease in standard
deviation of 2.0 % in the largest size bin after modifica-
tionof theNDCcomponents exceeding 100 %. Reducing
the largest NDC components to values below 100 % by
an amount corresponding to which those NDC compo-
nents exceeded 100 % is equivalent to a decrease inNDC
components when the smallest eigenvalue λ′

3
continues

to increase and switches order with another eigenvalue.
To preserve themean of each triple of NDC components

in this case, we increase the smallest NDC component
by twice the amount by which the largest NDC compo-
nent exceeded 100 %. Repeating this experiment 10 000
times results in a decrease in standard deviation of 3.1 %
for the bin of largest NDC components, comparable in
size to discarding tripleswhere individual values exceed
values allowed by their definition, which resulted in a
decrease of 3.3 % in standard deviation. The standard
deviation can be minimized when also modifying the
intermediate NDC component: Assuming |Xi|≥ |Yi|≥
|Zi|, we calculate d = sgn(Xi)(|Xi|−100 %) and replace
Xi by Xi − 2d, Yi by Yi + gd, and Zi by Zi + (2 − g)d,
where g = 1 − (Yi − Zi)/(2d). If the new value of Yi

exceeds 100 %, we reduce it to 100 % and increaseXi ac-
cordingly. In this case, the standard deviation decreases
by 4.0 % after 10 000 repetitions in the largest NDC com-
ponents bin.
Therefore, this ceiling effect produces a distribution

of standard deviation σ2ǫ with size of the NDC com-
ponent similar to that in the MT catalogs, but with
a smaller decrease in the bin of largest NDC compo-
nents. The observed dataset shows a standard devi-
ation of 6.0 % for NDC components larger than 80 %,
7.3 % smaller than the standard deviation for the com-
plete dataset of 13.3 %. Moreover, the ceiling effect does
not reproduce the observed decrease in standard de-
viation for the bin of second largest NDC components
between 60 % and 80 %, where the random NDC com-
ponents only show an insignificant change. We hence
conclude that the largest NDC components are, on aver-
age, more reliably determined. However, the threshold
above which NDC components can be considered reli-
able, based on the significant decrease in standard devi-
ation among NDC components in different catalogs lies
at around 60 %. This value ismuch larger than proposed
in earlier studies.
Rösler and Stein (2022) noticed small differences in

the size of NDC components of earthquakes with dif-
ferent faulting types. Consistent with their observa-
tion, thrust-faulting earthquakes have the smallest NDC
components on average of all different faulting types
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Figure 5 a) Standard deviation of randomly generated NDC components from a Gaussian distribution with the samemean
and standard deviation as the MTs in our dataset. The standard deviation is constant over the range of sizes of NDC compo-
nents. b) Some randomly generated NDC components exceed 100 % (marked in red). Discarding these values decreases the
standard deviation for the largest NDC component bin (2|ǫ|> 80 %). c) Repeating this experiment 10 000 times yields a 3.3 %
average decrease, smaller than for the observed NDC components.

in our dataset (Fig. 6a). Their standard deviation σ2ǫ

between catalogs varies as well, with that for thrust-
faulting earthquakes being the smallest (Fig. 6b). This
is expected because the standard deviation of a Gaus-
sian distribution with zero mean determines the mean
of the absolute values. Therefore, it is unsurprising that
the standard deviation of the different faulting types σ2ǫ

reflects the average size of NDC components 2|ǫ|, which
suggests that the reliability between NDC components
does not vary between faulting types.

Figure 6 a) Mean NDC components of earthquakes with
different faulting types in the three catalogs and theirmean
for each faulting type. The 95 % confidence interval is too
small to be shown in the plot. b) Standard deviation of NDC
components between catalogs for earthquakes with differ-
ent faulting types. The standard deviation reflects the aver-
age size of theNDC components because the standard devi-
ation of a Gaussian distribution with zeromean determines
themean of the absolute values. Therefore, the variation in
standard deviation between faulting types does not reflect
varying reliability.

4 Discussion and Conclusions
The moment tensors in global MT catalogs result from
different inversion procedures. These procedures may
vary in the stations used for the inversion, the indi-
vidual weights given to the stations, the frequency of
seismic waves analyzed, the processing of waveforms,
and the inversion algorithm. Although the inversion re-
sults are also influenced by the Earth models used for
the generation of Green’s functions, the moment ten-
sors in the three catalogs in this study were all calcu-
lated using Earth model PREM. The standard deviation
between the NDC components in different catalogs is
therefore a measure of their consistency and thus, pre-
sumably, their reliability. In this study, we use a dataset
of 5000 MTs of earthquakes common to the catalogs of
the Global CMTProject, the GFZ, and the USGS to assess
the reliability of their NDC components.
The standard deviation of observedNDC components

decreases for NDC components that are larger than
60 %. Generating random NDC components with the
same mean and standard deviation as the observed
dataset shows that the decrease in standard deviation
for the largest NDC components can be only partially
explained by the constraint that NDC components must
satisfy 2|ǫ|< 100 % rather than a higher reliability of
large NDC components. We therefore conclude that the
largestNDCcomponents are generallymore reliably de-
termined, and the threshold above which NDC compo-
nents in global MT catalogs likely represent real source
processes is about three times larger the observed av-
erage of NDC components of around 20 %. Hence our
sense is that an NDC component greater than 60 % is
likely to reflect a real source process, although different
moment tensor inversions may yield different results.
Smaller NDC components are likely to be artifacts, and
thus need further investigation before they can be con-
sidered real source processes.
The standard deviation between NDC components

in different catalogs decreases monotonically with the
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Figure 7 a) Standard deviation of the randomly generated NDC components in Fig. 3 with magnitude. The standard devia-
tion is constant over allmagnitudes. b) Discarding values forwhich individual NDC components exceed 2|ǫ|> 100 % does not
have influenceon the standarddeviation inanymagnitudebin. c) Repeating this experiment10 000 times shows thatdeleting
large NDC components does not affect the standard deviation in the largest magnitude bin. Therefore, randomly generated
NDC components cannot reproduce the observed decrease in standard deviation for the largest earthquakes, which suggests
an increased reliability of NDC components for large earthquakes.

magnitude of an earthquake (Fig. 4a). Figs 7a and 7b
show that the randomly generated NDC components
exceeding 100 % are distributed arbitrarily among the
magnitude bins. They are most likely to fall into the
magnitude bins with the most earthquakes and hence
the smallest magnitude bins. In contrast to the distri-
bution with size, the distribution of random NDC com-
ponents with magnitude does not create a ceiling ef-
fect. Additionally, large earthquakes have, on average,
smaller NDC components (Fig. 2). As a consequence,
the largest magnitude bin is, in most cases, unaffected
byNDCcomponents exceeding a size of 100 % anddelet-
ing them from the dataset or modifying them has no in-
fluence on the standard deviation in anymagnitude bin.
Repeating the experiment 10 000 times shows no differ-
ence in standard deviation in the largestmagnitude bin.
Therefore, in the absence of ceiling constraints, the ob-
served decrease in standard deviation for NDC compo-
nents of large earthquakes reflects the magnitude of an
earthquake. As a consequence, the better agreement
between catalogs suggests a higher reliability of NDC
components of large earthquakes.
The variation of the NDC’s standard deviation be-

tween faulting types does not reflect a variation in reli-
ability, and is a consequence of the varying size of NDC
components between faulting types. Therefore, only
the variation of NDC componentswith earthquakemag-
nitude and size appears to indicate at a variation in reli-
ability of the NDC component.
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Abstract High-rate global navigation satellite system (HR-GNSS) data records ground displacements and
can be used to identify earthquakes and slow slip events. One limitation of such data is the high amplitude,
cm-level noise whichmakes it difficult to identify processes that produce surface displacements smaller than
these values. Deep learning has proven adept at performingmany useful tasks in seismology and geophysics.
Herewe explore using deep learning to denoise HR-GNSS data. We develop three different convolutional neu-
ral networks with similar architectures but different targets. Training data are synthetic HR-GNSS records and
actual noise recordings that are superimposed to generate noisy signals. We train each of the three models
to output masks that can be used to reconstruct the true signal. We use a set of performance metrics that
quantify the models’ ability to denoise the testing data and find that denoising significantly improves the
signal-to-noise ratio and the ability to identify first arrivals. Finally, we test the models on HR-GNSS records
from the Ridgecrest earthquakes recorded at stations that have nearly colocated strong-motion sites that can
be used as ground-truth for the denoising results. We find that themodels greatly improve the signal-to-noise
ratios in these records andmake the P-wave onset clearly identifiable.

1 Introduction
High-rate Global Navigation Satellite System (HR-GNSS)
data record ground displacements at increments of ≥
1 Hz and are a type of geophysical measurement com-
monly used to identify and characterize earthquakes
and slip transients (Bock and Melgar, 2016; Larson,
2019). GNSS data can augment traditional seismic data
and are superior for some applications. For example,
long-period recordings of earthquakes contain diagnos-
tic information about earthquake magnitude (e.g., Mel-
gar et al., 2015). This property of GNSS is used ex-
tensively for down-stream applications such as earth-
quake early warning (e.g., Murray et al., 2018) and
tsunami early warning (e.g., Williamson et al., 2020).
Inertial recordings of earthquakes suffer from a well-
known magnitude saturation problem; recordings of
the first arriving seismic waves cannot distinguish be-
tween large and very largemagnitude earthquakes (e.g.,
Trugman et al., 2019). In contrast, GNSS faithfully
record ground motions at long-periods, including zero-
frequency static offsets, and do not suffer from this lim-
itation (e.g., Crowell et al., 2013). Additionally, for mod-
eling finite faults for the largest events it has become
commonplace to include HR-GNSS in post-processing
(e.g., Goldberg et al., 2020). The data provide funda-
mental constraints on total moment and on the spatial
distribution of slip. For large events it is expected that

∗Corresponding author: amt.seismo@gmail.com

a credible rupture model will be capable of reproduc-
ing these kinds of observations (e.g., Satake and Hei-
darzadeh, 2017; Lay, 2018). As a final example, some
types of crustal deformations such as slow earthquakes
and fault creephave long duration source processes and
do not effectively generate seismic waves (e.g., Thomas
et al., 2016). These slow deformation processes are of-
ten identified by a gradual displacement of the Earth’s
surface, hence characterizationof these events relies on
GNSS data.

One of the main limitations of HR-GNSS data is the
high noise level of ∼1–2 cm both in post-processing and
in real-time (Geng et al., 2018; Melgar et al., 2020). This
limits the utility of HR-GNSS recordings to situations
where ground displacements are in excess of these am-
plitudes such as moderate to large earthquakes at local
to regional distances. Several factors contribute to the
high noise level of HR-GNSS data. This includes mea-
surement noise, the number and location of satellites,
model estimates of orbital errors, satellite and receiver
clocks, atmospheric delays, antenna effects, and mul-
tipath errors (Melbourne et al., 2021). Several meth-
ods have been proposed to eliminate particular forms
of noise. For example, sidereal filtering leverages re-
peating satellite-receiver geometries to correct for noise
resulting from multipath errors (i.e., when a transmit-
ted signal arrives at a receiver via an indirect path).
Simply stated this technique involves taking displace-
ments recorded during the previous orbital repeat pe-
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riod (the time since the satellite constellation was last
in the same configuration), applying a low pass filter
(e.g. 11 s corner frequency), and subtracting the filtered
displacement record from the displacement recorded
at the present time (e.g., Choi et al., 2004). Spatial fil-
tering targets common-mode noise that is highly cor-
related across GNSS stations in close spatial proximity
(Wdowinski et al., 1997). This technique simply aver-
ages detrended records on many nearby stations and
the resulting average is subtracted from each station.
Principal component analysis (e.g., Dong et al., 2006;
He et al., 2015) has been employed to remove long
period noise (0.2–0.1 cycles/year) and various match-
filtering approaches have also been employed to reduce
noise levels (Frank, 2016; Rousset et al., 2019). With re-
spect to HR-GNSS, there are a dearth of denoising tech-
niques that are both applicable to high rate data and
are efficient. For example, sidereal filtering is one of
the most commonly employed techniques but because
of the low-pass filtering, it does not apply to frequen-
cies higher than the chosen corner frequency. Addi-
tionally, Geng et al. (2017) noted that sidereal filtering
can also increase noise levels for periods between 20
and 33 s (those authors used a 10 s corner frequency).
While data-driven denoising strategies are capable of
mitigating high-frequency noise (e.g., Li et al., 2018),
as proposed, they involve multiple decompositions us-
ing techniques such as empirical mode decomposition,
which is known to be computationally time consuming.
Machine learning is adept at many commonly per-

formed tasks in seismology and crustal deformation.
For example, deep learning (DL) can identify and make
phase picks on small magnitude earthquakes (e.g., Zhu
and Beroza, 2019; Thomas et al., 2021). DL can recog-
nize crustal deformation patterns measured with HR-
GNSS data and accurately estimate the earthquake mo-
ment in real time (Lin et al., 2021). Additionally, and
of particular interest for the present study, DL methods
have been applied to denoise various types of geophys-
ical data. For example, Zhu et al. (2019) developed an
algorithm known as Deep Denoiser which they showed
drastically improved the signal-to-noise ratio (SNR) in
earthquake seismograms. We discuss this method in
more detail in Section 2. Additionally, Ende et al. (2021)
developed a methodology to denoise distributed acous-
tic sensing data. Since GNSS measures position and the
decomposition into components is arbitrary, noise is of-
ten correlated across components on the same station
similar to seismic noise. This suggests that deep learn-
ing may also be adept at denoising GNSS records.
Motivated by these recent results, herewe explore us-

ing DL to denoiseHR-GNSS records. In Section 2we dis-
cuss themethodology including the generation of train-
ing and testing data, network architectures, and the
training procedure. In Section 3 we discuss the results
of the methodologies including performance on both
the training data and real records from the 2019 Ridge-
crest, California earthquake sequence. In Section 4 we
discuss the successes and limitations of the methods,
potential applications, and future directions. Overall,
DL appears to be a promising path forward to increasing
the utility ofHR-GNSS data in rapidly identifying and as-

sessing source properties of intermediate to large mag-
nitude earthquakes and lowering the noise threshold of
HR-GNSS data for detecting small magnitude transient
slip events.

2 Methods
2.1 Training data for denoising
As a testbed for our proposed approach we focus on the
recent Ridgecrest, California earthquake sequence that
commenced in July, 2019. This energetic set of earth-
quakes included an M6.4 foreshock on a NE striking
fault plane, followed 34 hours later by an M7.2 main-
shock on an adjacent, conjugate fault striking NW (e.g.,
Ross et al., 2019; Goldberg et al., 2020). The GNSS net-
work surrounding Ridgecrest, shown in Fig. 1A and B,
includes multiple near-field stations close enough to
record static offsets in both the M6.2 and M7.2 events.
Both events were followed by energetic aftershock se-
quences that included four M5+ events (Fig. 1A and B;
Shelly, 2020).
To create an algorithm capable of separating signal

from noise we need many thousands of examples of
both signal (i.e., HR-GNSS displacement time series
from real earthquakes) and noise waveforms. For the
noise recordings, we use three-component timeseries
of real noise recorded on the 278 GNSS stations closest
to the Ridgecrest events, shown in Fig. 1A. These data
are from the Network of the Americas (NOTA) sites op-
erated by UNAVCO and the positions are true real-time
solutions produced and archived by UNAVCO (Hodgkin-
son et al., 2020). The timing of the noise waveforms
was selected at random times from days between June
1, 2019 to July 31, 2020 that did not have an earthquake
above M4.3. This magnitude is a conservative lower
bound for the size of an earthquake that onemay expect
to generate an observable signal in the GNSS data.
Obtaining a similar number of real “signal” wave-

forms over a range of magnitudes is challenging for
two reasons. First, unlike seismic data, which can have
SNRs of many orders of magnitude, the high noise floor
of GNSS data makes it such that even the largest am-
plitude displacements have relatively modest SNR and
still contain appreciable noise. Second, only large mag-
nitude earthquakes recorded in the near-field generate
signals of sufficientmagnitude to exceed the noise floor.
This is problematic because we would like to include
signals that are at or below the noise level (i.e., SNR≤ 1)
to train an algorithm capable of detecting small ampli-
tude displacements. These limitations prohibit using
real signals for training, and so we turn to generating
realistic, synthetic displacements.
The FakeQuakes code (Melgar et al., 2016) generates

stochastic ruptures using the assumption that slip on a
fault is distributed like a random field (Mai and Beroza,
2002). If the statistics of this field are known then ran-
dom draws can be made to generate arbitrarily large
numbers of ruptures. This approach is common in
strong motion seismology (e.g., Graves and Pitarka,
2010; Goulet et al., 2015). As is typical, we assume
a VonKarman correlation function (VKCF). The along-
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Figure1 Mapsof theRidgecrest area.  Panel A showsa regionalmapwithGNSS stations used for noise recordings (pink) and
synthetic signal recordings (blue) shown as inverted triangles. Ridgecrest earthquakes are outlined by the black square. The
locations of stations P570 (Fig. 14) and ISLK (Fig. 15) are annotated. Inset shows an outline of the state of California with the
region location indicated by the purple square.  Panel B shows a closeup of the Ridgecrest earthquake sequence. Events are
color coded according to their depth and scaled by magnitude. Focal mechanisms for the M7.1 and M6.4 are also shown.

strike and along-dip correlation lengths of the VKCF
control the predominant sizes and aspect ratios of as-
perities in the slip patterns. Meanwhile the Hurst ex-
ponent, H, of the VKCF determines the amount of
short-wavelength structure in between them. Mai and
Beroza (2002) proposed scaling laws for the correlation
lengths which depend on fault dimension, and fixed
H = 0.7. Here we use updated scaling laws from an
analysis of the U.S. Geological Survey’s database of fi-
nite faults (Melgar and Hayes, 2019) and we use H =
0.4. A full description of the stochastic approach can
be found in Melgar et al. (2016). Once the slip pat-
terns are created, kinematic rupture properties such
as rise time, rupture velocities, etc., are set following
Graves and Pitarka (2015). We assume a 1D layered
Earth model for Eastern California used in the South-
ernCalifornia EarthquakeCenter’s BroadbandPlatform
(Goulet et al., 2015) and produce the waveforms using a
frequency-wavenumber approach to generating elasto-
dynamic Green’s functions (GFs; Zhu and Rivera, 2002).
For this work we introduce an additional modification.
After comparing our kinematic rupturewaveformswith
HR-GNSS data from the Ridgecrest earthquakes we no-
ticed that many waveforms from the Ridgecrest earth-
quakes had significant “ringing” or long duration coda
that was not present in the synthetic waveforms. We
hypothesized that these waveforms were affected by ei-
ther site or basin effects. Since we are not using fully
3D GFs in order to produce waveforms with long dura-
tions we created an extra family of “soft layer” wave-
forms. We varied the thickness of the soft layer between
100 and 900 m and allowed shear wave speeds as slow as
100 m s−1 and as fast as 900 m s−1. These two families of
waveforms, the ones without and the ones with the soft
layers, are then used for training.
The FakeQuakes output is then three-component

ground displacement timeseries from earthquakeswith
magnitudes ranging from 4 to 7.2 that rupture the 3D
fault geometry of Goldberg et al. (2020). The displace-
ment timeseries from each earthquake are calculated at
the 180 synthetic GNSS station locations shown in blue
in Fig. 1B. The station distribution shown in Fig. 1B and
magnitude range were initially chosen so that the re-
sulting displacement timeseries are not dominated by
very small amplitude displacements and instead rep-
resent more uniform sampling of peak ground dis-
placement. At each station, displacement waveforms
are calculated at 1 sample/s for a 256 s window cen-
tered on the P-wave arrival expected from ray-tracing
through the velocity model. North, east, and vertical
displacements for 20 example “fakequakes” are shown
in Fig. 2A, B, and C respectively. Despite this selec-
tion of magnitudes and station locations, small mag-
nitude peak ground displacements (PGD) still domi-
nate the dataset so we implemented a culling proce-
dure such that we have a nearly uniform distribution of
PGD up to 1 m and then exponentially decreasing num-
bers of events with PGD > 1 m. Overall our dataset
includes 822 256 three-component signal records and
729 303 three-component noise records.

2.2 Network architecture
Convolutional neural networks (CNNs) are a deep learn-
ing architecture capable of efficiently extracting diag-
nostic information frommultidimensional images. The
essential component of any CNN is one or more convo-
lutional layers. In these layers, the user defines both
the number of filters and the filter size. The network
then convolves these filters with the layer input to cre-
ate a feature map which is further manipulated in sub-
sequent network layers. Filters can be defined a-priori
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Figure 2 GNSS displacement timeseries and PGD distribution. Panels A, B, and C show north, east, and vertical displace-
ments for 15 different simulated earthquakes, color coded by the example number. Panel D shows PGD distributions for all
“fakequake” displacement records in the dataset.

but most often they are learned during training. A U-
Net is a special case of a CNN with symmetric contract-
ing and expanding branches (Ronneberger et al., 2015).
The contracting branch includes repeated convolutions
with a 3x3 filter, rectified linear unit activation func-
tions (Agarap, 2018), and batch normalization. In the
contracting branch, each successive convolutional layer
has a stride of two and double the number of filters in
the previous layer. This results in feature maps that de-
crease in size but increase in number as network depth
increases. In the expanding branch, the filter number
is halved while the convolutions upsample their respec-
tive feature maps resulting in larger maps after each
successive convolutional layer. Skip connections also
feed outputs from the contracting branch to inputs of
the expanding branch at the same depth in the network,
skipping the deeper layers.
Zhu et al. (2019) employed a U-Net called Deep De-

noiser to denoise single channel seismic data. In their
denoising approach, the noisy signal, Y (t) is the sum of
a known signal, S(t), and known noise, N(t), or

(1)Y (t) = S(t) + N(t)

In the frequency domain, the short-time Fourier
Transform (STFT) of the noise, N(t, f), and the STFT of
the signal, S(t, f), are summed to represent the STFT of
the noisy signal

(2)Y (t, f) = S(t, f) + N(t, f)

Then the signal mask is defined as

(3)MS(t, f) =
1

1 + |N(t,f)|
|S(t,f)|

And the noise mask is defined as

(4)MN (t, f) =

|N(t,f)|
|S(t,f)|

1 + |N(t,f)|
|S(t,f)|

Each mask has the same dimensions as the input
STFTs and takes on values between 0 and 1. The net-
work is trained to output an estimate of the signal and
noisemasks, M̂S(t, f) and M̂N (t, f). From these, the es-
timated signal, Ŝ(t, f) can be obtained by multiplying
Y (t, f) by the respectivemask and inverse transforming

(5)Ŝ(t) = STFT −1
{

Y (t, f)M̂S(t, f)
}

Similarly, the estimated noise, N̂(t, f) can be ob-
tained by multiplying Y (t, f) by the noise mask and in-
verse transforming

(6)N̂(t) = STFT −1
{

Y (t, f)M̂N (t, f)
}

Zhu et al. (2019) showed that Deep Denoiser could re-
liably denoise seismic signals, resulting in significant
increases in SNR in the denoisedwaveforms thereby im-
proving earthquake detection capabilities.
Motivated by the results of Zhu et al. (2019), we de-

velop a similar U-Net, which can be accessed in the
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repository linked in the Data Availability section, with
some noteworthy modifications. First, Deep Denoiser
operated on single channel seismic data. For accurate
denoising of HR-GNSS data, we anticipate that using all
three channels as network input will significantly im-
prove the results given the higher noise levels on the
vertical channels and the fact that noise is very highly
correlated across channels. As such, each network we
present here has inputs derived from three component
HR-GNSS data. Second, a notable attribute of Deep De-
noiser is that it can distort signal amplitudes during the
denoising process, reducing their true amplitudes (Tibi
et al., 2021). For some applications, such as earthquake
detection and arrival time picking, this amplitude dis-
tortion is not a limitation. However, if denoising of
HR-GNSS were to be used for early-warning or source
studies, amplitude distortion could underpredict early
earthquake magnitude estimates. As such we explore
three different model variations, described in the next
section.

2.3 Inputs, outputs, andmodel variations
The inputs to each of our networks are generated in the
following way. The HR-GNSS data we employ here is
sampled at 1 Hz. The noise and signal records described
above are 256 s long originally. Leaving the training data
in the original form, with the P-wave pick in the mid-
dle, would bias the resulting CNN to assign noise prior
to the middle of each window and signal thereafter. As
such, we use a data generator during training which ap-
plies the following modifications to the data prior to in-
put to the network. First, we randomly select a set of
N signal timeseries and N noise timeseries, where N is
the batch size. These timeseries are added to simulate
noisy signals. Second, we randomly select a start-time
in the first half of each trace and include only 128 s of
data beginning at that time. This has the effect of ran-
domly shifting the earthquake onset in time such that
it can occur at any point during the window. The signal
can also be shifted such that thewindow ismostly or en-
tirely noise. The combinations of signal and noise and
the time-shifting are data augmentation strategies that
significantly increase the size of the training dataset.
Third, we compute the STFT of the signal timeseries,
the noise timeseries, and the noisy signal timeseries
which results in complex, 2D time-frequency represen-
tations of the timeseries for each component. To com-
pute the STFT we use a segment length of 31 and 30
points of overlap between segments. The real and imag-
inary parts of the noisy signal are normalized by divid-
ing the STFTs for each component by the maximum of
their absolute value. This accounts for the differences
in amplitude of the input data which can vary over sev-
eral orders of magnitude. The final input to the CNN is
six channels (the real and complex parts of the STFT for
the north, east, and vertical components), each with di-
mension 16 × 128.
We train three differentmodel versions to denoise the

HR-GNSS data. In the first model, which we will call
Model 1, we adopt an approach very similar to Deep De-
noiser (Zhu et al., 2019) The only modifications are that

the network ingests six channels of data and we pre-
dict only one signal mask for each channel. The noise
mask can be determined by taking the complement of
the signalmask. ForModel 1, the activations on thefinal
layer are sigmoids to accommodate the three channel
mask outputs (in the one-component version of Deep
Denoiser, the final layer activations were softmax func-
tions). To determine the estimated signal from the input
signal, we simply use equation 5.
Model 2 ismotivatedbyModel 1’s limitations. Namely

that by using a real-valuedmask, we cannot account for
phase differences between signal and noise which can
result in amplitude distortion. As such, in the final layer
we use linear activation functions and the model pre-
dicts the real and imaginary parts of the complex val-
ued S(t, f) normalized by the maximum absolute value
of Y (t, f). We can obtain the signal estimate by mul-
tiplying the output by the maximum absolute value of
Y (t, f), which can be calculated from the input data,
and inverse transforming.
Finally, in Model 3, we explore predicting the ratio

S(t, f)/Y (t, f). Model 3 was also motivated by the de-
sire to account for phase differences and minimize am-
plitude distortion but employs a similar masking tech-
nique as Deep Denoiser. Because this ratio can be infi-
nite, we convert the complex representation of the STFT
to amplitude and phase and train the network to output
the scaled amplitude and phase ratios. Specifically the
first output is defined as

(7)A(S(t, f), N(t, f)) = ln (|S(t/f)/Y (t/f)|+ǫ)

where ǫ is a small magnitude constant added to ensure
that the target is never infinite; we set ǫ = 10−9. Direct
prediction of the phase is challenging inmachine learn-
ing because of the modular property of angular mea-
surements. To address this modularity, we use targets
for phase prediction defined as

(8)φ1(S(t, f), N(t, f)) = cos(θ)

and

(9)φ2(S(t, f), N(t, f)) = sin(θ)

where

(10)θ = tan−1

(

Im(S(t, f)/Y (t, f))

Re(S(t, f)/Y (t, f))

)

The functions A, φ1, and φ2 are the targets for each
component resulting in nine total predictions for the
third model. Like Model 2, Model 3 employs linear acti-
vation functions and the estimated signal can be deter-
mined using equations 7-10.
Finally, to explore how variations in network size af-

fect performance we vary slightly the network architec-
ture by increasing the number of filters in the convolu-
tional layers by a factor of two.

2.4 Training
We train the three different models for 50 epochs each
using Tensorflow (Abadi et al., 2016). In all cases we set
aside 10 % of the signal and noise waveforms for testing
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and train using the remaining 90 %. For all networks,
we use the Adam optimization algorithm (Kingma and
Ba, 2014) with a learning rate of 0.0001, we also use a
drop rate of 0.2. All models used a mean-squared error
loss function on all targets.

2.5 Performancemetrics
We use three different metrics to quantify model per-
formance. First, we employ the normalized cross-
correlation coefficient to measure the similarity be-
tween the signal and the model predicted signal, de-
noted as CC. CC varies between+1when two signals are
exactly correlated and−1when they are exactly anticor-
related. We note that the normalized cross-correlation
does not account for amplitude differences between sig-
nals. This choice was deliberate such that the inherent
amplitude distortion does not bias the result. Second,
we compute the SNR using

(11)SNR =
max(|signal|)

2 ∗ σnoise

Here max(|signal|) is the maximum absolute value of
the signal waveform and σnoise is the standard deviation
of the noise evaluated on the time window prior to the
P-wave arrival. This metric has a value of ∼1 when the
signal and noise amplitudes are equal, and is greater (or
less) than one when the signal amplitude exceeds (or is
less than) the noise amplitude. We note that some other
commonmeasures of SNRutilized on seismic data often
employ the standard deviation in both the numerator
and denominator but this metric does not properly ac-
count for the static offsets that represent signal in GNSS
data. We also note that the SNR metric can become in-
finite if the σnoise approaches zero. When we use SNR
to quantify general attributes of the waveforms prior to
denoising, the numerator of equation 11 is evaluated on
the signal waveforms alone while the denominator is
evaluated on the noise. We also quantify the change in
SNR, ∆SNR, between noisy and denoised waveforms.
We evaluate ∆SNR by computing SNR on the noisy sig-
nal (i.e., signal + noise) and on the denoised signal and
subtracting the two. For all SNR calculations, we re-
quire that signal and noise be at least 10 s in duration.
Third, we use the Euclidean or L2 distance as ameasure
of the difference between the signal and the noisy sig-
nal or the denoised signal. TheL2 distance between two
vectors x and y, with components xi and yi respectively,
is defined as

(12)L2(x, y) =

√

∑

i

(xi − yi)
2

As an additional test of applying our simulated train-
ing data to real HR-GNSS records, we compare the orig-
inal HR-GNSS records, denoised HR-GNSS records, and
displacements derived from strong motion accelero-
grams recorded during the Ridgecrest, California earth-
quake sequence. These GNSS and strong motion sta-
tions are the only closely located pairs in proximity
to the Ridgecrest earthquakes. For small to moder-
ate ground motions, the strong-motion accelerograms

can be used to estimate the three-component ground
displacements. For extremely strong ground motions,
baseline offsets make the displacement records inac-
curate, sometimes by widely large amounts, at periods
longer than ∼10 s (e.g., Melgar et al., 2013).
We focus our analysis on two site pairs: P570 and

WOR,which are separated by 3.5 km and are 59 km from
the M7.1 mainshock, and ISA and ISLK, which are 62 m
apart and 80.5 km from the mainshock. We take strong
motion records fromWOR and ISA, integrate twice and
correct for gain. We then bandpass filter the strong
motion data, raw HR-GNSS, and denoised HR-GNSS be-
tween 3 and 15 s for comparison. The results of this
analysis are described further in Section 3.

3 Results
3.1 Denoising examples
For each model we select from the testing dataset as
denoising examples two records with peak signal am-
plitudes below 4 cm, since the denoising process will
be most useful for these low amplitude signals, and
one higher amplitude signal with peak amplitude above
4 cm. As such, the low and higher amplitude signals
have different characteristics. For example, the low
amplitude signals are typically dominated by transient
seismic wave arrivals and have low-amplitude or zero
static offset, whereas the higher amplitude signals con-
tain transient features in addition to large amplitude
permanent offsets. We also selected examples to show-
casemodel performance on different types of noise, tar-
geting samples with varying amplitude and frequency
content.
Example denoising results are shown in Figs 3-11.

Figs 3-4 show a low-amplitude example from Model 1.
Each row in thefigures correspond to adifferent compo-
nent: north, east, and vertical. The first column shows
the signal waveform in blue and the summed signal and
noise in gray. The annotation indicates the SNR of the
noisy signal. The second column shows the target sig-
nal mask, MS(t, f), while the third column shows the
model predicted mask, M̂S(t, f). The fourth column is
identical to thefirst but includes the denoisedwaveform
in magenta with the CC and ∆SNR.
Figs 3-5 show the performance of Model 1 for multi-

ple examples. In Fig. 3, the SNR has comparable values
of 2.4 and 1.9 on the north and east components, and
lower value of 0.4 on the vertical. After applying Model
1 to denoise, the resulting waveforms have a high CC
with the known signal on the horizontals and denois-
ing also recovering much of the signal character for the
vertical component, which has CC = 0.674 between
the true and denoised vertical components. All com-
ponents have significant improvements in SNR. Fig. 4
shows another low-amplitude example similar to Fig. 3
but with more complex signal character. The model
still recovers much of it, i.e., arrival time, amplitudes,
and frequency content, on all three components. Such
low amplitudes, like that on the vertical, are sometimes
not recoverable (i.e., themodel predicts noise) however
the model can utilize higher amplitude signals on the
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Figure 3 Example denoising usingModel 1. Panels A-D, E-H, and I-L correspond to the north, east, and vertical components
respectively. The first column shows the signal timeseries (blue) and the noisy signal timeseries (i.e., signal+noise) in gray.
The SNR and L2 distance from equations 11 and 12 respectively are annotated. The second column is the target mask, MS ,
for each component. The third column shows the predicted mask for each component. The fourth column shows the signal
(blue), noisy signal (gray), and denoised signal (magenta) along with the CC between the signal and denoised signal and the
∆SNR between the noisy and denoised signals.

Figure 4 Example denoising using Model 1. Panels are the same as those in Fig. 3.
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higher amplitude components to recover some signal
character on the components with lower amplitude sig-
nals (this is also apparent in Fig. 5). Figs 3 and 4 contain
two noteworthy features. First, the signal amplitudes
are sometimes underpredicted by Model 1 (see Fig. 3D,
H and L and Fig. 4D and H). Second, sometimes the
static offset is not well predicted by the model but in-
stead fluctuates with the amplitude of the noisy signal
(Panel L in Fig. 3). We discuss these properties more
in Section 4. Finally, Fig. 5 shows a higher amplitude
demonstration of Model 1 (note the difference in scale
between Figs 3-4 and Fig. 5). Denoising essentially does
not modify the large amplitude signals on the horizon-
tal components. The main benefit of denoising is to
both reduce the amplitude of the noise prior to the first
arrivals and to increase the SNR on components with
lower signal.
Since themasks predicted byModels 2 and 3 are com-

plex valued, in Figs 6-11 we only show the time do-
main representations of the noisy signal, signal, and es-
timated signal (panels D, H, and L of Figs 3-5). Figs 6
and 7 show low amplitude denoising examples using
Model 2. In Fig. 6, the three components have SNRs of
0.46, 1.22, and 0.95. Despite low SNR, denoising suc-
cessfully recovers signal on all components with high
CC between all original and estimated signals. Fig. 7 is
similar to Fig. 6 showing another example of retrieval
of the signal when SNR is low. In particular, the vertical
component is well recovered in Fig. 7 despite the high-
amplitude and low frequency character of the noise
(Fig. 7C). Also note that on the horizontal components,
there is constructive interference between the signal
and noise (Fig. 7B). In some cases, such as the later ar-
rivals on the north component and the east component,
Model 2 is able to successfully partition signal and noise
and predicts the true signal amplitude (Fig. 6A and B).
In other cases, such as the vertical component in this
same example (Fig. 6C), Model 2 can underpredict the
signal amplitudes and long term signal character, such
as static offset can be influenced by noise. Fig. 8 is a
high amplitude example with complex signal character.
Model 2 performs well, particularly in predicting the
low amplitude vertical component.
Figs 9-11 show examples of denoising using Model 3.

Figs 9 and 10 show significant improvements in hori-
zontal SNR even given the relatively low amplitude of
the signals. Additionally both examples have high cor-
relations between the true and predicted signals on the
horizontal components. While Model 3 generally suc-
ceeds on the east component in Fig. 11, the model fails
to predict the static offset in the denoised north and ver-
tical signals causing them to deviate from the true static
offset. This is commonly observed in Model 3. Figs S1-
S10 show the performance of all three models on some
common examples.

3.2 Model performance on the testing data
To evaluate the overall performance of each model on
the testing dataset (N = 82 226) we compute the CC be-
tween the true and denoised signals as a function of the
SNR.We thenbin the data by SNRand compute the 10th,

50th, and 90th percentiles of the CCs for the signals con-
tained in each bin. We also compute the median CC be-
tween the noisy and true signals as a function of SNR.
The results are shown in Fig. 12 which includes pan-
els for individual components and all signals combined.
While many horizontal components have SNR > 6, we
chose this particular cutoff to highlight model behavior
at lower amplitudes. As expected, model performance
improves significantly with SNR. At very low SNR, there
is a large spread in CC for all models. For SNRs of 0.5
to 2, the models have significantly larger CCs than the
noisy data with the true signal. As SNR increases fur-
ther, this difference diminishes as the noise becomes a
smaller fraction of the overall signal and CCs become
high approaching 1 at very large SNR. For all compo-
nents, Models 1 and 3 have median CCs of 0.51 and 0.41
for an SNR of 0.5. These values increase to 0.78 and
0.74 at an SNR of 1. Model 2 has better performance
with a CC = 0.70 at SNR = 0.5 and CC = 0.89 at
SNR = 1. For the horizontal components alone, we
note that the percentiles are determined from a smaller
numbers of events. This is because the horizontal com-
ponents typically have larger amplitudes for the strike-
slip geometry thatwe considered in this study and lower
noise levels than the vertical components, hence there
are fewer horizontal records that satisfy the SNR < 6
criterion. Additionally, we note that at very low SNR
(i.e., those < 1), the vertical components typically have
higher CC than the horizontal components. This is due
to two factors. First, the models can use higher am-
plitude information recorded on the horizontal compo-
nents to make predictions about content on the vertical
component despite the higher amplitude noise. These
predictions often result in higher CC than that between
the true and noisy waveforms. Second, the high ampli-
tudenoise in thenoisywaveforms can result in lowerCC
with the true signal than does a prediction with a near
zero value prior to the first arrival and a low amplitude
signal, even if the predicted signal departs significantly
from the true signal.
Similar to Fig. 12, Fig. 13 shows the L2 distances be-

tween the true and denoised signals as a function of the
SNR. The data are binned by SNR and we compute the
10th, 50th, and 90th percentiles of the L2 distances for
the signals contained in each bin. The black line shows
the distribution of L2 distances between the noisy sig-
nal and true signal, while the colored lines show the dis-
tances between the true signal and those estimated us-
ing Models 1, 2, and 3. For all models and components,
denoising results in smaller L2 distances between the
true signal and denoised signal than the noisy data in-
dependent of SNR. On the horizontal components, the
distances between denoised and true signals are small
at low SNR because the denoising algorithm generally
predicts noise (i.e., zero amplitude true signal) in these
scenarios. As the SNR increases and the models make
more non-zero signal predictions the L2 distances in-
crease until, at intermediate to high SNR they plateau.
In this region, model distances are still less than the
original distances likely due to the zero amplitude pre-
diction of themodels prior to thefirst arrivals. The over-
all larger distances on the vertical result from thehigher
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Figure 5 Higher amplitude example denoising using Model 1. Panels are the same as those in Fig. 3.

Figure 6 Example denoising usingModel 2. Panels A-C correspond to the north, east, and vertical components respectively.
Each panel shows the signal timeseries (blue), the noisy signal timeseries (i.e. signal+noise) in gray, and the denoised signal
in pink. The SNR (equation 11), CC, L2 distance (equation 12), and∆SNR between the noisy and denoised signals are anno-
tated.

Figure 7 Example denoising using Model 2. Panels are the same as those in Fig. 6.

9 SEISMICA | volume 2.1 | 2023



SEISMICA | RESEARCH ARTICLE | Deep learning for denoising HR-GNSS data

Figure 8 Higher amplitude example denoising using Model 2. Panels are the same as those in Fig. 6.

Figure 9 Example denoising usingModel 3. Panels A-C correspond to the north, east, and vertical components respectively.
Each panel shows the signal timeseries (blue), the noisy signal timeseries (i.e. signal+noise) in gray, and the denoised signal
in pink. The SNR (equation 11), CC, L2 distance (equation 12), and∆SNR between the noisy and denoised signals are anno-
tated.

Figure 10 Example denoising using Model 3. Panels are the same as those in Fig. 9.

amplitude noise that is generally present in HR-GNSS
data and the lower amplitude signals that result from
the choice to simulate earthquakes on strike-slip fault
systems.

3.3 Application to the 2019 Ridgecrest earth-
quakes

As a performance test of our trained models, we ap-
ply the denoising algorithms to the Ridgecrest earth-
quake sequence. While the aftershocks of these events
included a number of intermediate magnitude earth-
quakes, determining how well the denoising models

perform is hampered by lack of knowledge of what the
true signal is. GNSS sites with nearby strongmotion sta-
tions obviate this issue; the strong-motion data can be
used to estimate true ground motions.

Denoising results at P570 and WOR are shown in
Fig. 14. The model successfully identifies the arrival
time (vertical black line) and suppresses noise prior to
the first arrivals (SNRs are shown in bottom right of
each panel). All models also successfully predict sig-
nal amplitudes, particularly on the vertical component.
The SNR is significantly improved in the denoised ver-
sions of all components. The models generally do well
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Figure 11 Example denoising using Model 3. Panels are the same as those in Fig. 9.

Figure 12 CC as a function of SNR. The median value of the CC between the true signal and noisy signal is shown in black.
Median CC values between the true signal and signals denoised by Models 1, 2, and 3 are indicated by the blue, grey, and
pink lines respectively. The shaded areas represent the region between the 10th and 90th percentiles that contain 80 % of
the testing data and have the same color coding as the median CC.

Figure 13 L2 distances as a function of SNR. The median value of the L2 distance between the true signal and noisy signal
is shown in black. Median L2 values between the true signal and signals denoised by Models 1, 2, and 3 are indicated by the
blue, grey, and pink lines respectively. The blue, grey, and pink shaded areas represent the region between the 10th and 9-th
percentiles that contain 80 % of the testing data for Models 1, 2, and 3 respectively.

early on (∼35–60 s) however the coda is not well pre-
dicted i.e., the noisy GNSS better predicts these later
arrivals (∼60–80 s). Performance is similar for the ISA
and ISLK station pair shown in Fig. 15. Themodels sup-
press noise prior to the first arrivals, predict phase and
amplitude well early in the wave train, and then trend
toward zero amplitude prediction for the later coda ar-

rivals. Results for the M6.4 are shown in Figs S11 and
S12. We will discuss this more in the following section.

Finally, as denoising may be applied to HR-GNSS in
real time, we explored the false positive rate of Mod-
els 1, 2, and 3 on additional 10 000 noise waveforms.
The results of this exercise is shown in Fig. S13. The
false positive rate at a decision threshold of 1 cm PGD
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Figure 14 Comparison of recordings of the M7.1 Ridgecrest earthquake at strong motion station WOR and GNSS station
P570. GNSSand integratedstrongmotiondataare shownasdashedandsolidblack lines respectively. GNSSrecordsdenoised
by Models 1, 2, and 3 are shown in blue, grey, and pink respectively. Vertical black line shows the theoretical P-wave arrival
time. SNRs of the original HR-GNSS data, Models 1, 2, and 3 are shown in the bottom right.

is 2.05 %, 2.51 %, and 0.16 % for Models 1, 2, and 3 re-
spectively. The false positive rate at a decision thresh-
old of 2 cm PGD is 0.4 %, 0.53 %, and 0.06 % for Models
1, 2, and 3 respectively. These values are far smaller
than the PGD of the noise waveforms themselves. Ad-
ditionally, they could be further reduced by consider-
ing waveform character atmultiple stations as all earth-
quake early warning algorithms do.

4 Discussion
As is evident in Figs 12 and 13, denoising HR-GNSS data
offers significant improvements over utilizing noisy
records. On all components, the median performance
of Model 1, Model 2, and Model 3 exceeds that of the
noisy records for all SNRs for both the CC and distance
based performance metrics. Generally the models are
excellent at suppressing noise prior to the first arrivals
making identification of earthquake onsetsmore appar-
ent. P-waves are almost always well below the GNSS
noise, and, as shown in Figs 14 and 15, the P-wave ar-
rival is clear in the denoised GNSS waveforms. Addi-
tionally,models can recover signalswith amplitudes be-
tween 5 mm and 1 cm, i.e., with SNR < 1. Because of
our choice tomodel strike-slipmotion on vertical faults,
the horizontal components are typically larger than the
vertical. Additionally the vertical component generally
has higher noise levels. Despite this, the models often

predict well the timing and amplitude on the vertical
component by utilizing information on the horizontal
components to inform its character. The greatest im-
provements in CC are between SNRs of slightly below 1
to 3. At high SNR, applying denoising does not result in
significant improvements as expected. At low SNR, am-
plitudes on all three components diminish, the model
generally predicts zero amplitude signal on all compo-
nents.
Models 2 and 3 were motivated by the amplitude dis-

tortion inherent in Model 1 which was originally devel-
oped for seismic data (Zhu et al., 2019). After assessing
theperformanceof allmodelswefind thatModel 2, sim-
ple direct amplitudeprediction, generally performsbet-
ter than Models 1 and 3. It does not suffer from the am-
plitude distortion and is better at predicting both ring-
ing and static offsets than theothermodels. Bybothper-
formance metrics utilized here, it performs better at all
SNRs than Model 1 and Model 3.
The main shortcoming of the models are the mis-

predictions of static offsets apparent in Figs 3L, 6C,
11A, and 11C. These mispredictions in some cases re-
sult from the noise character; the model predicts the
average noise level as the static offset so noisewith com-
plex character in the presence of a static offset can re-
sult in a nonstationary prediction (e.g., Fig. 6C). In other
cases thesemispredictions appear to result from the fre-
quency decomposition as is apparent from the oscilla-

12 SEISMICA | volume 2.1 | 2023



SEISMICA | RESEARCH ARTICLE | Deep learning for denoising HR-GNSS data

Figure 15 Comparison of recordings of theM7.1 Ridgecrest earthquake at strongmotion station ISA andGNSS station ISLK.
GNSS and integrated strong motion data are shown as dashed and solid black lines respectively. GNSS records denoised by
Models 1, 2, and 3 are shown in blue, grey, and pink respectively. Vertical black line shows the theoretical P-wave arrival time.
SNRs of the original HR-GNSS data, Models 1, 2, and 3 are shown in the bottom right.

tions in Fig. 11A and C that are unrelated to noise char-
acter and the overshoot in Fig. 11A that is reminiscent of
Gibbs phenomenon. In the application of themodels to
the Ridgecrest data, themain shortcoming of themodel
was the misprediction of the lower amplitude, later ar-
riving coda. We note that the amplitudes of these ar-
rivals were < 1 cm measured on the horizontal compo-
nents. This may simply be too low SNR for the model
to detect these arrivals. Incorporating more long dura-
tion low amplitude data may improve denoising in this
scenario.

The single station algorithmswe have developed here
show promise for denoising HR-GNSS data. However,
we made a number of decisions in the process of de-
veloping the models that might not make them more
generally applicable. First, we utilized noise data from
NOTA sites closest to the Ridgecrest earthquakes pro-
cessed by UNAVCO. GNSS noise is network and process-
ing algorithm dependent. Application to a different lo-
cationor to a different processing algorithmwill require
re-training. Second, we simulated earthquakes on pre-
dominantly vertically dipping strike-slip faults. The re-
sulting crustal deformation patterns are clearly not rep-
resentative of earthquakes in other tectonic environ-
ments and simulation of such events would be needed
for an all-purpose denoiser. Third, by utilizing “Fake-
quakes” to generate our synthetic earthquake database
wemake the assumption that theparameterizations and

design choices therein are representative of real earth-
quakes. Fourth, by utilizing a 1D velocity structure
we neglect 3D wave propagation effects. We have at-
tempted to obviate this by including some simulations
with soft layers that mimic basin resonance apparent
in the two Ridgecrest examples we showed but this is
a shortcut that could be improved upon with fully 3D
GFs. Finally, wemade a number of design choices in the
deep learning implementation of denoising that could
be improved upon. For example, the frequency decom-
position technique may not be the best approach, other
architectures may work better than the traditional CNN
we employed here, etc.

While we have demonstrated that the models we de-
veloped are capable of denoising HR-GNSS data, their
main limitation in our opinion, is that they are sin-
gle station algorithms that do not utilize information
from multiple stations. Certain types of GNSS noise,
such as common mode errors, are highly correlated
on nearby stations. For example, Fig. 16 shows nor-
malized cross-correlations of noise windows prior to
the M6.4 Ridgecrest earthquake. The 120 s of noise
recorded on station P811 prior to the start of the event
is cross-correlatedwith the same timewindow recorded
on nearby stations. CC values between P811 and CCCC
(55.5 km ) are 0.81. CC values decrease to smaller values
of 0.52–0.53 on stations P091 (168 km), ISLK (70.2 km),
P595 (82.3 km), and P570 (73.9 km). Developing other
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Figure 16 Comparison of recordings of the M6.4 Ridge-
crest earthquake (blue timeseries) on stations with
hypocentral distances up to 70 km. Noise windows in
the 120 s prior to the start time of the M6.4 Ridgecrest
earthquake (start time is vertical grey line, moveout is
dashed pink line) are cross-correlated with noise recorded
on P811. Station names and CC values are annotated on
the right.

GNSS denoising algorithms that are network based, in-
clude information from many stations, and can lever-
age the similarity of noise character on nearby stations
will undoubtedly bemore successful than the single sta-
tion approachdevelopedhere. Such analgorithmwould
have a number of applications. For example, the identi-
fication of small magnitude slip transients that are typi-
cally challenging to detect inGNSS data but have limited
to no seismic expression (e.g., Rousset et al., 2019), first
arrivals of large magnitude earthquakes that, if rapidly
identified, decrease the latency of early warning sys-
tems (e.g., Lin et al., 2021), and the incorporation of far-
field, lower SNR GNSS data to constrain earthquake slip
inversions.

5 Conclusions
The goal of this work was to explore the performance of
single station, three component denoising algorithms
on high-rate GNSS data. Single station denoising algo-

rithms have been developed for seismic records, but
their application toGNSSdata has not been explored. To
this end, we adapted frameworks proposed for denois-
ing seismic data to perform on GNSS data by modifying
such algorithms to work on three component data and
proposing two additional slightly modified approaches
that attempt to overcome amplitude distortion inher-
ent in seismic algorithms. Earthquake metrics derived
from HR-GNSS such as PGD rely heavily on signal am-
plitudes so it’s important for any denoising algorithm
to preserve amplitude information. After training three
machine learning models on synthetic data designed to
simulate the 2019 Ridgecrest earthquake sequence, we
find that denoising can significantly improve the SNR
of HR-GNSS waveforms. The denoised waveforms ef-
fectively suppress noise prior to the first arrivals mak-
ing themmore apparent. Additionally, small amplitude
signals with SNR at or lower than noise levels can be
identified and characterized. Also, because the three
models utilize all three components, we are often able
to recover much of the signal character on components
with low SNR (such as the vertical) by utilizing signal
character on the horizontal components. Overall this
approach to denoising is promising and if employed in
real-timemay reduce the latency and improve the accu-
racy of early warning algorithms.
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Abstract Observationsof stronggroundmotionduring largeearthquakesaregenerallymadewith strong-
motion accelerometers. These observations have a critical role in early warning systems, seismic engineer-
ing, source physics studies, basin and site amplification, and macroseismic intensity estimation. In this
manuscript, we present a new observation of strong groundmotionmadewith very high rate (>= 5 Hz) Global
Navigation Satellite System (GNSS) derived velocities. We demonstrate that velocity observations recorded
on GNSS instruments are consistent with existing ground motion models and macroseismic intensity obser-
vations. We find that the ground motion predictions using existing NGA-West2 models match our observed
peak ground velocities with a median log total residual of 0.03-0.33 and standard deviation of 0.72-0.79, and
are statistically significant following normality testing. We finish by deriving a Ground Motion Model for peak
ground velocity from GNSS and find a total residual standard deviation 0.58, which can be improved by ~2%
when considering a simple correction for Vs30.

Non-technical summary Traditionally, scientists will study the shaking due to earthquakes using
seismometers that record either acceleration or velocity. They will use recordings from real earthquakes to
derive a relationship that predicts the amount of shaking one would expect at a location based on different
properties of the earthquake such as the magnitude, distance to the event, and the types of rock or soil at a
location. In this study,wedetermine thepeak levelsof shaking fromGlobalNavigationSatelliteSystem(GNSS)
data, otherwise known as GPS. GNSS usually gives you the position or displacement at a given location, but
we process this data slightly differently to give us observations of velocity. We compare the GNSS velocity
observations to the well known relationships for ground motion prediction that were determined with only
seismometers and find good agreement with our dataset. This is especially useful since GNSS can directly
record the velocity of shaking, which is currently difficult with seismometers undergoing strong shaking.

1 Introduction
Ground motion models (GMMs), traditionally known
as ground motion prediction equations (GMPEs), are
empirical relationships between an earthquake source
and the ground motion expected at a station. GMMs
will commonly incorporate magnitude, distance atten-
uation, site amplification terms, and source terms to
determine the peak ground accelerations, velocities,
displacements, and spectral accelerations/displace-
ments at different periods (PGA, PGV, PGD, and SA/SD,
respectively). The coefficients in GMMs are determined
empirically using observations from real earthquakes
on strong-motion accelerometers or broadband seis-
mometers if they are unclipped. GMMs are utilized in
engineering seismology for building code design (Bom-
mer et al., 2010; Katsanos et al., 2010), in ShakeMap
and PAGER (Prompt Assessment of Global Earthquakes
for Response) generation for rapid assessment of

∗Corresponding author: crowellb@uw.edu

impact and ground motions after large earthquakes
(Wald et al., 1999; Allen et al., 2009), in paleoseismic
studies (Rasanen et al., 2021), and in earthquake early
warning systems (Allen and Melgar, 2019; Meier, 2017;
Thakoor et al., 2019). Many GMMs are derived for
specific regions where epistemic uncertainties may be
consistent across the region, but some use generalized
global datasets or only include one style of faulting.
Each GMM will have a parametric specific range in
which the model is valid, i.e. a distance or magnitude
limit, and most generally do not include very large
magnitude events or far-field observations. There is
also a question of whether or not PGV observations for
large ground motions recorded with inertial sensors
are recording the true ground motions due to sensor
rotations and tilts (Boore et al., 2002; Clinton, 2004).
In this study, we provide a new observation which can
faithfully record high PGV, Global Navigation Satellite
System (GNSS) derived velocities.
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For earthquake and tsunami early warning sys-
tems, the importance of GNSS displacements for large
earthquake characteristization has been demonstrated
(Crowell et al., 2009, 2012, 2016; Blewitt et al., 2006;
Grapenthin et al., 2014; Minson et al., 2014; Murray
et al., 2018; Williamson et al., 2020). The addition
of this data is critical to properly characterizing the
impacts of large earthquakes (M > 7) where traditional
seismic methods begin to saturate (Melgar et al.,
2013a). GNSS displacements do not saturate since they
are computed in a non-inertial reference frame, that of
the fixed center of the Earth. The GNSS observations
capture both the coseismic static offsets, important
for understanding moment release and total slip, and
dynamic motions, which can be leveraged for rapid
magnitude determination and kinematic inversions.
However, issues with phase ambiguity fixing, cycle
slips, and loss of satellite lock can lead to large errors
that obscure ground displacements when computing
GNSS displacements in real-time. These processing
issues can lead to displacement excursions of many
meters, a major problem for real-time analysis in early
warning systems. GNSS displacements are also noisier
than seismic observations due to path errors between
the satellites and receivers, most notably the tropo-
spheric and ionospheric delays (Melgar et al., 2020).
One potential solution is to compute velocities rather
than displacements at the GNSS stations. This approach
is commonly referred to as the ‘variometric approach’,
and it consists of performing a single difference in time
between satellite orbital positions and the raw GNSS
phase observables (Colosimo et al., 2011; Benedetti
et al., 2014; Geng et al., 2016; Grapenthin et al., 2018;
Shu et al., 2018; Crowell, 2021). The variometric ap-
proach is more sensitive to smaller magnitude ground
motions and when integrated into displacement, leads
to lower noise than traditional positioning since the
various errors in real-time positioning do not change
appreciably over short time periods (Shu et al., 2018;
Dittmann et al., 2022a); in this study, we will show that
GNSS velocities can be resolved for earthquakes as low
as M4.9 in the near-field (< 25 km), over a full magni-
tude unit less than what is possible with real-time GNSS
displacements (Melgar et al., 2020; Goldberg et al.,
2021).
In this manuscript, we first describe how the full

GNSS velocity dataset, spanning a magnitude range
from 4.9-9.1, is generated and provide statistics of the
data. Next, we use 3NGA-West2 GMMs and published fi-
nite fault models where available to predict groundmo-
tions for all station-event pairs and compare the predic-
tions against our peak ground velocity observations. We
also look at the statistics for specific earthquakes and
conditions, and test for normality in the residuals us-
ing a Lilliefors test. Finally, we generate a GMM with
magnitude and distance scaling terms and solve for the
coefficients using two different distance measures.

2 Data and Processing Methods
The variometric approach for geophysical applications
was first presented by Colosimo et al. (2011) for geo-

physical applications. In this method, a single time dif-
ference is performed on the GNSS phase observables
and on the orbital positions. For a single frequency, L1,
and satellite, s, the simplified variometric observation
equation is at a receiver, r,

(1)∆L1,s,r = ∆ρs,r + c(∆τr − ∆τs) + ∆Ts,r

− ∆I1,s,r + ∆Ms,r + ∆B1,s,r + ∆e1,s,r

where ρs,r is the range between satellite and receiver, c

is the speed of light, τr and τs are the receiver and satel-
lite clock biases respectively, Ts,r is the tropospheric
component between satellite and receiver, I1,s,r is the
ionospheric delay on theL1 frequency between satellite
and receiver,M1,s,r is theL1 multipath component for a
given satellite and receiver, B1,s,r is the ambiguity term
on the L1 frequency for a given satellite and receiver,
and e1,s,r are any uncharacterized noise sources at the
L1 frequency. The ∆ indicates that we are taking a dif-
ference between the observations at the current time, t,
and the observations at the prior time step, t−1. Within
Equation 1, many of the terms drop out as they typically
do not appreciably change over small time periods, no-
tably themultipath, the satellite clock errors, the tropo-
sphere, the ionosphere, and the fractional cycle and in-
teger ambiguities, assuming no cycle slips are present.
Receiver clock drifts do need to be solved since the drift
rate can exceed the nanosecond per second level, which
would equate to tens of centimeters per second.
To solve for receiver velocities, we use the SNIVEL

(Satellite Navigation derived Instantaneous Velocities;
Crowell (2021)) software package, which currently only
uses theGlobal Positioning System (GPS). SNIVEL forms
the narrow-lane (NL) combination of L1 and L2, which
is defined as

(2)NL =
fL1

(fL1 + fL2)
L1 +

fL2

(fL1 + fL2)
L2

= 0.56 ∗ L1 + 0.44 ∗ L2

where fL1 and fL2 are the frequencies of the L1 and L2

bands, 1575.42MHz and 1227.60MHz, respectively. The
narrow-lane combination has an effective wavelength
of 10.7 cm,which is less than thewavelengths ofL1 (19.0
cm) or L2 (24.4 cm) alone, which slightly reduces the
noise on the derived velocities. For determining the or-
bital velocities, we use the GPS broadcast orbits, which
are well modeled and readily available in real-time. To
solve for receiver velocity, the basic observation equa-
tion in Equation 1 is Taylor expanded about the range,
ρ, which allows for the generation of a design matrix
based upon the direction cosines between satellite and
receiver. We then set up the following linear observa-
tion model at a given receiver for n satellites:

(3)







∆NLs1 − ∆ρs1 + c∆τs1 − ∆Ts1 + ∆Is1

...
∆NLsn − ∆ρsn + c∆τsn − ∆Tsn + ∆Isn
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where xs,r, ys,r, and zs,r are the Cartesian coordinates
of the satellite and receiver, and v is the velocity of
the receiver. We make two simple phase corrections
to account for subtle atmospheric signal path varia-
tions using the readily available in real-time hydrostatic
tropospheric correction of Niell (Niell, 1996) and the
Klobuchar ionospheric correction (Klobuchar, 1987).
The velocities and clock drift rate can be solved through
ordinary least squares. We additionally weight the least
squares problem through a diagonalmatrix of elevation
angle between satellite and receiver since lower eleva-
tion observations will have more noise.

2.1 SNIVEL Dataset

The data that we used was recorded by six networks
(number of earthquakes followed by observations in
parentheses), the Plate Boundary Observatory (27; 178),
COCOnet (10; 46), TLALOCnet (5; 27), Geonet New
Zealand (9; 158), the TU-CWU (Tribhuvan University -
Central Washington University) network in Nepal (4;
29), and the Italian RING network (6; 71). A map view
of the distribution of events is shown in Figure 1. The
first three networks were historically separate, how-
ever, they now comprise the federated Network of the
Americas (NOTA) and their data is archived at UNAVCO
(Murray et al., 2019). Since 2007, the standard prac-
tice at UNAVCO has been to download any available 5
Hz GNSS data within a given radius after a significant
event within North and Central America. The earliest
NOTA-recorded earthquake we include in this study is
the 2009 Mw 7.3 Honduras earthquake. Geonet, oper-
ated by the Institute of Geological and Nuclear Sciences
(GNS), has downloaded 10 Hz raw GNSS data after sig-
nificant events since 2013. The 2016 Mw 7.8 Kaikoura
earthquake is the best recorded event in our dataset,
with 122 observations and PGV values greater than 40
cm/s at 8 sites and greater than 95 cm/s at 2 sites. The
TU-CWU network was able to record at 5 Hz the 2015
Mw 7.8 Gorhka earthquake in Nepal, the Mw 7.3 after-
shock two weeks later and two additional aftershocks.
Three of the sites during the Gorhka earthquake ex-
ceeded 50 cm/s. The RING network operated by Istituto
Nazionale di Geofisica e Vulcanologia (INGV) consoli-
dated data from several smaller networks within Italy
(ISPRA, DPC, Regione Lazio, Regione Abruzzo, Leica
ITALPOS, and Topcon NETGEO) and recorded most sta-
tions at 10 Hz and several at 20 Hz for events during
the Amatrice-Norcia sequence in 2016 and the Emilia-
Romagna sequence in 2012. A 20 Hz recording at sta-
tion ARQTduring the October 30, 2016Mw 6.6 Amatrice
earthquake exceeded 100 cm/s and 5 additional stations
exceeded 30 cm/s. In total, we have 509 observations
from 61 earthquakes ranging in magnitude from 4.9 to
8.2. Figure 2 shows the distribution of these observa-
tions as a function of rupture distance and an overview
of all the events with the PGV values at every station is
provided (see Data Availability).
We low pass filter all of the waveforms to one-quarter

of the sampling rate, 1.25 Hz for the 5 Hz observations,
2.5 Hz for the 10 Hz observations, and 5 Hz for the 20
Hz observations using a 4-pole zero-phase Butterworth

filter. All waveforms are visually inspected to ensure
the peak velocity is related to shaking rather than noise.
We do find that for the lower magnitude events (M <
6), the low pass filtering of the waveforms does reduce
the peak velocity values, which is predicted when look-
ing at the corner frequency dependence on magnitude
(e.g., Joyner, 1984). When using an average stress drop
of 30 bars and a shear wave velocity of 3 km/s, the cor-
ner frequency of a M5 earthquake would be roughly 0.6
Hz. This value drops precipitously, and by M8, the cor-
ner frequency is roughly 0.02 Hz. For consistency, we
retain the low pass filtering as we find it beneficial to
reduce the high frequency noise within the GNSS ve-
locities as they are plagued by higher order wet tropo-
spheric, ionospheric, and multipath noise. The peak
value of each component is taken separately and the sta-
tion PGV value is the maximum of the three individual
components (north, east, or vertical); note that this is
the same approach taken by the GMMs. For smaller lev-
els of shaking, the vertical component was unable to
record any ground motion and these observations are
excluded from our dataset (the vertical component is
on average 3-5 times noisier than the horizontal com-
ponents). Figure 2 shows the PGV values versus mean
rupture distance for the entire dataset.

2.2 Seismogeodetic Dataset
In addition to the SNIVEL dataset, we include ob-
servations from two earthquakes that were processed
through a multi-rate Kalman filter, the 2011 M9.1
Tohoku-oki and 2003 M8.2 Tokachi-oki earthquakes in
Japan on the Geonet network operated by GSI (Crowell
et al., 2009; Bock et al., 2011; Melgar et al., 2013b). For
both of these earthquakes, 1-Hz GNSS displacements
were computed and then Kalman filtered with collo-
cated strong-motion accelerometer data from either K-
NET or Kik-net. Since this dataset includes a combi-
nation of both seismic and geodetic data, it is termed
‘seismogeodetic’ herein. The Kalman filter effectively
integrates the accelerometer under the displacement
constraint of the GNSS and produces both velocity and
displacement waveforms at the sampling rate of the
accelerometer. Melgar et al. (2013a) showed that this
method was better able to reconcile ground motions
in the low frequency end than simply integrating ac-
celerometer data. In total, 174 observations for the two
Japanese events at 100 Hz are included. Similarly to the
SNIVEL dataset, we low-pass filter the velocity observa-
tions to 25 Hz.

2.3 Ground Motion Models Used
We use three of the NGA-West2 (Next Generation At-
tenuation for Western United States, 2.0) ground mo-
tion models (GMM) to compare our observed PGV val-
ues: Chiou and Youngs (2014), Boore et al. (2014), and
Campbell and Bozorgnia (2014), herein referred to as
CY14, BSSA14, and CB14 respectively. The NGA-West2
database consists of events between magnitudes of 3
and 7.9, and most of its observations are between 0 and
400 km (Bozorgnia et al., 2014). The distance distribu-
tion between our dataset andNGA-West2 is comparable,
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Figure 1 Map view of all earthquakes in this study. The solid black circles are the epicentral locations of the earthquakes
and the red circles are sized by magnitude.

although we are more skewed towards the larger mag-
nitude end since velocities cannot be recorded on GNSS
instruments well belowM5.5 (Figure 2). We include ob-
servations out to rupture distances of ~800 km.
For events that we do not have slip models for, we

treat them as point sources, otherwise we use the com-
plete distance descriptions within the GMMs. The slip
modelsweuse are theNational Earthquake Information
Center (NEIC) official finite fault models (e.g., Hayes,
2017) which we extract directly from the geoJSON
files provided on the USGS event overview pages (e.g.,
https://earthquake.usgs.gov/earthquakes/eventpage/
ci38457511/finite-fault). Between the different GMMs,
there are 5 different distance measurements: Joyner-
Boore distance (Rjb), rupture distance (Rrup), distance
to the surface projection of the updip edge (Rx), depth
to the updip edge of the rupture (Ztor), and hypocentral
depth. When treating the earthquake as a point source,
Rrup is the hypocentral distance, Rjb and Rx are the
epicentral distance, and Ztor is the hypocentral depth.
We also use the mean rupture distance (Rp) proposed
by Thompson and Baltay (2018), which replaces the
traditional rupture distance, Rrup, with a slip scaled
distance to account for the heterogeneity in slip dis-
tributions. For Rp, we use a value of p = −2.0 for the
power law weighting, which is the optimal value for
PGV (Thompson and Baltay, 2018). While we make
this correction, we do note that none of the GMMs
were validated using mean rupture distance and we
are simply using it as an additional comparison. We

use the USGS global VS30 database to approximate the
shear wave velocity in the upper 30meters (Heath et al.,
2020). Also, for basin terms (Z1.0 and Z2.5), we use
the equations within the GMMs that relate VS30 to the
basin terms. We disregard any hanging wall, directivity,
and dip dependent terms within all of the GMMs for
simplicity.

3 Results
The log residual between the GMM prediction and the
observed PGV values, ln(PGVGMM ) − ln(PGVGNSS),
are shown as a function of mean rupture distance, Rp,
for the three GMMs in Figure 3. Table 1 shows the me-
dian and standard deviations for a number of scenar-
ios using both Rp and Rrup (note that BSSA14 has the
same performance for Rrup and Rp since it only uses
Rjb). For comparison, the self-reported total residual
standard deviation for the three NGA-West2 GMMs are
0.65, 0.54, and 0.58 for BSSA14, CY14, and CB14 respec-
tively. For all three GMMs, the histograms of the log
residuals are tightly distributed about zero. There are
however differences between the three GMMs, mainly
in the performance for the Kaikoura earthquake (grey
shaded histograms on Figure 3). All three GMMs un-
derestimate the observed PGV values for the Kaikoura
earthquake, with BSSA14 performing the worst with
a median residual of -1.29, and CY14 (median resid-
ual -0.45) performing slightly better than CB14 (median
residual -0.73) when using Rrup. Part of the underesti-
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Figure 2 Distribution of GNSS velocity data used in this study. The upper left panel shows the PGV values versus the mean
rupture distance, in log-log space. Themean rupture distance is defined in Thompson and Baltay (2018), and we use p = −2
here. The different symbols signify the sampling rate of the data. The histogram on the right shows the frequency of PGV
observations. The histogram on the bottom shows the frequency of the mean rupture distance.

mate for the Kaikoura earthquake is due to the strong
northward directivity and the complexity of the rupture
onto more than a dozen crustal faults (Hamling et al.,
2017). The log residual using Rrup for Kaikoura is better
than Rp primarily due to the shorter rupture distances
making up for the impacts of directivity and shallow
slip. When the Kaikoura earthquake is removed from
the dataset, the log residual standard deviation dropped
considerably, down to 0.61-0.67 when using Rp. For
BSSA14, the performance appreciably changeswhen re-
moving Kaikoura, with it performing better that any of
theotherGMMsusingRrup, which is unsurprising given
the wide distribution of residuals shown in Figure 3b.
No other event in the dataset has such a strong negative

residual between the recorded ground motions and the
GMMs. Surprisingly, all three GMMsmodel theTohoku-
oki earthquakewell, withmost stations showing a resid-
ual less than 1 log unit even though none of the GMMs
used ground motion data for events greater than Mw
8. We postulate that the rather compact nature of the
Tohoku-oki rupture coupled with the further distances
to stations allows for the GMMs to predict PGVwell.

For all three of the GMMs, there is a slight under-
estimation of ground motions at further distances (>
400 km). This is unsurprising as this distance is out-
side the specified distance range for the GMMs. When
we exclude stations further than 400 km, there is an
improvement for BSSA14 and CB14, but no change for
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Figure 3 The log-residual between PGV from the GMMs and GNSS. Panels a, c, e, and g show the residuals as a function of
mean rupture distance for GMMs BSSA14, CY14, CB14, and CDDG22 (this study) respectively. Panels b, d, f, and h show the
histograms of the residuals for the GMMs to their left for all observations. On the histograms, the smaller grey bars in the
foreground show the distribution for the 2016 Mw 7.8 Kaikoura earthquake.

CY14, indicating the CY14 is more sensitive to further
rupture distances than the self-reported model limit of
Rrup < 300 km. We also computed statistics for two
additional event subsets: subduction zone events and
non -subduction events (minus Kaikoura). None of the
threeGMMswerenot directly developed for the subduc-

tion environment, so it is important to understand any
systematic biases that may arise due to the tectonic en-
vironment. When discounting Kaikoura, there are 268
observations of subduction earthquakes and 293 obser-
vations from primarily strike-slip faults. When using
Rp, themedian residuals for the non-subduction events
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were all negative, indicating the GMMs are underes-
timating ground motions. For the subduction events,
the standard deviations were all lower than the non-
subduction events, and the median residuals were bet-
ter for BSSA14 and CB14. This result is somewhat para-
doxical in that the GMMs we are comparing against in
this study were developed primarily for upper-crustal
faults, so a better fit for those events would be expected,
however, the shallower events will have far more vari-
ability with regards to source terms, distance measure-
ments, and directivity such that a greater variability in
the ground motion residuals would be observed. For
subduction events, the source distances are generally
greater so much of the GMM complexity can be aver-
aged out. Wewould expect even better fits by using sub-
duction zone specific GMMs (e.g., Parker et al. (2022)).

3.1 Normality Testing
While the distribution of results and statistics shown in
Figure 3 and Table 1 are indicative of reasonable model
and observation agreement, we test the null hypothesis
that the log residuals of theGMMsare drawn fromanor-
mal distribution. In order to do this, we perform a Lil-
liefors test, which is similar to a Kolmogorov-Smirnov
test except the data is allowed to be from any general-
ized normal distribution and the test statistic is more
stringent (Lilliefors, 1967). The null hypothesis for the
test is the log residuals are drawn from a normal distri-
bution. For this test we choose a significance level of
0.05, which the p-value needs to be larger than, and the
test statistic needs to be smaller than the critical value
for the number of data points in the test. While there
is no requirement that our data residuals be normally
distributed, it does lead to higher confidence that any
variations between our data and the GMMs are due to
random Gaussian noise and not due to biases in the ob-
servations orGMMs. For 683 observationpoints, theLil-
liefors test statistic critical value is 0.035. Of the GMMs
tested, only CY14 passes the Lilliefors test and cannot
reject the null hypothesis, with a p-value of 0.14 and a
test statistic of 0.032. This is further illustrated when
looking at the Quantile-Quantile (Q-Q) plots in Figure
4, where the theoretical quantiles, those drawn from a
normal distribution, are plotted against the data/sam-
ple quantiles. While near the centers of the theoretical
quantiles, both CB14 and BSSA14 perform well, at the
edges there are considerable outliers. The Q-Q plot for
CY14 is good out to 2.5 quantiles. From these results,
we can confidently say that the GNSS velocities can be
represented well by CY14 at a random normal level.

3.2 Noise Characteristics of GNSS Velocities
To characterize the relative noise levels on the GNSS
velocities, we processed 30 minutes of data at station
ARQT in the Italian RING network at 1, 5, 10, and 20 Hz
on day 300 of 2016, between the M5.5 and M6.1 Norcia
earthquakes. Table 2 shows the standard deviations for
the three components ofmotion at the 4 sampling rates.
Along all three components of motion, the standard de-
viation increases with higher sample rates, which has

been shown in other studies (e.g., Shu et al., 2018), and
the vertical component is roughly twice as large as the
horizontal components; also, there is a strong autocor-
relation of noise between the components and a re-
gional correlation of noise due to the similar constella-
tion geometries. The reason behind this is the errors in
the orbits, multipath, and clocks are fairly constant at
high frequency, butwe are taking incrementally smaller
and smaller time steps, which to first order, leads to
an increase in noise. When looking at the power spec-
tral content at these sample rates (Figure 5), we see that
the noise behavior is more complex. We see between
periods of 0.3 and 2 s that the power is progressively
smaller for higher sample rates, however, there is an in-
crease in power for smaller periods until the noise be-
comes roughlywhite below 0.25 s. Since for higher sam-
pling rates, the data is in the higher frequency, higher
noise part of the spectrum, the standard deviations are
higher, but thehigher sampling rates reduce thenoise at
given periods due to reducing the higher order noise in
the GNSS observation model. This would indicate that
it is beneficial to sample GNSS velocities at the high-
est possible sample rate, but then re-sample the data
to 5-10 Hz, or wherever temporal aliasing will be min-
imized based upon the frequency content of the earth-
quake (e.g., Joyner, 1984). Indeed, Table 2 shows that
whenwe re-sample the 20Hzphase observations to 5Hz
and process through SNIVEL, we obtain a standard de-
viation of roughly half that obtained by processing the
data directly at 5 Hz.

4 Ground Motion Model Development
We developed a preliminary GMM (herein referred to
as CDDG22) using the same formalism as in Thomp-
son and Baltay (2018) and Goldberg et al. (2021) where
we only consider magnitude scaling (FM ) and distance-
scaling (FR) terms such that

(4)ln(PGV ) = co + FM + FR

The distance-scaling term is separated into an
anelastic attenuation term (cR2) and a geometrical
spreading/magnitude-dependent attenuation term
(cR0 + cR1M )

(5)FR = (cR0 + cR1M)ln(R) + cR2R

The magnitude-scaling term roughly follows the form
of Chiou andYoungs (2014), however we use the expres-
sion directly from Goldberg et al. (2021) that is simpli-
fied to ignore small magnitude terms

(6)FM = cM1M + cM2ln(1 + exp(−M))

The coefficients in Equations 4-6 are solved through a
least-squares regression and can be found in Table 3.
We test two different distance measures for R: Rp and
Rrup. Figure 3 shows the log-residual plots of our GMM
using Rp and the observed GNSS PGV values. The stan-
dard deviation is 0.58 and 0.59 using Rp and Rrup re-
spectively, and the residuals are much more tightly dis-
tributed about zero. We also do not see any appreciably
anomalous earthquakes like Kaikoura when using the
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GMM Event Subset Median Residual, Rp σ, Rp Median Residual, Rrup σ, Rrup

BSSA14 All -0.212 0.792 -0.212 0.792
CB14 All -0.330 0.721 -0.029 0.794
CY14 All -0.050 0.735 0.153 0.738
BSSA14 dist <= 400 km -0.189 0.737 -0.189 0.737
CB14 dist <= 400 km -0.342 0.696 -0.048 0.741
CY14 dist <= 400 km -0.057 0.736 0.114 0.711
BSSA14 exclude Kaikoura -0.110 0.674 -0.110 0.674
CB14 exclude Kaikoura -0.147 0.605 0.168 0.755
CY14 exclude Kaikoura 0.109 0.653 0.345 0.710
BSSA subduction 0.023 0.582 0.023 0.582
CB14 subduction -0.045 0.514 0.632 0.637
CY14 subduction 0.218 0.588 0.693 0.611
BSSA no sub, no Kaikoura -0.303 0.697 -0.303 0.697
CB14 no sub, no Kaikoura -0.302 0.657 -0.229 0.674
CY14 no sub, no Kaikoura -0.007 0.692 0.049 0.699
CDDG22 (this study) All 0.035 0.581 0.039 0.593
CDDG22 (this study) dist <= 400 km 0.044 0.594 0.037 0.590
CDDG22 (this study) exclude Kaikoura 0.148 0.562 0.126 0.589
CDDG22 (this study) subduction 0.217 0.487 0.158 0.487
CDDG22 (this study) no sub, no Kaikoura 0.080 0.619 0.053 0.668

Table 1 Themedian and standard deviation of the log residual between the GMM predictions and the GNSS velocities. Log
residual is defined as ln(PGVGMM ) − ln(PGVGNSS), with PGV in units of cm/s. Event Subset describes the filtering of
events in the statistical analysis.

Sample Rate σN σE σZ

1 Hz 0.17 0.12 0.31
5 Hz 0.70 0.47 1.22
10 Hz 1.49 0.98 2.56
20 Hz 2.73 1.83 4.69
20 Hz, 5 Hz resample 0.34 0.20 0.57

Table 2 Standard deviation for GNSS velocities at station
ARQT processed at 4 different sampling rates. The time pe-
riod covered is between 17:30 and 18:00UTConOctober 26,
2016. σ has units of cm/s.

NGA-West2 GMMs (e.g., Figure 3). In CDDG22, we have
not considered any site terms, such as Vs30. In Figure
6, we plotted the residual error for CDDG22 against Vs30
and see that there is a small trend that is linearly mod-
eled as

(7)ln(PGVGMM ) − ln(PGVGNSS) = cs1 ∗ V s30 − cs2

When we apply this site correction to our residuals, we
reduce the standard deviations to 0.57 and 0.58 for Rp

and Rrup respectively. While this is not an appreciable
reduction (∼2%), it does indicate that further investi-
gation into site-specific corrections is warranted as we
expand out our dataset in the future. Statistically, the
residuals between our GMM and the data pass the Lil-
liefors test (p-value = 0.067, test statistic 0.034) and the
Q-Q plot (Figure 4) shows excellent agreement out to 2.5
quantiles.

5 Discussion
The standard mode of GNSS displacement positioning
today is to either process the raw observations at a cen-
tral processing center that can accumulate corrections

Coefficient Distance Rp Distance Rrup

c0 -13.485 0.588
cR0 3.081 -0.939
cR1 -0.782 -0.097
cR2 0.0016 0.00025
cM1 2.835 0.658
cM2 206.078 -208.937
cS1 0.000544 0.00064
cS2 -0.258 -0.303

Table 3 The coefficients for the CDDG22 GMMusing either
Rp or Rrup. The coefficients are defined in Equations 4-7.

for satellite orbits, clocks, fractional cycle biases, and
tropospheric corrections or to perform the computa-
tions onsite while transmitting the corrections to the
station. Within PPP computations, it is imperative to
properly compute the integer cycle ambiguities before
precise displacements can be obtained, which requires
segregating the fractional cycle biases and integer am-
biguities (e.g., Geng et al., 2012). This is generally an it-
erative process and requiresmanyminutes for the solu-
tion to converge to its stable and precise estimate. Even
after properly correcting for all sources of error, real-
time displacement observations generally have a noise
level of 1-2 cm in the horizontal components and 5 cm
in the vertical (Melgar et al., 2020) over short time peri-
ods and long period drifts due to constellation geome-
try andmultipath are evident at periods greater than 30
seconds. The GNSS velocity approach does not require
any external corrections and can be easily deployed on-
board GNSS receivers since it uses the broadcast orbital
information from the satellites. The accuracy of our
GNSS velocity estimates in the horizontal is roughly 0.6,
1.2, and 2.3 cm/s at 5, 10 and 20 Hz respectively, and
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Figure 4 Quantile-quantile plots of the log residual between the GMMdetermined PGV and the GNSS derived PGV usingRp.
The quantiles assume a normal distribution with the data corrected and normalized to a mean of 0 and standard deviation
of 1. The red dashed lines indicate a 1-to-1 correspondence for perfectly normal data.

these values could be further improved by using Inter-
national GNSS ServiceUltra-Rapid orbits and clocks and
temporal re-sampling from higher rates (e.g., Shu et al.,
2020).

Given the accuracy of the GNSS velocity estimates
with respect to the GMMs, their use in ShakeMap gen-
eration should be considered. ShakeMaps are a pow-
erful post-earthquake evaluation tool that provides in-
formation on ground motion (peak ground accelera-
tion, velocity, spectral accelerations) and shaking inten-
sity (in the form of Modified Mercalli Intensity, MMI).
Thesemaps are generated fromacombinationofGMMs
relating an earthquake source to ground motions, in-
strumental recordings of ground motions, and com-

munity intensity reports (i.e., Did You Feel It). The
work presented here has demonstrated that GNSS ve-
locities can be added to the instrumental recordings
within ShakeMaps. This is important because the sta-
tion distribution of seismic and GNSS networks are
vastly different due to themotivating factors behind the
installations. Indeed, Grapenthin et al. (2018) demon-
strated for the 2017 Mw 7.1 Iniskin earthquake the en-
hanced value of GNSS derived velocities in a regionwith
sparse seismic network coverage. Seismic networks
were primarily installed either near well known seis-
mic sources or near major population centers. GNSS
networks were installed primarily to aid the surveying
community and are thus more evenly distributed geo-
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Figure 5 Power spectral density in the east direction for 30 minutes of noise recorded at station ARQT and processed at 4
sampling rates, 1, 5, 10, and 20 Hz. The time period covered is between 17:30 and 18:00 UTC on October 26, 2016.

Figure 6 The log residual for CDDG22 versus Vs30, the shear wave velocity in the upper 30 meters. The red dashed line
corresponds to Equation 7, with coefficients in Table 3.

graphically. GNSS networks have also been targeted at
high strain accumulation regions. This is now some-
what changing with collocating of instruments and ex-
pansion of seismic networks, but the different station
distributions allow for us to provide observations of
PGV in new locations, further constraining the inter-
polation schemes used in ShakeMap. To show the ef-
ficacy of GNSS velocities within ShakeMaps, we com-
puted several sets of ShakeMaps for the 2016 Mw 6.6
Norcia, which are shown in Figure 7. For this demon-
stration, we replaced the input instrumental data with
the PGV values recorded at the GNSS stations (Figure

7a). We see in the near-field, there are considerably
more GNSS stations than seismic stations (Figure 7b),
which leads to considerably higher intensities. We also
computed the ShakeMap using both the seismic obser-
vations and the GNSS velocities, which is shown in Fig-
ure 7c. This model is closer to the original ShakeMap,
however, in the near-field, there is upwards of 0.8 MMI
difference between the two models (Figure 7d). While
there are many issues still to explore with the optimal
ways to incorporate this data into ShakeMaps regarding
the appropriate weighting schemes, this demonstration
shows a promising potential improvement in near-real-

10
SEISMICA | volume 2.1 | 2023



SEISMICA | RESEARCH ARTICLE | Ground Motion Validation of Peak Ground Velocities from GNSS

time intensity characterization.
Whilewe have not explicitly shown the utility of GNSS

derived velocities to earthquake early warning, there
are several ways in which we envision these observa-
tions improving geodetic early warning. Many stud-
ies have shown the value of GNSS displacements to
rapidmagnitude and slip determination for large earth-
quakes, but the aforementioned issues with real-time
positioning require clever logicwithin operational early
warning systems. For example, the G-FAST system that
is operating on ShakeAlert development servers, re-
quires a gross outlier filter, a magnitude and time de-
pendent uncertainty scheme, a time dependent min-
imum displacement filter (on 4 stations), and a min-
imum seismic magnitude filter (Murray et al., 2021).
These logic filters built onto the back-end of G-FAST
have the effect of throttling messages from the system
from all events except those that we have the highest
confidence in. Incorporating GNSS velocity streams
into G-FAST could remove or reduce the levels of these
filters by lending more confidence to the displacement
streams. For example, ambiguity resolution issues on
the displacement streams do not appear on the veloc-
ity streams, so we can use this stream to flag parts of
the time series that there is no expected shaking. More-
over, the ground velocity observations can be used to
appropriatelywindowdisplacement time series or to se-
lect only those stations that should have a significant
displacement signal and exclude those that are effec-
tively noise, thus improving the precision and accuracy
of the geodetic source models within G-FAST. For ex-
ample, Dittmann et al. (2022b) trained a random for-
est classifier to select only parts of the GNSS velocity
time series that had earthquake related ground shak-
ing and showed a true positive rate of roughly 90% for
earthquakes greater thanM5 and out to hypocentral dis-
tances greater than 1000 km for larger events. Finally,
GNSS derived velocities can be used directly in early
warning systems either in existing seismic algorithms
that rely on velocity observations or throughmagnitude
scaling. Fang et al. (2020) showed a simple PGV scal-
ing relationship, with a similar form to peak ground dis-
placement scaling used in early warning (Crowell et al.,
2013), to determine earthquake magnitude with uncer-
tainty of 0.26 magnitude units.

6 Conclusions
We have demonstrated that GNSS derived velocities,
recorded at 5 Hz or greater, are capable of characteriz-
ing strong ground motions for moderate to large earth-
quakes without going off scale. These observations
agree well with the three NGA-West2 GMMs that we
compared against, with the best agreement with Chiou
and Youngs (2014) using Rrup and with Campbell and
Bozorgnia (2014) using Rp. Deriving our own simple
GMMdirectly from our PGVvalues and published USGS
finite fault models yields roughly a 20% reduction in
the log residual down to 0.58-0.59; this value is in line
with the total residual reported by the three NGA-West2
GMMs using the seismic database, between 0.54 and
0.65 log units. Most importantly, our dataset includes

PGV records frommany large earthquakes, with almost
half the observations (333) coming from M > 7.5 earth-
quakes, and this study provides true unfiltered records
of strong ground motion in a non-inertial reference
frame.
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Figure 7 ShakeMaps for theMw6.6 Norcia earthquake on December 30, 2016. (a) A ShakeMap runwith the default parame-
ters andusingonly theGNSSvelocities for instrumental data. The squares show the locations of theGNSS stations, coloredby
their Modified Mercalli Intensity (MMI). The circles are the Did You Feel It? (DYFI) reports. (b) The published USGS ShakeMap
which uses only seismic data for instrumental data. The triangles show the locations of the seismic stations, colored by their
MMI. (c) A ShakeMap run combining the GNSS and seismic instrumental data. Squares and triangles indicate the locations
of GNSS and seismic stations respectively. (d) The MMI residual between panels (c) and (b). All models use the same DYFI,
earthquake source, and GMM information.
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Abstract This article introduces PyRaysum, a Python software for modeling ray-theoretical body-wave
propagation in dipping and/or anisotropic layered media based on the popular Fortran code Raysum. We
improve and expand upon Raysum in several ways: 1) we significantly reduce the overhead by avoiding in-
put/output operations; 2) we implement automatic phase labeling to facilitate the interpretation of complex
seismograms; 3) we provide the means to correct inaccuracies in the calculated amplitude of free surface re-
verberations. We take advantage of themodern, object-oriented Python environment to offer various classes
andmethods to perform receiver function calculation, filtering andplotting. PyRaysum is fully backward com-
patible with legacy Raysum files and integrates well withNumPy andObsPy, two standard libraries for numer-
ical computing and seismology. PyRaysum is built in Python version 3 and requires a Fortran compiler, but
otherwise runs on all platforms. The software offers a high-level, ease-of-use user interface and is equipped
with complete documentation and testing as well as tutorials to reproduce published examples from the lit-
erature. Time-optimized post-processing functions allow for the straightforward and efficient incorporation
of PyRaysum synthetic data into optimization or probabilistic parametric search approaches.

Non-technical summary We introduce PyRaysum, an overhaul of the popular Fortran computer
program Raysum for modeling receiver functions, wrapped in the Python programming language. PyRaysum
computes synthetic seismograms for subsurfacemodels that consist of a few layerswith constant elastic prop-
erties. The layer properties may be anisotropic and the layers may be dipping. Compared to the original
code, PyRaysum is faster, more intuitive to use, and can easily be combined with other programs written in
the Python programming language. These enhancements facilitate its usage in the estimation of subsurface
properties from seismograms.

1 Motivation
Modeling teleseismic body-wave propagation in com-
plex media is an important component of passive seis-
mological approaches that aim to decipher upper man-
tle and crustal seismic velocity structure on the receiver
side (e.g., receiver functions and teleseismic shear-
wave splitting analyses). Modeling wave propagation in
highly heterogeneous and anisotropic 3D media can be
performed using full-waveform approaches (e.g. spec-
tral element or finite-difference methods). Most of-
ten, however, a simpler parameterization of the sub-
surface velocity structure is desirable, because Earth
structure is dominantly 1D or 2D at the scale of the up-
per mantle and lithosphere, and faster modeling meth-
ods allow searching for a wider range of model pa-
rameters that fit the data. Among those approaches,
matrix-propagation techniques (Kennett, 2009; Thom-
son, 1997) provide accurate wave field reconstructions
from horizontally layered media, including anisotropy.
However, heterogeneous seismic velocity structure, in

∗Corresponding author: wbloch@eoas.ubc.ca

the form of layer dip (Figure 1), is not easily incor-
porated in such approaches. The most popular alter-
native for modeling layer dip (with or without layer
anisotropy) is based on a ray-theoretical approxima-
tion that can model low-order scattering, but neglects
higher order wave effects (Cassidy and Ellis, 1993; Fred-
eriksen and Bostock, 2000). This approach is imple-
mented in the software Raysum (Frederiksen and Bo-
stock, 2000), which has been used in numerous receiver
function studies to characterize seismic discontinuities
such as the continental Moho (e.g., Lombardi et al.,
2008), the lithosphere-asthenosphere boundary (e.g.,
Kumar et al., 2007), or the mid-lithosphere discontinu-
ity (e.g., Selway et al., 2015), and has helped unravel the
seismic velocity structurewithin subduction zones (e.g.,
Audet and Bürgmann, 2014; Nicholson et al., 2005), oro-
genic belts (e.g., Schulte-Pelkum et al., 2005; Sodoudi
et al., 2009), and collisional settings (Schneider et al.,
2013).

The original Raysum software is written in native For-
tran for fast and efficient computations. The input and
output to Raysum consist of formatted text files, and
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Model layer 0 (thickn, rho, vp, vs)

Model layer 1 (thickn, rho, vp, vs, ani, trend, plunge)

Model layer 2 (thickn, rho, vp, vs, strike, dip)

Plane wave (baz, slow)

Station (dn, de) Seismogram

Figure 1 PyRaysum computes three-component syn-
thetic seismograms for a plane wave that travels through a
stack of dipping, anisotropic layers. This example shows a
2-layer over a half-space model, where the top and bottom
layers are isotropic, and the middle layer is elastically
anisotropic (represented by the anisotropic ellipsoid (ani )
and orientation (plunge and trend ) of the symmetry
axis). The top interface of the half-space is inclined, as
parameterized by the strike and dip angles. The ray
geometry is defined by the back-azimuth and horizontal
slowness of the incident plane wave ray vector and the
location of the station relative to the origin.

users have to write their own scripts for reading, writ-
ing, processing and visualizing the synthetic data. This
makes it challenging and cumbersome for beginners to
quickly produce synthetic data, explore the parameter
space efficiently, and combine synthetic with observed
data in optimization problems. Furthermore, reading
and writing files to disk represent a substantial per-
formance bottleneck for repeated and automated pro-
gram execution. PyRaysum was developed to remedy
these shortcomings, by wrapping Raysum in a modern
Python environment with classes and modules to facil-
itate its usage for beginners and to streamline the mod-
eling approach in optimization or probabilistic search
approaches. It employs ObsPy (Krischer et al., 2015)
for handling seismic data, NumPy (Harris et al., 2020)
for data processing, and Matplotlib (Hunter, 2007) for
visualization. The installation, testing, full user inter-
face and Jupyter notebook tutorials are described in
the online documentation at https://paudetseis.github.
io/PyRaysum/index.html. Here we give an overview of
the user interface and provide examples that validate
the results against published and synthetic examples.
We provide timing benchmarks for various program ex-
ecution options and suggest new applications that arise
from the improved performance and transparency of
results.

Listing 1 General structure of a PyRaysum setup. The pa-
rameters chosen here reproduce the synthetic data shown
in Figure 2.
from pyraysum import Model, Geometry, Control
from pyraysum import run
from fraysum import run_bare

# Subsurface model
mod1 = Model(

thickn=[32000, 0], # m
rho=[2800, 3600], # kg/m^3
vp=[6400, 8100], # m/s
vs=[3600, 4650], # m/s

)

# Ray geometry
geom1 = Geometry(

baz=97, # degree
slow=0.07, # s/km

)

# Run-control parameters
ctrl1 = Control(

mults=2, rot="ZNE", npts=1000, align=0
)

# Result with ObsPy Streams
res1 = run(mod1, geom1, ctrl1)

# NumPy Array
arr1 = run_bare(

*mod1.parameters,
*geom1.parameters,
*ctrl1.parameters,

)

2 User Interface
Simulating seismic waveforms with PyRaysum is done
by setting up: 1) a subsurface model; 2) the ray and
station geometry; and 3) a suite of run-control param-
eters. With this setup, synthetic seismograms can ei-
ther be generated as ObsPy Streams or NumPy arrays.
In Listing 1, the res1 and arr1 objects both contain
the same synthetic seismograms. They differ in that
res1 is a Result object that contains the synthetics
as feature-richObsPy Streamswith additionalmetadata,
while arr1 holds the bare synthetic samples as a NumPy
Array . PyRaysum offers common methods for receiver
function post-processing for both objects, where the
ObsPy-based routines focus on exploratory data analysis,
while the NumPy-based ones have an emphasis on com-
putational efficiency.

PyRaysum provides two packages: fraysum and
pyraysum . fraysum bundles access to the underly-
ing Fortran routines, which are based on the orig-
inal Raysum code (Frederiksen and Bostock, 2000).
pyraysum provides the Python interface for computing,
post-processing and plotting receiver functions. The
object-oriented interface can be imported directly from
pyraysum . Functions for advanced users are stored in
three modules: prs allows users to create PyRaysum ob-
jects from files, including legacy Raysum files; frs ex-
poses functions for fast, NumPy-based post-processing
of fraysum output; plot provides plotting functional-
ity.
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2.1 fraysum
The fraysum package is generated during compila-
tion of the Raysum code through the NumPy f2py in-
terface generator. This package facilitates access to
the run_full() and run_bare() functions, which
are the low-level calls to the underlying Fortran code.
run_bare() only returns the synthetic 3-component
seismograms, while run_full() additionally returns
arrays of times, amplitudes and identifiers of the con-
verted and reflected seismic phases, at the cost of a
longer run time. This module lacks any convenience
and bookkeeping functionality.

2.2 pyraysum
The pyrasyum package exposes the primary function
run() to compute synthetic seismograms. It defines
the three classes Model , Geometry and Control that
organize the required input parameters and the Result
class that holds the results.

run() Results are created through a call to run() ,
which requires an instance of each of the input param-
eter classes representing a subsurface model (Model),
the ray- and station geometry (Geometry) and run con-
trol parameters (Control) as required positional ar-
guments. The optional keyword arguments rf and
mode provide switches to automatically compute re-
ceiver functions and skip automatic phase labelling.

Model The subsurface seismic velocity structure is pa-
rameterized as a stack of layers (Figure 1), where each
layer is described by its vertical thickness (thickn ,
in m), density (rho , in kg/m3) and isotropic P- and
S-wave velocities (vp and vs , in m/s), indexed from
top to bottom. Optionally, the layer may be inclined
(strike and dip angles in degrees with a right-hand-
rule) and/or anisotropic (ani is percent anisotropy; Fig-
ure 1). Anisotropy is parameterized in a simplified
hexagonal symmetry class as

(1)ani =
V‖ − V⊥

V
· 100%,

where V‖ and V⊥ are the seismic velocities parallel and
perpendicular to the symmetry axis. P- and S-wave
anisotropy are equal and pure elliptical anisotropy is
assumed (Porter et al., 2011; Sherrington et al., 2004;
Levin and Park, 1997). The orientation of the anisotropy
axis is defined by plunge (degrees down from horizon-
tal) and trend (degrees clockwise from north) angles.
Positive anisotropy refers to a fast axis of symmetry,
whereas negative anisotropy denotes a slow axis. We
note that, unlike all other model parameters that apply
to the entire layer properties, specifying layer strike and
dip angles refers to the orientation of the top interface.
To define a uniform-thickness dipping layer, the same
strike and dip angles must be specified at the underly-
ing layer.
Themodel layers canbe accessed andmanipulatedby

their index (see Section 3.2 for examples). Convenience
methods for the manipulation of a Model instance in-
clude: parametrizing vp and vs in terms of VP /VS

(vpvs); changing model attributes interactively using
brief command strings (change()); adding, splitting,
removing and averaging of layers (+ , split_layer() ,
remove_layer() , average_layer()); plotting the
subsurface model as a staircase diagram or profile
sketch (plot()); saving the model to file, including
legacy Raysum model files (save()).

Geometry The ray and station geometry are parame-
terized in terms of the ray back-azimuth angle (baz , in
degrees clockwise from north) and horizontal slowness
(slow , in s/km), and station offset in north and east di-
rection from the model origin (dn and de , in m). Ray
parameters can be specified as either floats to model
single-event waveforms, or iterables to simulate multi-
ple event recordings. Each ray can be accessed andma-
nipulated by index, where the ray indices are associated
with those of the three-component syntheticwaveforms
in the Result object generated froma call to run() (see
below).

Control The Control class controls the computa-
tion of the synthetic waveforms. Various options can
be specified, namely: the number of samples (npts)
and the sampling interval (dt in s) of the seismo-
grams; the polarization of the incoming wave-field
(wvtype); the order to which free surface reverbera-
tions are computed (multiples, mults); whether only
specific phases should be computed (set_phaselist);
the time-alignment (align) and time-shift (shift) of
the seismograms; the rotation of seismogram com-
ponents to left-handed geographical (Z-N-E) or right-
handed ray (R-T-Z or P-V-H) coordinate systems (rot);
and the verbosity of the program execution (verbose).
Default options exist for each of these parameters.

Result The Result class holds the output synthetic
seismograms, which can be accessed by ray index
or as a list of 3-component ObsPy Streams with the
"stream" or "seismogram" keyword. If the seismo-
grams are computed in a ray coordinate system (rot
equal to "RTZ" or "PVH"), synthetic receiver functions
can be computed on the fly using the calculate_rfs()
method. They are then stored as an additional list of
2-component (radial/vertical shear and transverse/hor-
izontal shear)ObsPy Stream objects under the "rf" key-
word and can be accessed as the second element of the
returned tuple when indexing Result . All functionali-
ties of the ObsPy Stream class are readily available. Con-
veniencemethods plot() and filter() allowplotting
and filtering the streams or rfs attributes in a single
command.
The arrival time, amplitude, phase descriptor, ab-

breviated phase name, and conversion name of each
converted or reflected phase arrival are stored within
the stats attribute for each trace within the seis-
mogram streams. The phase_descriptors serve as
unique phase identifiers throughout PyRaysum. They are
strings that consist of paired indices and letters that
fully describe the direction (up or down) and type of
rays converted or reflected at specific interfaces. P in-
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dicates a P-wave, S a (fast) S-wave and T a (slow) S-
wave. Uppercase and lowercase letters indicate up-
going and down-going rays, respectively. In the case
of an isotropic medium, S and T arrive at the same
time and may both carry some energy. Note that S
and T do not imply a polarization, but are chosen as
synonyms for S1 and S2 to avoid ambiguity with the
layer indices. For instance, the phase descriptor of
the P-to-S converted wave at the bottom of the top-
most layer (index 0) in a 2-layer over half space model
(Figure 1) would be 2P1P0S. The conversion_names at-
tribute abbreviates the phase descriptors by omitting
equal wave types in adjacent ray segments, only indi-
cating the layer indices on top of which a conversion
has occurred. The conversion name of the example
phase would be P1S. Lastly, the phase_names attribute
provides the shortest, yet ambiguous phase description,
listing only the converted phase types, here PS. The
unique set of all phases present can be retrieved with
the descriptors() method.

2.2.1 prs
The prs module holds the object-oriented interface
described above and additional functions to interact
with it. Namely, read_geometry() , read_control() ,
and read_model() read saved input objects from
file and allow the direct use of legacy Raysum files.
equivalent_phases() returns the seismic phases that
arrive at the same time as a given phase (see Section 4).

2.2.2 frs
The frs module holds the functions used to interpret
fraysum output. Most importantly, make_array()
allocates an array suitable for the repeated post-
processing of similar waveform simulations. Post-
processing can be done with filtered_array()
and filtered_rf_array() , the NumPy-based,
computationally-efficient functions to compute fil-
tered synthetic seismograms and receiver functions
from the output of fraysum.run_bare() .

2.2.3 plot
The plot module holds the plotting functions used
by the Result.plot() method. The direct func-
tion calls expose more options to customize the plots.
stream_wiggles() and rf_wiggles() create plots of
multiple-event seismograms or receiver functions with
either 3- or 2-component panels, respectively, ordered
by either back-azimuth or slowness. The function
seis_wiggles() creates a line plot of single-event seis-
mograms.

3 Examples
In this section, we present three simple workflows that
showcase usage of PyRaysum: In Section 3.1 we forward-
model three-component waveforms through a simple
layer-over-half–space model and compare them with
observed data at station G.HYB in Hyderabad, India; in

0 5 10 15 20
Time (s)

Z  

N  

E  

P PS PpP PpS PsS

G.HYB
PyRaysum

Figure 2 Modeling of the direct Moho conversion and
multiples of a teleseismic seismogram recorded at station
G.HYB. The code that generates the impulse response func-
tion is given in Listing 1. The P-to-S Moho conversion PS,
as well as its free surface reverberations PpP, PpS, and PsS
modeled on the basis of the subsurface model of Saul et al.
(2000) are discernible in the seismogram. Model and Data
traceswerebandpass filteredbetween1and20 sandscaled
to the P amplitude on the east-component.

Section 3.2 we demonstrate how to interactively manip-
ulatemodels and quickly examine the resulting receiver
function signature; and in Section 3.3 we reproduce
previously published synthetic receiver functions rep-
resentative for coastal California, USA, where a strongly
anisotropic layer underlies a crustal block.

3.1 Conversions and multiples in a Seismo-
gram

Station G.HYB is located on a seismically transparent
cratonic crust. It yields very clear receiver function data
(Saul et al., 2000) that show the direct P-to-S Moho con-
version (PS) and first-order free-surface reverberations
(PpS and PsS) arriving ∼4 s, ∼12 s and ∼16 s after the di-
rect P-wave, respectively. These data are consistentwith
a 33 km-thick crustwith an average S-wave velocity VS of
3.7 km/s and a P-to-S wave velocity ratio VP /VS of 1.74
(Saul et al., 2000).
Here we use seismic data recorded at station G.HYB

for a magnitudeM 6.3 earthquake that occurred on Jan-
uary 1, 2002 in the Philippines, as a test case for wave-
form modeling. This wave front arrives due east at the
station, and its direct P-waveform exhibits a relatively
simple, Ricker-II-like shape due to the large earthquake
focal depth (140 km; Figure 2). We model these three-
component waveforms with PyRaysum (Listing 1) using
the appropriate source-receiver geometry and the seis-
mic velocity model proposed by Saul et al. (2000). In
the Control parameters, no time alignment (align=0)
is applied and we specify a geographic coordinate sys-
tem (rot="ZNE"). The synthetic waveforms reproduce
the main phase arrivals, although the convolved source
wavelet distorts this comparison. The phase names,
times and amplitudes are the phase_names output by
PyRaysum and facilitate the understanding and descrip-
tion of seismograms. A more complete example is part
of the online PyRaysum documentation.
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3.2 Interactive exploration of receiver func-
tions

We next demonstrate how the effect of changes in the
subsurface structure on receiver functions can be ex-
plored. In Listing 2, we specify rays with evenly spaced
back-azimuths and a constant horizontal slowness of
0.06 s km−1. We set the rotation of the coordinate axes
to the P-V-H system, which are oriented parallel to the
P-, SH-, and SV polarization of the incoming wave field
as predicted by the ray back-azimuth, slowness, and
isotropic velocities of the topmostmodel layer (Kennett,
1991). This rotation ensures that as much converted en-
ergy as possible is mapped to the radial and transverse
components and removes the constant-amplitude, zero-
lag signal on the radial component. Receiver function
calculation is straightforward with a simple argument
rf=True in the call to run() . Figure 3a shows the re-
ceiver function signature of the isotropic crust modeled
in the previous example with a horizontal Moho as the
only interface. The PS-conversion is clearly visible on
the radial component at 4 s.
To explore the effect of a possible dipping Moho, we

next set a 30◦ eastward dip of the interface (Listing 2
and Figure 3b). The effect is an undulation of the Moho
conversion in timing and amplitude with a period of
360◦ (so-called 1-θ variations). Converted waves from
the west arrive earlier and with a lower amplitude on
the radial component, due to the relatively shorter ray
path and lower layer-orthogonal incidence angle. Con-
versely, conversions from the east arrive later andwith a
higher amplitude. Energy fromnortherly and southerly
directions gets converted into the dip direction, evi-
dent from the positive and negative amplitudes on the
transverse component. The P-coordinate vector is not
aligned with the actual ray polarization, because the
dipping interface results in an apparent slowness of
the ray that is different from the actual slowness of the
layer. Therefore, some energy appears on the radial and
transverse components at time 0 s.
Next we rotate the interface by 180◦—so that it dips

west—and increase its dip to 60◦ (Listing 2 and Fig-
ure 3c), thus producing an interface orthogonal to that
in the previous example. The undulation pattern of the
conversion is more pronounced between 2 and 3 s. The
greater misalignment of the P-coordinate vector with
the ray polarization leads to significant converted en-
ergy on the P-component that gets mapped to the re-
ceiver function as an artificial secondary pulse between
4 and 6 s through deconvolution.
To explore anisotropy in the topmost layer, we set

the layer dip back to horizontal and instead vary the
anisotropic parameters in the model (Listing 2 and Fig-
ure 3d and e). With a fast symmetry axis (orthogonal
to the plane of the slow axes) trending northward and
plunging 30◦, the converted wave field gets separated
into a fast S1-wave—arriving earlier, N–S-polarized par-
allel to the fast anisotropy axis, with a strong move-
out pattern—and a slow S2-wave, arriving later, E–W-
polarized, without a move-out pattern characterized by
180◦ periodicity (i.e., 2-θ variations). Next we switch
from fast- to slow-axis anisotropy and rotate the now
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Figure3 Interactive explorationof receiver functions. The
sectionscorrespond tosimple layer-over-half-spacesubsur-
face models. An interpretation is given in Section 3.2. The
code to produce the images is given in Listing 2.

unique slow anisotropy axis such that it is aligned with
one of the inclined slow anisotropy axes from the previ-
ous example (Listing 2 and Figure 3e). The polarization
of the S1 and S2 waves remains the same. Now the S2-
wave shows the move-out pattern, as the wave encoun-
ters azimuthally-varying velocities.
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Listing 2 Exploration of simple layer-over-half-space
models with either a dipping interface or anisotropy.
Definitions of Listing 1 are assumed.
# Plotting parameters
scale = 4000
tmin = -1
tmax = 6

# Evenly spaced back-azimuths, fixed slowness
geom2 = Geometry(range(0, 360, 15), 0.06)

# Create a copy of mod1
model = mod1.copy()

# Direct conversions, PVH coordinate system
ctrl2 = Control(

mults=0, rot="PVH", dt=0.01, npts=1200
)

# Calculate, filter and plot
# receiver functions
def run_plot():

res = run(model, geom2, ctrl2, rf=True)
res.filter(

"rfs", "lowpass", freq=1,
zerophase=True, corners=2

)
res.plot_rfs(scale, tmin, tmax)

# Figure 3a
run_plot()

# Figure 3b - 30 deg east-dipping interface
model[1, "dip"] = 30
run_plot()

# Figure 3c - 60 deg west-dipping interface
model[1, "strike"] = 180
model[1, "dip"] =60
run_plot()

# Figure 3d - remove dip, add north-plunging
# fast axis with 20% anisotropy
model[1, "dip"] = 0
model[0, "ani"] = 20
model[0, "plunge"] = 30
run_plot()

# Figure 3e - south-plunging slow axis
model[0, "ani"] *= -1
model[0, "trend"] += 180
model[0, "plunge"] += 30
run_plot()

3.3 Reproduction of earlier work
Todemonstrate the handling of layer dip and anisotropy
in multi-layered models and show additional plotting
functionality of PyRaysum, we reproduce figure 3 of
Porter et al. (2011). In Listing 3, the definition of the
dipping lower-crustal layermodel dipm implies that the
top of the half space and that of the lower layer are dip-
ping 20◦, striking east. The layers of the anisotropic
model anim are flat. The bottom layer is characterized
by 20%hexagonal anisotropywith a slow symmetry axis
(ani[1]=-20) trending south, and plunging 45◦ down
from horizontal. The layer configuration is visualized
in Figure 4 a and b, which is amodified output of the call
to model.plot_interfaces() shown in Listing 3. The
corresponding radial and transverse receiver functions

are shown in Figure 4c and d, which are plotted using
res.plot('rfs') with additional options. The com-
plete example is included in the online PyRaysum doc-
umentation.
The receiver functions of the dipping and anisotropic

lower crustal models shown in Figure 4c and d corre-
spond to the ones shown in figure 3 of Porter et al.
(2011). Specifically, both dipping and anisotropic lay-
ers are capable of converting seismic energy onto the
transverse component, but the specific signature of
amplitude variation with back-azimuth is distinct (al-
though both show 1-θ patterns). On the transverse com-
ponent, the dipping layer causes a broader symmetry
pattern with a lower amplitude (Figure 4c), while the
anisotropic layer produces high-amplitude conversions
in a relatively narrow back-azimuth range (Figure 4d).

Listing3 Code to reproduce Figure 4 and figure 3of Porter
et al. (2011).
from pyraysum import Model, Geometry, Control
from pyraysum import run

# Lower-crustal dipping layer model
th = [20000, 5000, 0]
vp = [6400, 5800, 7800]
ps = [1.75, 1.74, 1.74]
dip = [0, 20, 20]
rho = 2800
st = 90

dipm = Model(
th, rho, vp, vpvs=ps, strike=st, dip=dip

)

# Lower crustal anisotropy model
ani = [0, -20, 0]
tr = [0, 180, 0]
pl = [0, 45, 0]
fl = [1, 0, 1]

anim = Model(
th, rho, vp, vpvs=ps,
flag=fl, ani=ani, trend=tr, plunge=pl

)

# Evenly spaced back azimuths, fixed slowness
geom3 = Geometry(range(0, 360, 10), 0.06)

# Direct conversions, RTZ coordinate system
ctrl3 = Control(mults=0, rot="RTZ")

for model in [dipm, anim]:
res = run(model, geom3, ctrl3, rf=True)
res.filter(

"rfs", "lowpass",
freq=2., zerophase=True

)

model.plot_interfaces()
res.plot("rfs", tmin=-0.5, tmax=4)

4 Validation
We validate the synthetic seismograms created with
PyRaysum by comparing themwith those obtained using
the matrix propagator method (Kennett, 2009; Thom-
son, 1997), as implemented in the Telewavesim package
for Python (Audet et al., 2019), for the same seismic ve-
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Figure 4 Reproduction of figure 3 of Porter et al. (2011). (a) and (b) Layer geometry and properties. (c) and (d) Resulting
receiver functions. The code that reproduces this figure is given in Listing 3.

locity models. The two test cases are the isotropic 1-
layer case with free surface reflections (mod1 in List-
ing 1; Figure 2) and the anisotropic lower crust casewith
direct conversions only (anim in Listing 3; Figure 4b and
d). Telewavesim seismograms were generated using the
code given in Listing 5. Note that Telewavesim lacks the
capacity of synthesizing seismograms for dipping layers
and inherently always includes all theoretical phase ar-
rivals within the time window. Additionally, Telewavesim
results donot provide a good infinite frequency approxi-
mation and therefore need to be filtered for comparison
with PyRaysum results.
For the isotropic 1-layer model, the Telewavesim and

PyRaysum traces agree with a cross-correlation coeffi-
cient of 0.9975, if multiples of the direct P-wave (first-
order multiples) are considered (mults=2 ; Figure 5a).
However, the amplitude of the PpS arrival differs notice-
ably. This is the case because, with the mults=2 option,
no second-order multiple is calculated. For instance,
neither reflections of conversion (e.g., PSpP) nor con-
versions of reflections (e.g., PsP) are considered. As we
will discuss below, this behaviour is deliberate, because
the implicit inclusion of these phases results in a large
overhead for multi-layered models, leading to long run
times and eventually segmentation faults. The limita-
tion of mults=2 to first-ordermultiples ensures that the
phase with the largest amplitude is present in the syn-
thetic seismograms.
In the present case, the free-surface reflection of

the P-to-S Moho conversion PSpP contributes signif-
icantly to the amplitude of the PpS phase. Such
equivalent phases can explicitly be included using the
Control.set_phaselist() method. The unique set
of phase descriptors present can be retrieved from a
Result object and be used to compute the additional
equivalent phases (Listing 4). With the inclusion of
equivalent phases, the cross-correlation coefficient be-
tween the Telewavesim and PyRaysum seismograms im-
proves to 0.9996 (Figure 5a).
For the anisotropic lower crust model (Figure 4, List-

ing 3), the Telewavesim and PyRaysum traces agree with a
cross-correlation coefficient of 0.9996. Plotting of the
conversion_names facilitates the interpretation of the
complex converted wave forms in terms of conversions
to fast and slowS-waves at the two subsurface interfaces
(Figure 5b).

5 Performance
We compared the run times of typical calls to Ray-
sum with comparable calls to PyRaysum, as well as dif-
ferent processing options of PyRaysum, using an AMD
EPYC™3GHz Central Processing Unit.
We first tested the run time of the current Rayusm ver-

sion 1.2with inputmodels consisting of 1 to 7 layers over
a half-space, for 24 rays, calculating all first order mul-
tiples (mults=2). The model, geometry and parameter
files were read from disk; seismic traces, arrival times
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Figure 5 Validation of the timing and amplitude of direct, converted and reflected seismic phases of PyRaysum (thin lines)
against Telewavesim (thick lines). (a) Conversions and multiples in an isotropic 1-layer model (Figure 2, Listing 1); 1 Hz low-
pass filter applied. (b)Direct conversions in ananisotropic lower crustmodel (Figure 4bandd, Listing 3). Phasenomenclature
as in Section 2.2. ENZ: East, North, Vertical seismogram components. RTZ: Radial, Transverse, Vertical seismogram compo-
nents.

and phase descriptor files were written to disk. The
computation completed in about 800ms for the single
layer model with a factorial increase to about 5 s for the
7 layer model (blue line in Figure 6). At 8 layers, Raysum
encountered a segmentation fault, because the num-
ber of computedphases exceeded themaximum maxph ,
which is defined during compilation. Using PyRaysum,
the same results can be obtained faster. With NumPy ar-
ray output and an otherwise identical configuration, the

Listing 4 Code illustrating the use of equivalent phases.
Definitions of Listing 1 are assumed.
# Get descriptors from seismogram
descriptors = res1.descriptors()

# Add equivalent phases
# Implicitly sets Control.mults=3
ctrl1.set_phaselist(

descriptors, equivalent=True
)

# Due east incidence
geom4 = Geometry(90, 0.06)

# Black seismogram of Figure 5a
res4 = run(mod1, geom4, ctrl1)

1 layer model completed in 70ms and the 7 layer model
in 2.1 s (teal line in Figure 6). These numbers convert to
a 2- to 11-fold decrease in computation time, primarily
because the in-/output overhead is avoided.
We now illustrate the computational cost of

the treatment of phase combinations (setting of
Control.mults) and the overhead of handling the
metadata-rich ObsPy objects against the bare NumPy
array. We use the ObsPy-based receiver function com-
putation and filtering provisions as given in Listing 6
and measure the run time of Listing 6 with different
options for Control.mults :

Obs-M2-F-RF Compute all conversions and first order
multiples: ctrl6 = Control(mults=2)

Obs-M0-F-RF Only compute direct conversions:
ctrl6 = Control(mults=0)

Obs-M3-F-RF Only compute two explicit phases:
the direct P wave and one P-to-S conversion:
ctrl6.set_phaselist(["1P0P", "1P0S"])
(for the 1-layer case). This implicitly sets
ctrl6.mults=3 .

The pink-shaded lines in Figure 6 illustrate the run time
of Listing 6 with increasing number of layers in the
model. When all conversions andmultiples of all layers
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are computed (Obs-M2-F-RF), the run time increases fac-
torially from about 200ms for a one-layer model to 6.3
seconds for 7 layers. When only forward conversions
are considered (Obs-M0-F-RF), the factorial increase is
less steep. Explicitly fixing the number of rays to be
computed (Obs-M3-F-RF) yields a constant run time, as
expected. The likely small increase due to increased
number of ray segments is smaller than the precision
of our time measurement.
Run times on the order of a second are usually accept-

ablewhenexecuting code a few timesmanually. For fre-
quent and automatic calls that do not require bookkeep-
ing of metadata, results can be obtained faster by di-
rectly calling the Fortran routine run_bare() . We next
illustrate the computational cost of three NumPy-based
post-processing options, keeping the number of phases
constant as in the last case examined above. The post
processing steps timed are (Listing 7):

Num-M3-F-RF Compute seismograms. Then compute
receiver functions trough spectral division and fil-
ter them using filtered_rf_array() .

Num-M3-F Compute seismograms. Filter them using
filtered_array() .

Num-M3 Only compute synthetic seismograms.

In Listing 7, rfarray holds the processed data. It is
allocated once before the (possibly subsequent) calls to
filtered_rf_array or filtered_array .
For all three cases, the run time is constant with re-

spect to the number ofmodel layers (green-shaded lines
in Figure 6). Compared to the ObsPy-based post pro-
cessing, time spent for filtering and spectral division
(Num-M3-F-RF) is approximately halved, with only 100
instead of 200ms, implying that as much time is re-
quired for bookkeeping. Sparing spectral division (Num-
M3-F) saves about 1/5th of run time, or 20ms in the
present example. Filtering is computationally cheap,
taking only about 1/25th of time, or 5ms (Num-M3).

6 Outlook and Future Work
With the time-efficient, NumPy-based post-processing,
PyRaysum can be used as a forward code in parameter es-
timation problems. For example, the common problem
of finding the optimal crustal thickness and bulk VP /VS

ratio from the time and amplitude of the Moho con-
version and reverberations in receiver functions (e.g.
Zhu and Kanamori, 2000) can be re-formulated as a
minimum misfit problem and be generalized to multi-
layered models. First tests indicate that, e.g., SciPy’s
dual_annealing() function can find a minimum mis-
fit model from teleseismic receiver functions for the
thickness, VS, and VP /VS of three layers representative
for the continental crust and subducting slab of the Cas-
cadia subduction zone within a few hours. Automatic
phase labels (Figures 2 and 5) can help to identify more
multiples in complex receiver functions and facilitate
a more thorough understanding of the scattered wave
field.
Anisotropy is currently parameterized as a single pa-

rameter, ani (Equation 1). Internally, Raysum handles
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Figure 6 Runtime of Raysum and different configurations
of PyRaysum as a function of numbers of layers in the
model. Theparameter sets correspond to the followingcon-
figurations: Raysum: Call theRaysumbinary seis-spread
from the command line; Parse program in- and output
through files. Obs: execute prs.run and use Result
class methods for post-processing (Listing 6. Num: execute
fraysum.run_bare() and use NumPy array-based post-
processing functions (Listing 7). M0, M2, M3: mults set to
0, 2, or 3. F: filter. RF: compute receiver functions.

anisotropy in itsmost general formusing the Christoffel
equation. This in principle allows to explore other the-
oretical crystal symmetry classes (e.g. general hexago-
nal, orthorhombic), as well as anisotropy predicted and
measured for specificminerals and rocks (e.g. Brownlee
et al., 2017), which can be implemented through a new
definition and internal handling of the Model class.

7 Conclusion

PyRaysum is a modern and fast incarnation of Raysum
(Frederiksen and Bostock, 2000), the popular algorithm
to compute seismograms that result from the plane
wave propagation through dipping, anisotropic, layered
media. New features include bypassing hard disk read-
write operations, automatic labeling of seismic phases,
easy definition of explicit phase lists, inclusion of equiv-
alent phases, ObsPy integration, efficient receiver func-
tion post processing, and interactive manipulation of
subsurface models. With these improvements, PyRay-
sum makes it possible to play with receiver functions in
a simple and efficient Python environment, as well as
to invert for subsurface properties using state-of-the-art
inverse modeling algorithms.
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A Synthetic seismograms for cross
validation

Listing 5 Code to generate Telewavesim seimograms for
validation (Figure 5). Assumes definitions of Listings 1 and
3
from telewavesim import utils as tws

baz = 90 # Back-azimuth
slow = 0.06 # Slowness
npts = 4500 # Samples
dt = 0.01 # Sampling Interval
anid = {1: "iso", 0: "tri"} # Anisotropy ID

# Isotropic 1-layer model
tmodi = tws.Model(

mod1["thickn"] * 1e-3,
mod1["rho"],
mod1["vp"] * 1e-3,
mod1["vs"] * 1e-3,

)

twi = tws.run_plane(
tmodi, slow, npts, dt, baz

)

# Anisotropic 2-layer model
tmoda = tws.Model(

anim["thickn"] * 1e-3,
anim["rho"],
anim["vp"] * 1e-3,
anim["vs"] * 1e-3,
[anid[f] for f in anim["flag"]],
anim["ani"],
anim["trend"],
anim["plunge"],

)

# Run Telewavesim
twa = tws.run_plane(

tmoda, slow, npts, dt, baz
)

B Performance of ObsPy-based post-
processing

Listing 6 Template for ObsPy-based receiver function
computation and post processing. Assumes definitions of
Listing 1. For performance testing, Control.mults was
chosen as described in Section 5.

ctrl6 = Control(mults=0) # See Section 5
for _ in range(13):

print(len(mod1), "layers", end="... ")
res6 = run(mod1, geom1, ctrl6)
res6.calculate_rfs()
res6.filter(

"rfs",
"bandpass",
freqmin=0.05,
freqmax=0.5,
zerophase=True,
corners=2,

)
print("Done!")
# Split topmost layer in two
mod1.split_layer(0)

C Performance of NumPy-based post-
processing

Listing 7 The threeNumPy-based performance test cases
spelled out for the 1-layer example of Listing 1.
from pyraysum import frs
from fraysum import run_bare
cases = ["Num-M3-F-RF", "Num-M3-F", "Num-M3"]

fmin = 0.05
fmax = 0.5 # Filter corners in Hz
ctrl1.set_phaselist(["1P0P", "1P0S"])
ctrl1.rot = "PVH" # P-V-H coordinates
rfarray = frs.make_array(geom1, ctrl1)

for case in cases:
array = run_bare(

*mod1.parameters,
*geom1.parameters,
*ctrl1.parameters,

)

if case == "Num-M3-F-RF":
frs.filtered_rf_array(

array,
rfarray,
geom1.ntr,
ctrl1.npts,
ctrl1.dt,
fmin,
fmax,

)

if case == "Num-M3-F":
frs.filtered_array(

array,
rfarray,
geom1.ntr,
ctrl1.npts,
ctrl1.dt,
fmin,
fmax,

)

The article PyRaysum: Software for Modeling Ray-
theoretical Plane Body-wave Propagation in Dipping
Anisotropic Media© 2023 by Wasja Bloch is licensed under
CC BY 4.0.
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Abstract Flexure and extension of ice shelves in response to incident ocean surface gravity waves have
been linked to iceberg calving, rift growth, and even disintegration of ice shelves. Most modeling studies uti-
lize a plate bending model for the ice, focusing exclusively on flexural gravity waves. Ross Ice Shelf seismic
data shownot only flexural gravity waves, with dominantly vertical displacements, but also extensional Lamb
waves, which propagatemuch fasterwith dominantly horizontal displacements. Our objective is tomodel the
full-wave responseof ice shelves, including ocean compressibility, ice elasticity, and gravity. Ourmodel is a 2D
vertical cross-section of the ice shelf and sub-shelf ocean cavity. We quantify the frequency-dependent exci-
tation of flexural gravity and extensional Lambwaves and provide a quantitative theory for extensional Lamb
wave generationby the horizontal force impartedbypressure changes on the vertical ice shelf edge exertedby
gravity waves. Our model predicts a horizontal to vertical displacement ratio that increases with decreasing
frequency, with ratio equal to unity at ∼0.001 Hz. Furthermore, in the very long period band (< 0.003 Hz),
tilt from flexural gravity waves provides an order of magnitude larger contribution to seismometer horizontal
components than horizontal displacements from extensional Lamb waves.

Non-technical summary In the past three decades, we have seen ice shelves catastrophically
weaken and break apart. In some cases, large calving events or ice shelf disintegration is correlated with the
arrival of ocean waves and tsunamis. This has prompted the deployment of seismometers on ice shelves to
study the ice shelf response to ocean wave impacts. Ocean waves convert to several other wavemodes in the
ice shelf and ocean layer beneath the ice shelf. In our study, we present computer simulations of the ocean
and ice shelf system toquantify thewavemotionswithin andon the surfaceof the ice shelf, therebypermitting
comparison to seismic data. Our results help guide interpretation of seismic data and in understandingwhich
wave modes are most likely to contribute to calving and fracture of ice shelves.

1 Introduction
Ice shelf stability and strength play an important role in
understanding and predicting sea level rise (Bromwich
and Nicolas, 2010). Ice shelves buttress ice sheets and
following ice shelf collapse, ice streams have been ob-
served to accelerate (Dupont and Alley, 2005; Pritchard
et al., 2012). In the past three decades, we have seen ice
shelves catastrophically weaken and break apart (Rott
et al., 1996; De Angelis and Skvarca, 2003; Scambos
et al., 2004; Brunt et al., 2011; Banwell et al., 2017; Mas-
som et al., 2018). As the climate continues to warm,
thinning and collapse of ice shelves is likely to occur at
a more rapid rate.
Weakening of ice shelves has been associated with

wave-induced flexure (Holdsworth and Glynn, 1978) as
well as basal and surface melting (Paolo et al., 2015).

∗Corresponding author: labrahams813@gmail.com

Basal melting is facilitated through influx (into the sub-
ice shelf cavity) of warm seasonal seawater and circum-
polar deepwater (Walker et al., 2008; Rignot et al., 2013).
During the summermonths, surfacemelting increases,
creating supraglacial lakes, further thinning the ice
shelves and possibly contributing to hydro-fracturing
into the ice shelf (Banwell et al., 2013).
Melting and thinning weaken ice shelves, but what

creates fractures and finally triggers the collapse of ice
shelves is poorly determined. Possible processes in-
clude ocean surface gravity wave forcing (Holdsworth
and Glynn, 1978; Bromirski et al., 2010; Brunt et al.,
2011; Banwell et al., 2017; Massom et al., 2018). In-
cident ocean waves are partially transmitted into the
ice shelf as flexural gravity waves (similar to ocean sur-
face gravity waves but with additional inertia and elas-
tic resistance to bending from the ice) and other elas-
tic waves bearing more similarity to traditional seismic
waves. The ability of waves to transmit through the ice
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shelf and the magnitude of wave-induced stresses de-
pend on the ice shelf structure (ice thickness, elastic
moduli, density), depth of water in the sub-shelf cav-
ity, and the properties of the incident wave (frequency,
incidence angle, amplitude). Incident waves include
ocean swell, storm-generated infragravity waves, tides,
and tsunamis (MacAyeal et al., 2006). Low frequency
waves penetrate the sub-shelf cavities more efficiently,
causing flexure (Sergienko, 2013). This flexural stress
can open cracks, drive rift growth, and initiate collapse
events. Bromirski et al. (2010) concluded that both of
the breakup events on the Wilkins Ice shelf in 2008
matched with arrivals of infragravity waves from large
stormevents on the Patagonian coast. Brunt et al. (2011)
suggested that tsunami arrivals from the 2011 Tohoku-
Oki, Japan, earthquake caused a massive calving event
on the Sulzberger Ice Shelf. Massom et al. (2018) linked
storm-generated swell to calving and break-up of the
Larsen A and B andWilkins ice shelves. Icequake activ-
ity near the front of the Ross Ice Shelf is also correlated
with ocean wave arrivals (Chen et al., 2019; Aster et al.,
2021), though other factors such as tidal and thermal
stresses contribute as well (Olinger et al., 2019). Flexu-
ral gravity waves are also excited by abrupt rift opening
and can be used to track and monitor the expansion of
rifts (Olinger et al., 2022).
Most models of the wave response of ice shelves have

focused exclusively on the flexural response. How-
ever, the Ross Ice Shelf data shows other wave modes,
including the fundamental mode extensional Lamb
wave that propagates close to the plane stress P-wave
speed of ice and has dominantly horizontal displace-
ments (Bromirski et al., 2017; Chen et al., 2018, 2019).
These observations motivate us to examine how inci-
dent ocean waves convert to flexural gravity and exten-
sional Lambwaves. Chen et al. (2018) suggest thatwave-
induced pressure changes on the shelf front, which ex-
ert a net horizontal force on the ice shelf, are respon-
sible for excitation of extensional Lamb wave. We con-
firm this hypothesis with our modeling.
Before introducing our model, we remark on the

many studies that have focused on the flexural grav-
ity wave response of ice shelves and sea ice. Most
work utilizes a bending plate model to describe the ice
response, recognizing that horizontal wavelengths are
much larger than ice thickness at frequencies of in-
terest. The frequency-domain reflection/transmission
problem of gravity waves in open water coupled to flex-
ural gravity waves in ice-covered water was solved by
Fox and Squire (1990, 1991). The earlier history of the
field is reviewed by Squire et al. (1995); Squire (2007).
While much of this work focused on sea ice, atten-
tion has shifted recently to ice shelves (Sergienko, 2010,
2013). Lipovsky (2018) provides a methodology to es-
timate wave-induced bending stresses from measured
ice shelf motions. Finite element (Ilyas et al., 2018;
Sergienko, 2017) and finite difference (Mattsson et al.,
2018) methods can be used to solve to the potential flow
problem in sub-shelf cavity. These studies show how
the shallow water approximation breaks down at swell
frequencies (0.03-0.1 Hz) (Kalyanaraman et al., 2019)
and how ice shelves affect the shoaling process aswaves

advance into shallowerwater (Meylan et al., 2021). Solu-
tion of the full elasticity problem in the ice shelf can be
used to determine the validity of the plate approxima-
tion (Sergienko, 2010, 2017; Kalyanaraman et al., 2020).
While most efforts focus on 2D vertical cross-section
models, some 3D or 2Dmap-viewmodels have been de-
veloped to account for the complex geometries and vari-
able ice thickness and water depth of real ice shelves
(Sergienko, 2017; Tazhimbetov et al., 2022). However,
use of a bending plate model for the ice shelf precludes
study of extensional Lamb waves and other ice shelf
wave modes.
Our objective is to model the full-wave response of

ice shelves, including ocean compressibility, ice elas-
ticity and inertia, and gravity. We do this for a 2D ver-
tical cross-section of the ice shelf and sub-shelf ocean
cavity, coupled to an open-water region. The ice and
ocean obey the elastic and acoustic wave equations, re-
spectively, andgravity is addedusing anextensionof the
fully coupled method introduced by Lotto and Dunham
(2015). This allows us tomodel extensional Lambwaves
in addition to flexural gravity waves. A similar model
was utilized by Kalyanaraman et al. (2020) to study wave
reflection/transmission and resonance modes of finite
length ice shelves. They note the existence of exten-
sional wave resonancemodes, but do not perform a sys-
tematic investigation of extensional Lamb wave excita-
tion by incident surface gravity waves. This is the pri-
mary focus of our study and we anticipate results to
be of use when interpreting data from ice shelves and
understanding which wave modes might contribute to
fracture and calving.
Our paper is organized as follows. We begin with

a statement of the model (governing equations and
boundary/interface conditions) and review of relevant
wave modes for open water and ice-covered water, in
the frequency domain, in section 2. This provides
the mathematical basis for the reflection/transmission
analysis that occupies the remainder of the paper.
While the reflection/transmission problem is best for-
mulated and analyzed in the frequency domain, we
utilize a time-domain finite difference code for wave
propagation to perform the required numerical simula-
tions. Thus we must introduce a procedure, described
in section 3, to extract frequency-dependent reflection/-
transmission coefficients from our time-domain sim-
ulations. The reflection/transmission coefficients are
also defined in this section. We verify this procedure
against known results for surface gravity wave propa-
gation across a step change in water depth (section 4).
Then we proceed to study wave reflection/transmission
from an ice shelf (section 5), which contains the novel
contributions of our study.

2 Model and wavemodes
We study wave propagation in a 2D vertical cross-
section of the ice shelf and sub-shelf ocean cavity, con-
nected to an open-water region (Figure 1a). We use a
coordinate system inwhich x is horizontal and z is verti-
cal, positive upwith the sea surface at z = 0 and seafloor
at z = −H1. An incident surface gravity wave is im-
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posed in the open-water region (x < 0) and arrives at
the ice shelf edge (x = 0), where it is both reflected and
transmitted into the ice shelf and sub-shelf cavity. In the
open water (x < 0) the water depth is H1. For x > 0, an
ice shelf of thickness Hi floats on the water. Given the
ice and water densities, ρi and ρw, respectively, hydro-
static balance requires the water depth in the sub-shelf
cavity to be H2 = H1 − (ρi/ρw)Hi. The top of the ice
shelf is located at z = (1−ρi/ρw)Hi. The ice-water inter-
face is located z = −(ρi/ρw)Hi and the sub-shelf ocean
cavity extends to z = −H1. When deriving dispersion
relations involving the ice, it is convenient to introduce
the half-thickness h = Hi/2.

Water
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w
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c
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  = 1500 m/s
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ρ
i
= 920 kg/m3
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p
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H
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H
2

a)a)

b)

Figure 1 a) An incident surface gravity wave, propagat-
ing to the right, reaches the ice shelf edge at x = 0, cre-
ating reflected surface gravity waves and transmitted flexu-
ral gravity and extensional Lamb waves. The ice shelf is of
thickness Hi and the ocean is of depth H1 in open water
and H2 beneath the shelf. b) Step change in water depth
at x = 0 that causes reflection and transmission of sur-
face gravity waves, used to verify our procedure for calcu-
lating frequency-dependent reflection/transmission coeffi-
cients from time-domain simulations.

The ice and compressible ocean obey the elastic and
acoustic wave equations, respectively, and gravity is
added using an extension of the method introduced by
Lotto and Dunham (2015), which assumes small pertur-
bations about an initial hydrostatic equilibrium state in
the water.
The governing equations in the water are

(1)1

Kw

∂p

∂t
+

∂vx

∂x
+

∂vz

∂z
= 0,

obtained by combining the linearized mass balance
with a linearized equation of state; and the momentum
balance equations,

(2)ρw
∂vx

∂t
+

∂p

∂x
= 0,

and
(3)ρw

∂vz

∂t
+

∂p

∂z
= 0,

for particle velocities vi, pressure perturbation p, bulk
modulus Kw, and density ρw. The sound speed is c0 =
√

Kw/ρw. Gravity acts as a restoring force, entering the
open-water problem only through linearization of the
free surface boundary condition,

(4)p − ρwgη = 0, at x < 0, z = 0,

where wave height η is governed by the linearized kine-
matic condition on the sea surface,

(5)∂η

∂t
= vz, at x < 0, z = 0.

At the bottom of the ocean, we assume a rigid wall con-
dition,

(6)vz = 0, at z = −H1.

The ice obeys the elastic wave equation for an
isotropic solid with spatially uniform material proper-
ties:

ρi
∂2ux

∂t2
= (λ + µ)

(

∂2ux

∂x2
+

∂2uz

∂x∂z

)

+ µ

(

∂2ux

∂x2
+

∂2ux

∂z2

)

,

(7)

ρi
∂2uz

∂t2
= (λ + µ)

(

∂2ux

∂x∂z
+

∂2uz

∂z2

)

+ µ

(

∂2uz

∂x2
+

∂2uz

∂z2

)

,

(8)

for particle displacements ui, density ρ, Lamé parame-
ters λ and µ. The associated P- and S-wave speeds are
cp =

√

(λ + 2µ)/ρ and cs =
√

µ/ρ, respectively. The
elastic wave equation is derived from the momentum
balance equation, Hooke’s law,

(9)σij = λǫkkδij + 2µǫij ,

where δij is the Kronecker delta, and the strain-
displacement relation,

(10)ǫij =
1

2

(

∂ui

∂xj
+

∂uj

∂xi

)

.

The top of the ice is a free surface,

(11)
σxz = 0,

σzz = 0,

at z = (1 − ρi/ρw)Hi.

At the ice-water interface along the base of the ice shelf,
we balance tractions and enforce continuity of normal
velocity:

σxz = 0, (12)
−σzz = p − ρwgη, ∂η/∂t = vz, (13)

∂uz/∂t = vz, at x > 0, z = −(ρi/ρw)Hi, (14)

where fields on the left side are evaluated at the bot-
tom of the ice and fields on the right side are evaluated
at the top of the water. Here the treatment of gravity in
the water is identical to that in the open water region,
with η again being the vertical displacement at the top
of the water. We are therefore accounting for pressure
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changes in response to perturbations about the back-
ground hydrostatic state in the water, but neglecting
prestress within the ice.
Along the submerged portion of the vertical ice shelf

edge, we again balance tractions and enforce continuity
of normal velocity:

σxz = 0, (15)
−σxx = p, (16)

∂ux/∂t = vx, at x = 0, −(ρi/ρw)Hi < z < 0. (17)

The portion of the shelf edge abovewater is a free sur-
face:

σxz = 0, (18)
σxx = 0, at x = 0, 0 < z < (1 − ρi/ρw)Hi. (19)

Our goal is to study the reflection and transmission
of incident surface gravity waves. Reflection and trans-
mission coefficients of various wave modes can be de-
fined in terms of the amplitude of propagating plane
wave solutions in the frequency domain, which are
derived in the following sections. However, we will
extract these reflection and transmission coefficients
from time-domain simulations using a procedure de-
scribed subsequently (section 3).

2.1 Wavemodes in openwater
We first consider the problem of wave propagation in
open water. We solve equations (1-3) with boundary
conditions (4-6), assuming ei(kx−ωt) dependence of all
fields, where k is the horizontal wavenumber and ω
is the angular frequency. For notational simplicity,
ei(kx−ωt) is implied and we denote the water depth as
H. The solution for a wave of amplitude A (i.e., η =
Aei(kx−ωt)) is

(20)p =
Aω2ρw

κ sinh (κH)
cosh (κ(z + H)),

(21)vx = Akω
cosh (κ(z + H))

κ sinh (κH)
,

(22)vz = −iAω
sinh (κ(z + H))

sinh (Hκ)
,

where

(23)κ =

√

k2 − ω2

c2
0

,

and ω and k are related by the dispersion relation

(24)ω2 = gκ tanh(Hκ).

The solutions to (24) include surface gravity waves (with
slight corrections due to water compressibility) and
acoustic waves (with slight corrections due to gravity)
and have be discussed in many previous studies (Sells,
1965; Yamamoto, 1982; Lotto and Dunham, 2015). In
this study, we are exclusively interested in the surface
gravity wave mode.

2.2 Wavemodes in ice-covered water
In Appendix A, we solve the corresponding problem in
ice-covered water. For notational simplicity, we denote
the water layer thickness as H and the ice thickness as
2h. The dispersion relation is

(25)ωρwD0

κ sinh(κH)
=

2ρic
4
s

ω3pF
,

where
(26)D0 = cosh(κH) − gκ

ω2
sinh(κH),

(27)F =
sinh(αh) sinh(βh)

DS
+

cosh(αh) cosh(βh)

DA
,

(28)DS = 4k2αβ sinh(αh) cosh(βh)

−
(

k2 + β2
)2

cosh(αh) sinh(βh)

(29)DA = 4k2αβ cosh(αh) sinh(βh)

−
(

k2 + β2
)2

sinh(αh) cosh(βh),

with
(30)α =

√

k2 − ω2/c2
p,

(31)β =
√

k2 − ω2/c2
s.

Note that D0 = 0 provides the dispersion relation for
surface gravity waves in openwater, given previously as
(24). Similarly, DS = 0 and DA = 0 provide the disper-
sion relations for symmetric and antisymmetric modes
of an elastic layer bounded by free surfaces.
Next we examine limits appropriate for long-

wavelength extensional Lambwave and flexural gravity
wave modes. For the fundamental symmetric mode
(extensional Lamb wave), assume kh ≪ 1, such that
αh ≪ 1 and βh ≪ 1. In this limit,

(32)DS ≈ −ω2βh

c4
s

(

ω2 − k2c2
ps

)

,

where the plane stress P-wave speed cps is defined via

(33)c2
ps = 4c2

s

(

1 − c2
s

c2
p

)

.

Thus for an elastic plate bounded by free surfaces, solu-
tions of DS = 0, in this long-wavelength limit, describe
nondispersive extensional Lamb waves propagating at
cps.
For the fundamental antisymmetric mode (flexural

wave), in addition to kh ≪ 1, αh ≪ 1, and qh ≪ 1, we
also assume ω/kcp ≪ 1 and ω/kcs ≪ 1 (phase velocity
less than both the P- and S-wave speeds). In this limit,
the dispersion relation for flexural waves in an elastic
plate bounded by free surfaces, DA = 0, can be written
as

(34)ω2 ≈ 4

3
c2

s

(

1 − c2
s

c2
p

)

h2k4,
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or equivalently
(35)ω2 =

B

m
k4,

where

(36)
B =

2Eh3

3(1 − ν2)
,

m = 2hρi,

are the bending stiffness B (written in terms of Young’s
modulus E and Poisson ratio ν) and the ice mass per
horizontal unit area m. Note that

(37)B

m
=

4

3
c2

s

(

1 − c2
s

c2
p

)

h2.

The approximate dispersion relation (35) matches that
of flexural waves obeying the Euler-Bernoulli plate
model,

(38)−mω2w + B
d4w

dx4
= 0,

where w is the vertical displacement (assumed to be
uniform with depth).
Continuing with these approximations (which re-

stricts focus to the flexural wave), but now accounting
for the interaction of the ice shelf and water to study
flexural gravity waves, we write (27) as

(39)F ≈ − c4
s

khω2
(

ω2 − B
m k4

) ,

such that the dispersion relation (25) becomes

(40)
iωρw

[

cosh(kH) − gk
ω2 sinh(kH)

]

k sinh(kH)
=

mω2 − Bk4

iω
,

or equivalently,

(41)ρwω2

k tanh(kH)
= Bk4 + ρwg − mω2.

This can be solved for ω as

(42)ω2 =
ρwg + Bk4

ρw/k tanh(kH) + m
,

matching expressions given in many previous stud-
ies on flexural gravity waves (Ewing and Crary, 1934;
Fox and Squire, 1990; Squire et al., 1995; Squire, 2007),
thereby confirming the consistency of our model with
known solutions in this limit.
Figure 2 shows the phase velocity (c = ω/k) and group

velocity (U = dω/dk) for the surface gravity wave, ex-
tensional Lamb wave, and flexural gravity wave modes.
Parameter values are given in Table 1 and we use the
open-water depth H = H1 for the surface gravity wave
and the sub-shelf depth H = H2 for the extensional
Lamb wave and flexural gravity wave solutions. We fo-
cus on frequencies up to 0.02 Hz, corresponding to the
very long period (< 0.003 Hz) and infragravity (0.003 −
0.02 Hz) bands. We do not consider higher frequency
swell in this study.
Surface gravity waves are normally dispersed, with

phase and group velocity reaching a maximum wave

speed of
√

gH in the long wavelength limit (figure 2a).
Extensional Lamb waves exhibit no significant disper-
sion over the frequency band of interest (figure 2b). In
addition to gravity, the elastic restoring force causes the
flexural gravity waves to propagate faster than surface
gravitywaves, and shorterwavelengths propagate faster
than longer wavelengths. Therefore, flexural gravity
waves are anomalously dispersed,withphase andgroup
velocity reaching aminimumwave speed of

√
gH in the

longwavelength limit (figure 2c). Additionally plotted in
figure 2c are the group and phase velocity for the flexu-
ral gravity wave using the plate approximation (42), ver-
ifying the validity of the plate model at the frequencies
of interest. Beamforming and seismic modeling for the
Ross Ice Shelf indicate that the dominant flexural grav-
ity wave energy travels at phase speeds of about 70 m/s,
consistent with the long wavelength limit (Bromirski
et al., 2017).
Finally, we remark that while our model results for

the ice shelf response are discussed primarily in terms
ofwave amplitude (specifically, displacements of the ice
surface), the horizontal normal stress σxx is also of in-
terest because this stress component acts to open and
close vertical fractures and rifts. The stresses can be
calculated immediately from the surface displacements
using the frequency-domain transfer functions given by
Lipovsky (2018). For flexural gravity waves, which carry
the largest stresses, the stress σxx can be obtained from
the vertical displacement w, in the long wavelength
plate theory limit, as (Timoshenko and Goodier, 1970)

(43)σxx ≈ −6Bk2

H2
i

w.

3 Procedure to extract reflection and
transmission coefficients from time-
domain simulations

In this section we describe a procedure to extract
frequency-dependent reflection and transmission coef-
ficients from our time-domain simulations. The proce-
dure will utilize Fourier transforms in both space and
time with the following notation:

(44)
f̃(k, t) =

∫

∞

−∞

f(x, t)e−ikx dx ,

f(x, t) =
1

2π

∫

∞

−∞

f̃(k, t)eikx dk ,

(45)
f̂(x, ω) =

∫

∞

−∞

f(x, t)eiωt dt ,

f(x, t) =
1

2π

∫

∞

−∞

f̂(x, ω)e−iωt dω .

3.1 Surface gravity wave reflection/trans-
mission for a step change in water depth

We begin with the simpler problem of surface gravity
wave reflection/transmission from a step change in wa-
ter depth. There is no ice shelf in this problem. Let
H1 and H2 be the water depths in x < 0 and x > 0,
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Figure 2 Group and phase velocity for the surface gravity wave, extensional Lamb wave, and flexural gravity wave.

respectively (Figure 1b). The problem is posed in the
frequency domain. Define k1 and k2 as the wavenum-
bers of the surface gravity wave mode in x < 0 and
x > 0, respectively, obtained by solving the open-water
dispersion relation (24). The wavefield solution in the
frequency domain, for an incident wave of spectral am-
plitude A(ω), is given by

η̂(x, ω)

=

{

A(ω)
[

eik1x + R(ω)e−ik1x
]

+ other modes, x < 0,

A(ω)T (ω)eik2x + other modes, x > 0,

(46)

where R and T are the frequency-dependent reflec-
tion and transmission coefficients, respectively, for the
propagating surface gravity wave mode. In addition, it
is well known that except in the shallow water limit,
there are additional evanescent surface gravity wave
mode solutions to (24), which are confined to the vicin-
ity of the step change in water depth at x = 0 (New-
man, 1965;Miles, 1967;Dingemans, 1997). Thesemodes
can be safely ignored at locations x sufficiently removed
from x = 0. Furthermore, because we account for wa-
ter compressibility, there are also acoustic modes. The
acoustic modes exist as propagating waves only above
some cut-off frequency (approximately c0/4H for the
first mode, or 0.375 Hz for H = 1000 m), which is much
higher than the frequencies of interest to us. Thus these
modes are also evanescent and can be neglected in the
following procedure to determine R and T .
Our goal now is to set up a problem in the time do-

main fromwhichwe can extractR and T . To do this, we
set initial conditions at t = 0 corresponding to a broad-
band incident wave packet propagating only in the +x
direction. Define η(x, 0) = η0(x) and its spatial Fourier
transform η̃0(k). The wavefield at some later time t,
η̃(k, t), is obtainedbymultiplying η̃0(k)by the phase fac-
tor e−iω1t, where ω1 = ω1(k) is obtained from solving
the dispersion relation (24) for the surface gravity wave
mode inwater of depthH1. We select the sign ofω1 such
that ω1/k > 0 so that the wave propagates in the +x di-
rection.

Next we switch between ω and k Fourier transforms
using a change of variable based on the dispersion rela-
tion. Note that dω = Udk, where U is the group veloc-
ity, which can be viewed as either a function of k or ω,
as desired, provided that these are evaluated using the
solution to the dispersion relation corresponding to the
desired surface gravity wave mode. This procedure is
illustrated for the incident wave:

ηI(x, t) =
1

2π

∫

η̃0(k)ei(kx−ω1t)dk (47)

=
1

2π

∫

η̃0(k1)

U(k1)
ei(k1x−ωt)dω, (48)

where k1 = k1(ω) is evaluated for the surface gravity
wave mode in water of depth H1. It follows that

(49)η̂I(x, ω) =

∫

ηI(x, t)eiωtdt

(50)=
η̃0(k1)

U(k1)
eik1x,

from which we identify the spectral amplitude of the
incident wave in (46) as

(51)A(ω) = η̃0(k1)/U(k1).

Initial conditions on pressure and particle velocity are
obtained by evaluating (20)-(22) times the surface dis-
placement spectral amplitude A(ω).
To solve for the reflection coefficientR fromour time-

domain simulation, we Fourier transform the time se-
ries of η at some point x < 0 to obtain η̂(x, ω). Then
solve (46), neglecting the evanescent surface gravity and
acoustic modes, to obtain

(52)R(ω) =

[

η̂(x, ω)

A(ω)
− eik1x

]

eik1x.

The procedure can be simplified even further by select-
ing the x location to be to the left of the initial wave
packet, so that only the reflected wave contributes to
the time series. In this case, the incident wave in (52),
namely the −eik1x term in brackets, can be ignored.
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Extracting the transmission coefficient is similar. We
select some point x > 0 sufficiently far from x = 0, ex-
tract the time series of η, and Fourier transform it in
time to obtain η̂(x, ω). Neglecting evanescent surface
gravity and acoustic modes, we solve (46) for the trans-
mission coefficient

(53)T (ω) =
η̂(x, ω)

A(ω)
e−ik2x.

While the procedure above is stated for a single x, in
our implementation we average the resulting R and T
overmultiple x, whichwe find improves the accuracy at
high frequencies. With a grid spacing of 200 m, R was
averaged over x = −100 km to −50 km and T was aver-
aged over x = −100 km to −50 km.
The procedure above does require neglecting evanes-

cent surface gravity and acoustic wave modes, which
might introduce a small error in the calculated R and
T . This error could be eliminated using a more sophis-
ticated procedure that isolates a specific wave mode.
For example, it is well known that the eigenfunctions of
wavemodes in layeredmedia obey orthogonality condi-
tions (Aki andRichards, 2002). The orthogonality condi-
tions require evaluation of integrals of particle velocity
and stress fields over depth z at fixed x. We defer this
extension to future work.

3.2 Reflection/transmission with an ice shelf

The procedure for extracting reflection/transmission
coefficients for the ice shelf problem (Figure 1a) ismore
complex, as we are interested in multiple wave modes,
not all of which are well expressed in the water sur-
face vertical displacement η. Furthermore, wenote that
seismometers placed on the ice shelf surface are the pri-
mary means of measuring wave motions. Thus we de-
fine u(x, t) and w(x, t) as the horizontal and vertical dis-
placements of the top surface of the ice shelf.
The incident and reflected wavefield in the open-

water region (x < 0) is identical to that in (46). The sur-
face displacements of the transmitted wavefield can be
written as

(54)û(x, ω) = A(ω)
[

Tx,f (ω)eikf x+Tx,e(ω)eikex
]

+ other modes,

(55)ŵ(x, ω) = A(ω)
[

Tz,f (ω)eikf x + Tz,e(ω)eikex
]

+ other modes,

where the subscript x or z on the transmission coef-
ficients T refers to the displacement direction and the
subscripts f and e refer to the flexural gravity and exten-
sional Lamb wave modes, respectively. The wavenum-
bers kf and ke are obtained from the flexural grav-
ity and extensional Lamb wave solutions of the disper-
sion equation (25). We note that the ratios Tx,f /Tz,f

and Tx,e/Tz,e are independent of the reflection/trans-
mission process and can be determined from the eigen-
functions given in Appendix A. Thus we need only con-
sider onedisplacement directionwhenextracting trans-
mission coefficients for each wave mode. Because flex-
ural gravitywaves have dominantly vertical particlemo-
tions, we focus on Tf,z. Similarly, because extensional

Lamb waves have dominantly horizontal particle mo-
tions, we focus on Te,x.
The procedure for extracting the reflection coeffi-

cient of surface gravity waves is identical to the previ-
ous problem. To extract transmission coefficients, we
record ice surface displacement time series u and w at
some x > 0 that is sufficiently far from the ice shelf
edge. We then exploit the vastly different phase and
group velocities of the flexural gravity and extensional
Lamb wave modes by windowing the appropriate wave
arrivals in the time series. We then Fourier transform
these windowed time series in time and evaluate

(56)Tz,f (ω) =
ŵ(x, ω)

A(ω)
e−ikf x,

(57)Tx,e(ω) =
û(x, ω)

A(ω)
e−ikex.

3.3 Numerical simulations

In this studyweutilize the finite difference code FDMAP
(Dunham et al., 2011; Kozdon et al., 2012, 2013) that
couples an acoustic ocean in the presence of gravity to
an elastodynamic solid. We employ a Cartesian mesh
with uniform (but different) grid spacings in the x and
z directions. The method uses sixth-order central dif-
ferences in space in the interior (with reduced order
near boundaries and interfaces) and a third-order ex-
plicit Runge-Kutta method for time-stepping. Gravity is
accounted for using the method in Lotto and Dunham
(2015), for both the open-water region and at the top of
the sub-shelf water cavity.
We examine two model geometries. For the open

ocean with a floating ice shelf and subshelf cavity prob-
lem setup (Figure 1a), the domain extends from x =
−100 km to x = 300 km with the ice shelf edge located
at x = 0. In the x−direction the grid spacing is 200 m.
In the z−direction the domain is divided into 3 blocks.
From the seafloor, z = −H1 = −1 km, to the depth of
the ice-water interface, z = −(ρi/ρw)Hi = −0.368 km,
the grid spacing in the z−direction is 13.45 m (48 grid
points). From the depth of the ice-water interface, z =
−(ρi/ρw)Hi = −0.368 km, to the open-water free sur-
face z = 0, the grid spacing in the z−direction is 5.84 m
(64 grid points). From the open-water free surface z = 0
to the top of the ice shelf, z = (1 − ρi/ρw)Hi = 0.032
km, the grid spacing in the z−direction is 2.29m (14 grid
points). Characteristic-based absorbing boundary con-
ditions (Kozdon et al., 2012, 2013) are used on the left
and right sides of the domain. The simulation runs for
a total of 1700 s with time steps of 0.000615 s.
For the step change in water depth problem setup,

figure 1b, the domain extends from x = −400 km to
x = 400 km with the step changing occurring at x = 0.
In the x−direction the grid spacing is 200 m. In this
setupH1 = 1 km andH2 = 0.25 kmwith 10m grid spac-
ing in the z−direction. The simulation runs for a total
of 8000 s with time step of 0.003333 s.

7 SEISMICA | volume 2.1 | 2023



SEISMICA | RESEARCH ARTICLE | Excitation of Flexural Gravity and Extensional LambWaves

Table 1 Parameter values for dispersion analysis and sim-
ulations.

parameter symbol value
Density in ocean ρw 1000 kg/m3

Sound speed in ocean c0 1500 m/s
Density in ice ρi 920 kg/m3

P-wave speed in ice cp 2000 m/s
S-wave speed in ice cs 1000 m/s
Gravity g 9.8 m/s2

Open water ocean depth H1 1000 m
Sub-shelf ocean cavity H2 632 m
Ice thickness Hi 400 m

4 Reflection and transmission coeffi-
cients for a step change in water
depth

Before proceeding to the ice shelf reflection/transmis-
sion problem, we verify our model and procedure for
extractingR and T on a problemwith a known solution.
Specifically, we consider a step change in water depth,
from H1 to H2 at x = 0 (Figure 1b).
The reflection/transmission coefficients in the linear

long wave (LLW, k1H1 ≪ 1 and k2H2 ≪ 1) limit are well
known (Lamb, 1905):

(58)RLLW =

√
H1 −

√
H2√

H1 +
√

H2

,

and the transmission coefficient is

(59)TLLW =
2
√

H1√
H1 +

√
H2

.

These values are the anticipated limits for R and T in
the low frequency limit.
Exact closed form expressions for R and T are not

available outside the LLW limit, and instead the prob-
lem must be solved numerically or using approxima-
tions (Newman, 1965; Miles, 1967; Dingemans, 1997).
However, in the high frequency limit, surface gravity
waves will be confined to the water surface and will not
sense the change in water depth. Hence the high fre-
quency limits are R → 0, T → 1.

4.1 Simulation results
Our initial vertical sea surface displacement is a Gaus-
sian,

(60)η0(x) = A0 exp

(−(x − x0)2

2σ2

)

,

where A0 = 1 m is the amplitude, x0 is the center of
the Gaussian and σ is the width of the Gaussian. We set
x0 = −15 km and σ = 1 km, which provides a wave
packet that includes dispersive surface gravity waves at
frequencies above the LLW limit. We use the eigen-
mode solution and Fourier transforms in the x direc-
tion (using FFTs on the simulation grid) to determine
the pressure and particle velocities in the water corre-
sponding to a wave packet propagating in the +x direc-
tion with surface amplitude (60). The initial conditions

are shown in figure 3 and time-domain simulation re-
sults are shown in figure 4. Normal dispersion is visible
at high frequencies. Because H2 < H1, the reflection
coefficient is positive and the transmission coefficient
is greater than unity.

4.2 Reflection and transmission coefficients

From the simulation data, we extract the simulation
reflection and transmission coefficients using (52) and
(53), respectively. Results are shown in figure 5. The
reflection and transmission coefficients match the LLW
solutions, given in (58) and (59), in the low frequency
limit, but differ at high frequency as seen in previous
studies (Newman, 1965; Miles, 1967; Dingemans, 1997).
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Figure 4 Simulation results for the step change in water
depth problem, showing vertical displacement on the sur-
face (z = 0) through time.
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Figure 5 Reflection and transmission coefficients for the
step change in water depth problem, which approach the
linear long wave (LLW) solution in the low frequency limit.

5 Reflection and transmission coeffi-
cients for ice-covered water

Having verified our procedure for determining reflec-
tion and transmission coefficients from time-domain
simulations, we now turn to the problem of wave inter-
action with floating ice shelves (Figure 1a).

5.1 Simulation results
We use the same initial conditions for the wave packet
as used in the step change in depth problem. Inci-
dent surface gravity waves in the open water impact
the ice shelf, exciting both flexural gravity and exten-
sional Lambwaves. The flexural gravity waves are dom-
inantly expressed in the vertical components (figure 6)
and extensional Lamb waves are dominantly expressed
in the horizontal component (figure 7). We also show
the horizontal normal stress σxx in figure 8. The largest
stresses are carried by flexural gravity waves, not ex-
tensional Lamb waves. Because these waves are in the
long wavelength limit where plate theory is valid, equa-
tion (43) could also have been used to calculate stresses
fromflexural gravity waves at the ice shelf surface, after
Fourier transforming the simulation results.

5.2 Reflection and transmission coefficients
Following the procedure described in section 3.2,
we calculate reflection and transmission coefficients.
These propagating wave reflection/transmission results
are only valid away from the ice shelf edge, where addi-
tional evanescent modes contribute to the motions. Re-
sults are shown in Figure 9. We begin by explaining the
reflection and transmission of surface gravity andflexu-
ral gravity waves (Figure 9a), both quantified in terms of
the vertical displacement amplitude on the water or ice
surface. At low frequencies, the results match expecta-
tions from linear longwave theorywithout ice, illustrat-
ing that the additional inertia and elastic resistance to
flexure of the ice are negligible; because H2 < H1, the
transmission coefficient is greater than unity (T > 1) in

the low-frequency limit. As frequency increases, R and
T both decrease, as seen for the step change in depth
problem without ice (Figure 5). The decrease of R for
this problem arises from the shorter wavelength waves,
which involve motions of the water at depths of order
the wavelength, becoming less sensitive to the water
depth. In the high frequency limit, the waves simply
propagate across the step without reflection. In con-
trast, for the ice shelf problem, the reflection coefficient
begins increasing around 0.01 Hz as the stiffness and
inertia of the ice shelf begin to impede wave transmis-
sion. The anticipatedhigh frequency limit forR is unity,
meaning that surface gravity waves are fully reflected.
Next we examine transmission of extensional Lamb

waves, whichwe quantify in terms of the horizontal dis-
placement amplitude on the ice surface (Figure 9c,d).
The transmission coefficient increases as frequency de-
creases, passing through unity around 0.001 Hz. Trans-
mission coefficients larger than unity indicate that hor-
izontal displacements of the ice surface carried by ex-
tensional Lamb waves exceed vertical displacements of
the incident gravity waves. In the low frequency limit,
T diverges asω−1, a behavior that we explain in the next
section.

5.3 Mechanism for extensional Lamb wave
excitation

In this section we provide a quantitative theory for the
excitation of extensional Lamb waves by incident sur-
face gravity waves. The incident waves cause pres-
sure changes in the water column and these pressure
changes exert a horizontal force on the submerged por-
tion of the ice shelf edge. This excites extensional Lamb
waves. This conceptual mechanism was suggested by
Chen et al. (2018), whichwe extend quantitatively as fol-
lows.
Consider an incident, time-harmonic surface gravity

wave of amplitude A. The wave amplitude at the ice
shelf edge differs from A because of the superposition
of incident and reflected waves. By neglecting evanes-
cent modes, we approximate the amplitude at the edge
as (1 + R)A, where R is the frequency-dependent sur-
face gravity wave reflection coefficient. Next we esti-
mate the pressure change in the water column associ-
atedwith the surface gravitywaves as p = ρwg(1+R)IA,
where

(61)I(ω) =
ρw

ρiHi

∫ 0

−(ρi/ρw)Hi

cosh(k(z + H1))

cosh(kH1)
dz,

is the normalized integral of the depth-dependent pres-
sure changes from the eigenmode solution given in Ap-
pendix A and k is the wavenumber of surface gravity
waves at angular frequency ω. The normalization is
chosen so that I → 1 in the low frequency limit (kHi ≪
1) where pressure changes are approximately uniform
over the submerged portion of the shelf front. We find
that I ≈ 1 over frequencies of interest in this study. This
pressure change gives rise to a net horizontal force

(62)F = p
ρi

ρw
Hi

= ρig(1 + R)IAHi.
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Figure 6 (a) Vertical displacement and (b) vertical velocity on the open-water and ice surface. Surface gravity waves in the
open-water region are normally dispersed with the longest wavelengths traveling at the linear long wave speed

√
gH1. The

ice shelf response is dominated by anomalously dispersed flexural gravity waves, with the longest wavelengths traveling at
the linear long wave speed

√
gH2.
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Figure 7 (a) Horizontal displacement and (b) horizontal velocity on the open-water and ice surface. In addition to surface
gravity waves in the open-water region and flexural gravity waves in the ice-covered water, we also see extensional Lamb
waves. These have minimal dispersion, dominantly horizontal particle motions, and propagate around the plane stress P-
wave speed of ice.

Next we assume that this force generates an effectively
1D extensional Lamb wave with depth-independent
normal stress σxx and horizontal particle velocity vx.
The depth-independence of these fields holds asymp-
totically in the limit of horizontal wavelengths greatly
exceeding ice thickness, as evident from the eigenfunc-
tions in Appendix A. This limit is well justified for fre-
quencies of interest. The stress and particle velocity
are related by the extensional Lamb wave impedance:
−σxx = ρicpsvx, where we have assumed that the phase
velocity is approximately cps (Figure 2b). Force balance
requires F = −σxxHi, such that −σxx = ρig(1 + R)IA.
Inserting this into the impedance relation, we obtain
vx = (g/cps)(1 + R)IA. Finally, using vx = −iωux, we
obtain the extensional Lamb wave transmission coeffi-

cient (defined as the ratio ux/A)

(63)Tx,e(ω) =
ig[1 + R(ω)]I(ω)

ωcps
.

This prediction, using the R(ω) derived from the sim-
ulations, is plotted in Figure 9c,d. There is excellent
agreement with the simulation-derived Tx,e(ω). We
note that in the low frequency limit (i.e., very long pe-
riod band), where the ice has negligible effect on gravity
wave propagation except bymodifying the water depth,
we can approximate R(ω) ≈ RLLW , which is indepen-
dent of frequency, and I(ω) ≈ 1. This reveals the Tx,e ∝
ω−1 divergence seen in our simulation results (Figure
9c,d).
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Figure 8 Tensile and compressional horizontal normal stresses (σxx) in the ice andminus pressure (−p) in the water, high-
light the propagating long wavelength extensional Lamb waves and shorter wavelength flexural gravity waves. The exten-
sional Lambwave exhibits symmetric stressing about the centerline of the ice shelf, whereas the flexural gravitywave exhibits
antisymetric stressing. The largest stress changes are carried by the flexural gravity waves.

5.4 Tilt contribution tohorizontal seismome-
ter measurements

Our theory and simulation results provide a predic-
tion of both horizontal and vertical displacements of
the ice shelf surface, which can be compared to seis-
mic observations. Here we combine previous results
to predict the frequency-dependent ratio of horizon-
tal to vertical displacements. We assume that hor-
izontal displacements are dominated by extensional
Lamb waves and that vertical displacements are dom-
inated by flexural gravity waves. The predicted dis-
placement ratio is therefore approximated as |ux|/|uz|≈
|Tx,e(ω)|/|Tz,f (ω)|. We focus on the low frequency limit
where the ice has minimal influence on flexural grav-
ity waves, except by reducing the water depth, so that
Tz,f (ω) can be approximated as the LLW transmission
coefficient (59). Similarly, the surface gravity wave
reflection coefficient can be approximated using (58).
Then, using these results in (63), and noting that for the
LLWproblem 1 + RLLW = TLLW , we find the predicted
horizontal-to-vertical displacement ratio

(64)|ux|
|uz| ≈ g

ωcps
≈ 1 mHz

f
,

with the latter expression using the value of cps for our
simulation parameters. Thus vertical displacements
arepredicted tobe larger thanhorizontal displacements

for frequencies greater than ∼1mHz, whereas horizon-
tal displacements will be larger for lower frequencies.

This prediction is in apparent contradiction to obser-
vations, which can be found in power spectral density
plots for horizontal and vertical seismometer data in
Figure 3 of Bromirski et al. (2017). The observations
show larger horizontal motions not just in the very long
period band but also in the infragravity band. There
are several possible explanations for this discrepancy.
First, there could be some additional extensional Lamb
wave source that is unaccounted for in our model. Tur-
bulent drag along the base of the ice shelf during wave
motions in the sub-shelf cavity would provide an ad-
ditional horizontal force that would excite extensional
Lamb waves. Drag of this form is widely used in shal-
lowwater wavemodeling, with basal shear stress (drag)
being proportional to the square of horizontal veloc-
ity. Given that this is a nonlinear forcing mechanism,
frequency-dependent excitation of extensional waves
cannot be quantified without detailed modeling of the
broadband wavefield. We defer this to future work.
Another hypothesis is that the horizontal seismome-
ter components are not only measuring horizontal dis-
placements, but also include contributions from tilt.
Tilt effects are most important at low frequencies, and
studies of atmospheric coupling to the solid Earth have
identified tilt as important or even dominant at the fre-
quencies of interest to us (Rodgers, 1968; Tanimoto and
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Figure 9 (a) Simulation-derived reflection coefficient (blue) and flexural gravity wave vertical transmission coefficient (yel-
low) with linear long wave limits for the step depth change problem (red and purple). (b) Diagram illustrating extensional
Lambwave excitationbypressure changes exertedon the ice shelf faceby surface gravitywaves. (c andd) Simulation-derived
extensional Lamb wave horizontal transmission coefficient (green), the analytical prediction for the transmitted extensional
wave given in equation (63) (black dashed), and and flexural gravity wave tilt contribution to horizontal seismometer mea-
surements given by equation (65) (magenta).

Wang, 2018).
To explore this possibility, we follow Rodgers (1968)

by calculating the tilt contribution to horizontal seis-
mometer measurements as

(65)
u

h,tilt = − g

ω2

∂ŵ(x, ω)

∂x

= − igk

ω2
ŵ,

where the subscript h denotes the seismometer hori-
zontal component and ŵ is the vertical displacement of
the surface in the frequency domain. The final expres-
sion follows by assuming eikx dependence of the prop-
agating wave, where k is the wavenumber for a given
wave mode at angular frequency ω.
We calculate the tilt contribution from both exten-

sional Lamb and flexural gravity waves, taking ŵ from
our simulations as before, which we normalize by the
amplitude of the incident surface gravity wave. We
find that the tilt contribution from extensional Lamb
waves is negligible in comparison to the actual hori-
zontal displacements carried by these waves. In con-
trast, the tilt contribution from flexural gravity waves,
which is shown in Figure 9c,d, is larger than the hori-
zontal extensional Lamb wave displacements over the

entire frequency band of our study. Specifically, flex-
ural gravity wave tilt is an order of magnitude larger
than extensional Lamb wave horizontals at frequencies
∼0.001 Hz characterizing the very long period band.
This ratio decreases toward unity in the infragravity
wave band. Thus we conclude that horizontal compo-
nent seismometers are primarily measuring tilt from
flexural gravity waves, especially at low frequencies be-
low 0.0025 Hz.
Additional features of the seismic observations sup-

port this idea. Figure 9 of Chen et al. (2018) provides
cross-correlation-based seismograms, bandpassed to
0.002-0.004 Hz, showing move-out at the flexural grav-
ity wave speed on both vertical and horizontal compo-
nents. The beamforming dispersion analysis in their
Figure 8 shows larger power on the horizontal com-
ponent than the vertical component along the flexural
gravity wave dispersion curve at frequencies less than
0.02 Hz. This is inconsistent with the expected horizon-
tal to vertical ratio for flexural gravity waves, but at least
qualitatively consistent with our results in Figure 9.
To further test the tilt hypothesis, we perform a cross-

spectrum analysis at Ross Ice Shelf station DR10 (Fig-
ure 10a). Figure 10b and c shows coherence, normal-
ized between 0 and 1, between the two horizontal com-
ponents and the vertical component. The high coher-
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ence between north and vertical components, and low
coherence between east and vertical components, is
consistent with the primary direction of wave propaga-
tion being from the north (ice shelf edge) to the south.
The tilt model also predicts a phase shift. Our cross-
spectrum analysis uses the opposite sign convention
for time Fourier transforms as elsewhere in our study,
which reverses the sign of equation (65). After account-
ing for this, the predicted phase is π/2, which is consis-
tent with the data below 0.02 Hz (Figure 10d). There-
fore we conclude that tilt from flexural gravity waves
propagating away from the ice shelf edge provides a sig-
nificant contribution to the north-south horizontal seis-
mometer measurements at these low frequencies.

6 Conclusion
In this work we have modeled the wave response of the
ice shelf and sub-shelf ocean cavity to a surface gravity
wave that is incident from open water. This was done
using a depth-resolved 2D vertical cross-section model,
accounting for full elastodynamics of the ice shelf, in
contrast to most prior work that utilizes a bending plate
model for the shelf. We extract frequency-dependent
reflection and transmission coefficients from our time-
domain simulation results, in particular focusing on
the amplitude of transmitted flexural gravity and ex-
tensional Lamb waves. The incident waves cause pres-
sure changes in the water column at the ice shelf edge,
producing a time-varying horizontal force on the sub-
merged portion of the ice shelf edge, which excites ex-
tensional Lamb waves. A quantitative version of this
theory shows excellent agreement with our simulation
results.
Our model also provides a prediction of the horizon-

tal and vertical displacements of the ice shelf surface,
which are primarily controlled by extensional Lamb
waves and flexural gravity waves, respectively. The ver-
tical is predicted to exceed the horizontal at frequencies
greater than ∼0.001 Hz, which is not seen in seismic
data from theRoss Ice Shelf (Bromirski et al., 2017; Chen
et al., 2018). We attribute this discrepancy to the ex-
pression of tilt from flexural gravity waves on the hori-
zontal seismometer components, which ourmodel pre-
dicts will be larger than extensional Lamb wave hori-
zontal displacements at frequencies in the infragravity
wave band and lower. We validate this hypothesis by
cross-spectrum analysis of the Ross Ice Shelf seismic
data. This result implies that extensional Lamb wave
amplitudes are most likely smaller than previous stud-
ies have suggested. Ourmodeling suggests that stresses
imparted to the ice shelf by incident ocean waves are
primarily carried by flexural gravity waves. Even if they
play a smaller role in fracture processes than previous
thought, extensional Lamb waves are still valuable for
constraining the elastic properties of ice (Diez et al.,
2016; Chen et al., 2018).
Future extensions of thiswork are required to explore

more realistic geometries, finite-length ice shelves and
interaction with grounded ice, and the extension from
2D to 3D with obliquely incident waves. Nonetheless,
ourwork provides an important advance in understand-

ing the wave response of ice shelves to incident ocean
waves, a problem receiving growing attention due to the
possible role of wave-induced stresses in fracture and
calving.
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A Wavemodes in ice-covered water
In this appendix, we seek ei(kx−ωt) solutions for an elas-
tic ice shelf over an acoustic ocean with gravity. This
problem was solved by Press and Ewing (1951) for in-
finitely deep water and by Lipovsky (2018) for finite
depth (but incompressible) water. For simplicity we do
not use the hat notation for frequency-domain fields
that is used in the main text. The solution is developed
by solving for the response in the ice and water, sepa-
rately, to an imposed pressure P on the side bounding
the ice-water interface. For the ice, this means −σzz =
P , and for the water, this means p − ρgη = P . This
response includes the vertical velocity vz at the same
location, which defines the impedances of the ice and
water layers, Zi and Zw, defined as P/vz. Enforcing
interface conditions (12)-(14) is equivalent to matching
impedance: Zw = Zi, a convenient procedure used by
Biot (1952) for a related problem. For notational conve-
nience, the ei(kx−ωt) term is implied, and we denote the
water depth as H and ice thickness as 2h. Furthermore,
we place z = 0 at different locations when deriving the
water and ice response to simplify the solution.

A.1 Impedanceofacousticoceanwithgravity
The general solution in the water, with z = 0 being the
water surface, is (Kundu et al., 2015)

(66)p = A sinh(κz) + B cosh(κz),

(67)vx =
k

ρwω
[A sinh(κz) + B cosh(κz)] ,

(68)vz =
κ

iρwω
[A cosh(κz) + B sinh(κz)] ,

(69)η = A
κ

ρwω2
,

where κ =
√

k2 − ω2/c2
0 and the coefficients A and B

are to be determined. Setting vz = 0 on z = −H gives
(70)A cosh(κH) − B sinh(κH) = 0.

Next we enforce p − ρwgη = P on z = 0 to obtain

(71)−gκ

ω2
A + B = P.

It follows that
(72)A =

sinh(κH)

D0
P,

(73)B =
cosh(κH)

D0
P,

(74)D0 = cosh(κH) − gκ

ω2
sinh(κH),

where D0 = 0 is the dispersion relation for wave
modes in an ocean with a free surface on top. The
impedance is

(75)Zw =
iωρwD0

κ sinh(κH)
.

A.2 Impedance of elastic ice shelf
Next we solve for the response of an elastic ice shelf of
thickness 2h. It is convenient to set z = 0 along the cen-
terline with boundary conditions enforced at z = ±h.
The displacements and traction components of stress
are

(76)ux = k
(

A1e−αz + A2eαz
)

+ iβ
(

B1e−βz − B2eβz
)

,

(77)uz = iα
(

A1e−αz − A2eαz
)

− k
(

B1e−βz + B2eβz
)

,

(78)σxz/µ = −2kα
(

A1e−αz − A2eαz
)

− i
(

k2 + β2
) (

B1e−βz + B2eβz
)

,

(79)σzz/µ = −i
(

k2 + β2
) (

A1e−αz + A2eαz
)

+ 2kβ
(

B1e−βz − B2eβz
)

,

for coefficients Ai, Bi and

(80)α =
√

k2 − ω2/c2
p

(81)β =
√

k2 − ω2/c2
s.

Note that symmetric modes will have A1 − A2 = 0 and
B1 + B2 = 0, whereas antisymmetric modes will have
A1 + A2 = 0 and B1 − B2 = 0.
Next we enforce σxz = 0 on z = ±h, σzz = 0 on z = h,

and σzz = −P on z = −h:

(82)−2kα
(

A1e−αh − A2eαh
)

− i
(

k2 + β2
) (

B1e−βh + B2eβh
)

= 0,

(83)−2kα
(

A1eαh − A2e−αh
)

− i
(

k2 + β2
) (

B1eβh + B2e−βh
)

= 0,

(84)−i
(

k2 + β2
) (

A1e−αh + A2eαh
)

+ 2kβ
(

B1e−βh − B2eβh
)

= 0,

(85)
−i

(

k2 + β2
) (

A1eαh + A2e−αh
)

+ 2kβ
(

B1eβh − B2e−βh
)

= −P

µ
.

Then form linear combinations of the resulting equa-
tions to highlight excitation of symmetric and antisym-
metric modes. Symmetric modes are determined by

(86)−2kα sinh(αh)(A1 + A2)

− i
(

k2 + β2
)

sinh(βh)(B1 − B2) = 0,

(87)
−i

(

k2 + β2
)

cosh(αh)(A1 + A2)

+ 2kβ cosh(βh)(B1 − B2) = − P

2µ
,

16 SEISMICA | volume 2.1 | 2023

http://doi.org/https://doi.org/10.1016/0261-7277(82)90016-X
http://doi.org/https://doi.org/10.1016/0261-7277(82)90016-X


SEISMICA | RESEARCH ARTICLE | Excitation of Flexural Gravity and Extensional LambWaves

and antisymmetric modes by

(88)
−2kα cosh(αh)(A1 − A2)

− i
(

k2 + β2
)

cosh(βh)(B1 + B2) = 0,

(89)
−i

(

k2 + β2
)

sinh(αh)(A1 − A2)

+ 2kβ sinh(βh)(B1 + B2) = − P

2µ
.

The determinants of the coefficient matrices provide
the dispersion relations for symmetric (DS = 0) and
antisymmetric (DA = 0) modes of an elastic layer
bounded by free surfaces:

(90)DS = 4k2αβ sinh(αh) cosh(βh)

−
(

k2 + β2
)2

cosh(αh) sinh(βh),

(91)DA = 4k2αβ cosh(αh) sinh(βh)

−
(

k2 + β2
)2

sinh(αh) cosh(βh).

Thedispersion relationsDS = 0 andDA = 0 aremore
often written as (e.g., Lamb, 1917; Achenbach, 1973,
2003)

(92)tanh(βh)

tanh(αh)
=

4k2αβ

(k2 + β2)
2 (symmetric),

(93)tanh(βh)

tanh(αh)
=

(

k2 + β2
)2

4k2αβ
(antisymmetric).

The coefficients are given by

(94)A1 + A2 =
i
(

k2 + β2
)

sinh(βh)

DS

P

2µ
,

(95)B1 − B2 = −2kα sinh(αh)

DS

P

2µ
,

(96)A1 − A2 =
i
(

k2 + β2
)

cosh(βh)

DA

P

2µ
,

(97)B1 + B2 = −2kα cosh(αh)

DA

P

2µ
,

and hence,

(98)A1 = i
(

k2 + β2
)

[

sinh(βh)

DS
+

cosh(βh)

DA

]

P

4µ
,

(99)A2 = i
(

k2 + β2
)

[

sinh(βh)

DS
− cosh(βh)

DA

]

P

4µ
,

(100)B1 = −2kα

[

sinh(αh)

DS
+

cosh(αh)

DA

]

P

4µ
,

(101)B2 = −2kα

[

− sinh(αh)

DS
+

cosh(αh)

DA

]

P

4µ
.

Next we calculate impedance of the ice as Zi = P/vz,
where vz = −iωuz is evaluated at z = −h:

(102)Zi =
2iρic

4
s

ω3αF
,

(103)F =
sinh(αh) sinh(βh)

DS
+

cosh(αh) cosh(βh)

DA
.

A.3 Dispersion relation for coupled ice-water
system

The dispersion relation for the coupled system is ob-
tained by matching impedance, Zw = Zi, yielding

(104)ωρwD0

κ sinh(κH)
=

2ρic
4
s

ω3αF
.

The articleOcean Surface GravityWave Excitation of Flexural
Gravity and Extensional LambWaves in Ice Shelves©2023by
L.S. Abrahams is licensed under CC BY 4.0.

17 SEISMICA | volume 2.1 | 2023

http://creativecommons.org/licenses/by/4.0/


Production Editor:
Gareth Funning
Handling Editor:

Vitor Silva
Copy & Layout Editor:

Théa Ragon

Reviewed by:
Jonathan Griffin,

anonymous reviewer

Received:
August 22, 2022

Accepted:
April 21, 2023

Published:
June 23, 2023

doi:10.26443/seismica.v2i1.212

Exploring the Effect of MinimumMagnitude on
California Seismic Hazard Models
Molly M. Gallahue ∗ �1, Leah Salditch �2, Madeleine C. Lucas3, James Neely �1,4, Seth Stein �1,4,
Norman Abrahamson5, Susan E. Hough �6

1Department of Earth and Planetary Sciences, Northwestern University, Evanston, Illinois U.S.A., 2U.S. Geological Survey, Geologic Hazards
Science Center, Golden, Colorado, U.S.A., 3Department of Earth and Space Sciences, University of Washington, Seattle, Washington, U.S.A.,
4Institute for Policy Research, Northwestern University, Evanston, Illinois, U.S.A., 5Department of Civil and Environmental Engineering,
University of California, Berkeley, California, U.S.A., 6U.S. Geological Survey, Earthquake Science Center, Moffett Field, California, U.S.A.

Author contributions: Conceptualization: All authors. Data Curation: M. Gallahue, L. Salditch, N. Abrahamson, M. Lucas, J. Neely. Formal Analysis: M. Gallahue,
N. Abrahamson. Funding Acquisition: N. Abrahamson, S. Stein, S. Hough. Investigation: M. Gallahue, N. Abrahamson, S. Stein, S. Hough. Methodology: N.
Abrahamson. Resources: L. Salditch. Validation: M. Gallahue, N. Abrahamson. Visualization: M. Gallahue, N. Abrahamson, S. Stein, S. Hough. Writing – original
draft: M. Gallahue. Writing – review & editing: M. Gallahue, S. Stein, S. Hough, L. Salditch.

Abstract A recent topic of interest is the performance of probabilistic seismic hazard maps relative to
historically observed shaking. Past studies in several areas have documented an apparent discrepancy be-
tween seismichazardmappredictions andhistorically observed shaking. Toexplorewhether this discrepancy
arises because of incompleteness in historical intensity catalogs, we consider maps and historical intensities
from California. Current probabilistic seismic hazard maps for California appear to predict stronger short pe-
riod shaking than historical maxima captured by the California Historical Intensity Mapping Project (CHIMP)
dataset between 1857 and 2019. We estimate that CHIMPhas amagnitude completeness betweenM6 and 6.6,
whereas California hazard maps assume a minimum magnitude (MMin) of 5. Disaggregating the maps shows
that earthquakes smaller than M6 and 6.6 respectively contribute about 25% and 45% of hazard across Cali-
fornia. Increasing the hazardmap’s MMin to 6 and 6.6 respectively reduces the discrepancy between predicted
and observed shaking by approximately 10–20% and 30–35%. These reductions are not enough to bring the
maps and data in alignment. Thus, MMin inconsistencies contribute to, but are not the sole cause of, the dis-
crepancy between predicted and historically observed shaking. These results may be generally applicable to
maps elsewhere, although MMin will vary for different historical datasets.

1 Introduction
Probabilistic seismic hazard analyses (PSHA) forecast
the probability, p, that during t years of observations
shaking at a site will exceed the value shown in amodel
with a τ -year return period, assumed to be described by
a negative exponential distribution,

p = 1 − exp

(

−t

τ

)

(1)

(Cornell, 1968; Field, 2008). Assuming the same behav-
ior over time as over space (the ergodic assumption), p
also gives the fraction of sites where observed shaking
is expected to exceed the mapped value for any map re-
turn period and duration of observations. As the ratio
of the observation time to the return period increases,
p should also increase because an increasing fraction of
the area will have experienced larger earthquakes and
thus higher shaking.
This approach, which was introduced by Ward (1995)

and used in subsequent analyses (e.g., Albarello and
D’Amico, 2008; Fujiwara et al., 2009; Miyazawa and
Mori, 2009; Stirling andGerstenberger, 2010; Nekrasova

∗Correspondingauthor: mollygallahue2023@u.northwestern.edu

et al., 2014; Tasan et al., 2014; Mak and Schorlemmer,
2016a) considers many sites to avoid the constraint that
large ground motions at any given site are rare. At any
one site, the annual rate of exceedance is 1/τ . PSHA
models and corresponding maps are based on assump-
tions about the rates, spatial distribution, and sizes of
potential future earthquakes, and ground-motion mod-
els (GMMs) that predict the resulting shaking.

Because PSHA maps are critical for earthquake haz-
ard assessment and risk mitigation, assessing how well
PSHA models and maps forecast observed shaking is
important. The problem is challenging both because
of limitations in the available data and because of con-
ceptual issues regarding the assessment of probabilis-
tic forecast performance (Marzocchi and Jordan, 2014;
Stein et al., 2015; Wang, 2015; Vanneste et al., 2018;
Brooks et al., 2019; Gneiting and Katzfuss, 2014). In
particular, shaking data recorded after a PSHA model
was made typically span a time period (t) that is ex-
tremely short compared to the return period of the
hazard map (τ ) (e.g., 475 or 2475 years). Hence most
post-PSHA model shaking datasets do not fully include
the moderately large and large earthquakes that of-
ten control hazard for an area. One approach to ad-
dress this problem is retrospective assessment, or hind-
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Figure 1 (a) Maximum observed intensity data in 10 × 10 km grid cells from CHIMP (Salditch et al., 2020). (b) Histogram of
the magnitudes of the 62 earthquakes included in CHIMP.

casting, which uses compilations of historical shaking
data spanning hundreds of years (Stirling and Petersen,
2006; Nekrasova et al., 2014;Mak et al., 2014; Stein et al.,
2015; Brooks et al., 2016, 2017, 2018), or in some cases,
smaller datasets of instrumental ground-motion data
(Stirling and Gerstenberger, 2010; Mak and Schorlem-
mer, 2016b). The method is similar to that used by me-
teorologists to improve weather forecasts (Stein et al.,
2015).
PSHA maps have recently been compared to histor-

ical datasets for several countries. Comparisons of
mean hazard maps with catalogs of historical data for
Italy, Japan, and California, (USA) have all shown that
maps appear to overpredict shaking relative to histor-
ical datasets (Stein et al., 2015; Brooks et al., 2016;
Salditch et al., 2020). Comparisons for France andNepal
yield similar results (Drouet et al., 2020; Salditch, 2021).
Similar studies using ShakeMap data for Australia also
demonstrate that the models appear to predict higher
shaking than observed in the last 50 years (Allen et al.,
2023). Thus, a similar discrepancy arises in different re-
gions for shaking datasets and hazard maps developed
by different groups and approaches. Although some
studies have found that hazard maps are consistent, or
even underpredict, relative to historical datasets (e.g.,
Rey et al., 2018; Griffin et al., 2019), these studies con-
sider the largest intensities, above which observed data
are considered complete. In doing so, these studies
exclude regions where observed intensities are signif-
icantly less than those predicted, which is where the
discrepancy arises. Although a compilation of histori-
cally observed shakingmay not be complete at theMMI

3 or 4 (say) level, a fair overall comparison of a haz-
ard map should consider grid cells for which one has
historically observed maximum intensities. A poten-
tial incompleteness bias in historical intensity catalogs
is countered by a general reporting bias, whereby se-
vere effects aremore likely to be documented thanmild
or moderate effects (e.g., Hough, 2013). This report-
ing bias persists with the DYFI system: Mak and Schor-
lemmer (2016a) showed that, to first order, population
density and shaking severity control the likelihood that
a DYFI response will be received. Additionally, these
studies examine individual sites, which differs from our
approach of examining the entire map.
This discrepancy might have several causes, as dis-

cussed by Salditch et al. (2020), including that the data
may be biased low, the maps may be biased high, or
that the misfit may arise purely by chance. One possi-
ble cause of the data being biased low is that databases
of historically observed shaking may be incomplete
for magnitudes that contribute to hazard. To explore
this issue, we consider U.S. Geological Survey (USGS)
mean probabilistic seismic hazard maps for California
and historical observed shaking captured in the Califor-
nia Historical Intensity Mapping Project (CHIMP). The
CHIMP catalog is publicly available, and the USGS pro-
vides a publicly available tool for disaggregation (https:
//earthquake.usgs.gov/hazards/interactive/), making this
study possible.
CHIMP is the first comprehensive compilation of ob-

served seismic intensities from 62 of the largest earth-
quakes (moment magnitude M4.7-7.9; most with M>6)
in California over a 162-yr period between 1857 and

2
SEISMICA | volume 2.1 | 2023

https://earthquake.usgs.gov/hazards/interactive/
https://earthquake.usgs.gov/hazards/interactive/


SEISMICA | RESEARCH ARTICLE | Exploring the Effect of MinimumMagnitude on California Seismic Hazard Models

Figure 2 Schematic illustrating three possible adjustments to the hazardmodel that couldmake thepredictedhazardmore
consistent with the observed shaking data at a site. Ideally, curves should pass through the yellow diamonds. Curves to the
right of the yellow diamonds predict higher shaking than observed in the historical catalog. Arrows show in which direction
adjustments change the original hazard curve. 475-yr and 2475-yr return periods (RP) shown.

2019 (Fig. 1b) (Salditch et al., 2020). Intensity values,
measured on the Modified Mercalli Intensity (MMI)
scale (Wood and Neumann, 1931) were collected from
sources including historical newspaper accounts, USGS
postcard questionnaires, USGS “DidYou Feel It?” (DYFI)
program responses, and oral history accounts (Salditch
et al., 2020). Assigned intensity values were then ag-
gregated into 10 × 10 km regions, giving the maximum
observed intensity in each (Fig. 1a). The nominal un-
certainty of each observation is +/- one intensity unit
(Salditch et al., 2020), a standard variation between re-
searchers (Hough and Page, 2011; Salditch et al., 2018).

This process is likely to miss shaking due to some
smaller historical events forwhichaccounts are limited,
and possibly moderate earthquakes outside of Califor-
nia borders that were felt within the state. Salditch et al.
(2020) explored CHIMP incompleteness from histori-
cal population distributions through interpolated inten-

sities for the three largest earthquakes in California
(1857 Fort Tejon, 1872 Owens Valley, and 1906 San Fran-
cisco). They showed that results did not change appre-
ciably when more spatially dense intensity values for
past large earthquakes were included. Incompleteness
of intensity observations at individual points is thus un-
likely to account for the discrepancy betweenmaps and
observed intensities.
To compare hazard maps with CHIMP, Salditch et al.

(2020) converted the 2018USGS seismic hazardmap (Pe-
tersen et al., 2020) frompeak ground acceleration (PGA)
toMMI viaWorden et al. (2012)magnitude and distance
independent ground-motion intensity conversion equa-
tion (GMICE). Here, we use PGA converted to MMI haz-
ard maps for consistency with the Salditch et al. (2020)
study.
Equation 1, for t = 162 years, predicts that the fraction

of sites where observed shaking exceeds the mapped
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hazard value should be p = 0.289 and 0.063 for 475-
and 2475-yr return periodmaps, respectively. However,
the observed fraction of site exceedances, f, calculated
by dividing the number of sites where CHIMP data is
higher than a 475- and 2475-yr hazard map’s prediction
by the total number of CHIMP sites, is considerably
lower than either p. Salditch et al. (2020) found f = 0.064
and 0.006 for the 475- and 2475-yr maps, respectively.
The performance of hazard maps can be quantified

using M0, the fractional exceedance metric, which is
defined as |f – p| (Stein et al., 2015). Ideally this met-
ric would equal 0, and larger M0s indicate a greater
discrepancy between predictions and observations. We
also consider the ratio f/p, which can be thought of as
a scale factor for the number of earthquakes contribut-
ing to hazard thatwould be needed to align themappre-
dictions and observations. Map “overprediction” arises
when p > f.
Salditch et al. (2020) found that p is greater than f for

the maps with both a 10% probability of exceedance in
50 years (475-yr return period) and a 2% probability of
exceedance in 50 years (2475-yr return period), so both
overpredict shaking relative to the CHIMP data. This
pervasive discrepancy has important implications and
calls for detailed investigation.
The overprediction of the shaking data could be influ-

enced by three different factors, shown schematically
via the hazard curve for an individual site (Fig. 2) in
a hazard map. If the median ground motions as pre-
dicted by GMMs were smaller, the hazard curve would
shift horizontally, bringing it in closer alignment with
observed data. Alternatively, if the assumed hazard
model’sMMin, the minimummagnitude of earthquakes
included in the hazard calculation, were higher, the
hazard curve would shift vertically because hazard is
reduced due to fewer contributing earthquakes, again
bringing it into closer alignment with observed intensi-
ties. Lastly, if the aleatory, or random, variability of the
ground-motion models were smaller, the hazard distri-
bution would be narrowed, thus steepening the hazard
curve. Other effects can also change the hazard curves,
but we consider these to be the simplest and thus most
likely.
There are several assumptions made when building

and testing a hazard map. The comparisons by Salditch
et al. (2020) used PSHAmaps for a reference site condi-
tion, leaving open the possibility that the results might
be significantly different if site response were included.
Gallahue et al. (2022) showed, however, that incorpo-
rating site effects (as predicted by NGA-West2) did not
appreciably change high-frequency PSHA maps, and
thus that site effects are not a cause of the discrepancy.
The weak predicted influence of site response on high-
frequency ground motion is due to nonlinear damping
at strong shaking levels. Furthermore, comparison of
hazard maps (traditionally given in PGA) to observed
shaking records (in seismic intensity) requires the use
of a GMICE. Salditch et al. (2020) converted PGA hazard
maps to intensity using theWorden et al. (2012) GMICE.
However, a recent study by Gallahue and Abrahamson
(2023) found that the methodology used in the Worden
GMICE (andothers) leads to overestimated intensities at

PGAs relevant to hazardmaps. These biasedGMICEwill
contribute to the observed discrepancy. USGS hazard
maps also rely on the mean hazard, but median hazard
curves may better align with observed data. Other fac-
tors, such as nonergodic ground-motion models used
to develop the maps or spatial correlation effects, could
also contribute to the discrepancy.
In this paper, we consider whether removing the con-

tribution to seismic hazard from smaller earthquakes
(increasing MMin in the hazard maps) to adjust for in-
completeness of the CHIMP dataset could contribute
to the observed overprediction (Fig. 2). This evaluates
the assumption that theminimummagnitudes between
maps and data are consistent, or the differences are ir-
relevant. USGS mean PSHA maps, which we refer to as
the referencemaps, use aminimummagnitudeMMin of
5 in hazard calculations for California (Petersen et al.,
2015, 2020). However, the magnitude for completeness
is larger for CHIMP. The PSHA maps were also gener-
ated using earthquakes within a 100-km zone beyond
state borders.

Figure 3 Frequency-magnitude distribution (FMD) of
earthquakes in the CHIMP dataset. Estimated catalog
completeness level isM6.6 (dashed vertical line).

CHIMP considers all earthquakes greater than M6,
and a few smaller ones. Thus, the lowest possible mag-
nitude of completeness of CHIMP isM6. Using themax-
imum curvature method (Mignan and Woessner, 2012)
to calculate the CHIMP catalog’s completeness, we find
the maximum value of the first derivative of the cu-
mulative frequency-magnitude distribution to be M6.6
(Fig. 3). Hence CHIMP is complete for M6.6+ but in-
cludes some smaller events if they were suspected to
control the maximum observed intensity at some sites.
We further note that evaluations of PSHA maps using
CHIMP rely on locations for which historical intensi-
ties are available. Catalog completeness will be lowest
in sparsely populated regions; i.e., intensity values will
tend to be missing in regions where the catalog is least
complete. We thus expect that missing moderate earth-
quakes in sparsely populated regions, including in the
100-km zone outside of California borders, will tend to
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not contribute to assessed map performance. We thus
assume that the actual magnitude of completeness for
CHIMP is somewhere betweenM6 and 6.6 and evaluate
MMin at these endmembers. IfMMin = 6, 51 earthquakes
remain in the catalog. IfMMin = 6.6, 28 earthquakes re-
main. For completeness, becauseMMin can be difficult
to resolve, we also tested MMin = 6.8. These results did
not differ from those forMMin = 6.6.

2 Disaggregation of hazard for M>6
and M>6.6

We explore the effect of the minimum magnitude us-
ing disaggregation, which gives the fractional contribu-
tion to the total predicted hazard for a range of magni-
tudes and distances. Disaggregation results allow the
contribution to hazard from varying magnitudes, dis-
tances, and epsilons (number of standard deviations
above the median ground motion) to be understood
(Bazzurro andCornell, 1999). Effectively, this breaks the
hazard map into the input scenarios, and determines
the effect of each. From a mathematical basis, the frac-
tion of the hazard from all events withM≥5 that results
from events withM≥MMin is:

Haz PGA (z|M ≥ MMin)

= Haz PGA(z|M ≥ 5) Disagg (M ≥ MMin|PGA > z)
(2)

where z is predicted ground motion (in PGA),
Disagg(M≥MMin|PGA>z) is the hazard disaggrega-
tion assuming a magnitude greater than MMin and
PGA greater than z, and HazPGA(z|M≥ MMin) is the
hazard in terms of PGA of z assuming M≥5. Figure 4, a
disaggregation result for one site in California, demon-
strates how the removal of magnitudes less than a
certain value would reduce the total hazard (rate of
exceedance) due to using a larger MMin in the hazard
calculations. Excluding M5–6 reduces the hazard
less than excluding M5–6.6 because fewer events are
excluded.
We produce approximate hazard maps for MMin= 6

and MMin =6.6 using disaggregation results for a grid
of locations in California using the USGS Unified Haz-
ard Tool for return periods of 475 years and 2475 years,
corresponding to the two maps examined by Salditch
et al. (2020). Becausedisaggregation reports for the 2018
mean hazard model and map were not available in the
USGS tool at the time of this analysis, we used the 2014
mean values. Petersen et al. (2020) found that the mean
hazard in California stayed consistent between the 2014
model and the 2018 update, so results for 2014 are ex-
pected to be comparable to the more recent 2018 mod-
els. Additionally, the earthquake catalog and source
models for California in both the 2014 and 2018 maps
are from the Uniform California Earthquake Rupture
Forecast model (UCERF3). Thus, no earthquakes were
added or removed from 2014 to 2018, and no substan-
tial changes occurred in California hazard during this
time (Petersen et al., 2020, 2021).
We compute the fraction of the hazard due to larger

events at each grid site. The disaggregation shows that
the average contribution to hazard ofM≥6 events across

Figure 4 Disaggregation results for a site outside San
Francisco. Most of the hazard comes from events withmag-
nitudesgreater than~7anddistances<~50km. If thecontri-
bution from smaller magnitude events were removed, the
total hazard would decrease.

all sites is ~75% for the 475-yr return period map and
~76% for the 2475-yr return period map. Similarly, the
average contribution to hazard of M≥6.6 events across
all sites is smaller, ~53% for the 475-yr return period
map and ~55% for the 2475-yr return period map. At
each grid site, we reduce the hazard to that excluding
M<6 or 6.6 by scaling the hazard curve (Rukstales and
Petersen, 2019) by the calculated percent contribution
to hazard. Via log-interpolation on the hazard curves,
we derive the corresponding decrease in PGA. To scale
the hazard maps for the hazard from only M≥6 or 6.6
events, we adjust the reference hazard map PGA by
the PGA percent decrease at the closest grid location
(Fig. 5).
The percent decreases in PGA from the reference

map to themaps scaled to excludeM<6 or 6.6 are shown
in Fig. 6. Excluding the contribution from smaller
earthquakes reduces the hazard and thus the corre-
sponding predicted PGA. For 475-yr and 2475-yr return
periods, the reduction in the PGA from excluding M<6
events ranges from less than 10%near themajor coastal
faults to up to 35% in the Sierra foothills. Excluding the
contribution from M<6.6 events reduces PGA by up to
65% in the Sierra foothills.
These results show that M<6 events contribute sub-

stantially to predicted hazard (~25%), andM<6.6 events
contribute even more (~45%). This result is consis-
tent with the result of Minson et al. (2009), that due
to the aleatory variability of ground motions and the
Gutenberg-Richter distribution of magnitudes (Guten-
berg and Richter, 1944), strong short-period shaking is
more likely to be generated bymore frequentmoderate-

5
SEISMICA | volume 2.1 | 2023



SEISMICA | RESEARCH ARTICLE | Exploring the Effect of MinimumMagnitude on California Seismic Hazard Models

Figure 5 Schematic of decrease in hazard (PGA) with a 475-yr return period (RP) resulting from the hazard curve reduction
from increasingMMin.

magnitude earthquakes than by rarer large-magnitude
earthquakes. Fig. 6 shows that M<6 and 6.6 events
strongly contribute to hazard in some areas. Concep-
tually, we expect that hazard near major, active faults
will be controlled by large earthquakes on those faults.
However, away from major faults, hazard will be more
controlled by distributed background seismicity, so rel-
atively frequent moderate-magnitude events will con-
tribute more to overall hazard. Figure 7 shows the de-
crease of the scaled map relative to the reference for all
cases, highlighting the MMI reduction from removing
the contribution to hazard from smaller earthquakes.

It is worth noting that our described approach pro-
duces approximate maps for the given MMin. The ap-
proach used here assumes that the relative contribu-
tions of the sources to the target exceedance rate does
not appreciably change between the original and scaled
maps. To completely alter MMin would require chang-
ing the minimum magnitude during the calculation of
hazard curves that underlie the maps. In doing so,
the median and variance of ground motion and the ac-
tivity rate, all of which influence predictions, would
change. As described in Figure 2, changes to the me-
dian groundmotion shift the hazard curve horizontally,
whereas changes to variance would affect the slope of
the hazard curve. Changes to the activity rate would
shift thehazard curve vertically (Figure 2). However, de-

veloping hazardmaps involves extensive computations,
so in practice it is often not justifiable to compute haz-
ardmodels formultipleMMin, as evaluated in this paper.

3 ComparisonofM≥6Or6.6Mapswith
Historical Intensity Data

Using the metrics from Salditch et al. (2020), we as-
sessed how the hazard maps scaled forM≥6 or 6.6 per-
form relative to CHIMP historical intensity data. For
this comparison, we edited the CHIMP dataset to in-
clude data from onlyM≥6 or 6.6 earthquakes, which re-
duced the number of sites from that shown in Fig. 1a.
We only assess hazard map values at the locations in
which CHIMP data existed in theM≥6 or 6.6 sets; thus,
the total number of sites evaluated varies between each
consideredMMin. TheM≥6 or 6.6 scaled PGA map val-
ues were converted to MMI via Worden et al. (2012)’s
magnitude- and distance- independent equation that
does not include aleatory variability.
Comparison of exceedance rates (Fig. 8, 9) shows that

the scaled hazard maps excluding M<6 or 6.6 perform
better than the reference maps because the lower pre-
dicted hazard yields more observed exceedances (Ta-
ble 1, 2). However, the fractions, f, of sites where the
largest shaking exceeds that predicted from either map
remain much lower than the predicted fraction, p.
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Figure 6 Maps showing percent decreases in PGA. For 10%probability of exceedance in 50 years (475-yr return period)map
(a) excludesM<6 earthquakes and (e) excludesM<6.6 earthquakes. For the 2% probability of exceedance in 50 years (2475-yr
return period)map (c) excludesM<6 earthquakes and (g) excludesM<6.6 earthquakes. Distributions of the percent decreases
for (b), (f) the 475-yr return period and (d), (h) the 2475-yr return period maps. PGA decreases by an average of 18% for the
475-yr return period map and 15% for the 2475-yr return period map when excludingM<6. PGA decreases by an average of
32% for the 475-yr return periodmapand 27% for the 2475-yr return periodmapwhen excludingM<6.6. Themost substantial
PGA decrease is in the Sierra foothills.

For the 475-yr map with p = 0.289 when excluding
M<6, f increases from 0.071 (155 exceedances) to 0.107
(234 exceedances) for the scaled map. This represents
an increase of ~51%, or 79 sites. Similarly, for the 2475-
yr map with p = 0.063, f increases from 0.01 (21 ex-
ceedances) to 0.016 (35 exceedances), an increase of
~67%, or 14 sites. As a result, M0 values for the scaled
maps were 0.182 and 0.047 for the 10% probability and
the 2% probability of exceedance in 50 years maps,
lower (showing better fit) than the reference maps’ val-

ues of 0.218 and 0.053. The f/p ratios increased from
0.246 and 0.159 for the 475-yr and 2475-yr reference
maps to 0.370 and 0.254 for the scaled maps, respec-
tively, indicating improvement in map performance.
Similarly, for the 475-yr map with p = 0.289 when ex-

cludingM<6.6, f increases from0.063 (128 exceedances)
to 0.139 (283 exceedances) for the scaled map. This
represents an increase of ~121%, or 155 sites. For the
2475-yr map with p = 0.063, f increases from 0.009 (19
exceedances) to 0.025 (50 exceedances), an increase of
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Figure 7 Intensity residuals (reference map intensity minus scaled map intensity) from this study. Scaled map excluding
hazardM < 6 decreases the 475-yr return period (a) and 2475-yr return period (b) mapped values moderately relative to the
reference mapped values. Scaled map excluding hazard M < 6.6 decreases the 475-yr return period (c) and 2475-yr return
period (d) mapped values evenmore relative to the reference mapped values.

~178%, or 31 sites. M0 values for the scaled maps, 0.15
and 0.038 for the 10% probability and the 2% probabil-
ity of exceedance in 50 years map, were lower (show-
ing better fit) than those for the reference maps, 0.226
and 0.054. Similarly, f/p ratios increased from 0.218 and
0.143 for the 475-yr and 2475-yr referencemaps to 0.481
and 0.397 for the scaled maps, respectively, indicating
improvement in map performance.
Despite the improvements, the scaledmaps still over-

predict shaking relative to CHIMP data. We con-
struct 5–95% intervals for the predicted fraction of ex-
ceedance to explore if this could be due to chance. We
assume the uncertainty in the number of observed ex-

ceedances in 162 years follows a Poisson probability
model, such that

P (m ≤ N) = e
−t

τ

N
∑

m=1

t

τ

m

m!
(3)

where t is the length of the interval (162 years), τ is ap-
proximately the average number of years between each
exceedance (equal to 162/N), N is the predicted number
of exceedances, equal to 588 for the 475-yr maps and
128 for the 2475-yr return-periodmaps. We compute 5%
and 95% uncertainty ranges for N by finding N0.05 and
N0.95 such that P(m ≤ N0.05)=0.05 and P(m ≤ N0.95)=0.95.
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Reference map: 475-yr
return period

ScaledM6map: 475-yr
return period

Reference map: 2475-
yr return period

Scaled M6 map: 2475-
yr return period

p 0.289 0.289 0.063 0.063
5-95% range on p [0.270, 0.308] [0.270, 0.308] [0.054, 0.072] [0.054, 0.072]
f 0.071 0.107 0.01 0.016
Predicted number
of exceedances 632 632 138 138

Observed number
of exceedances 155 234 21 35

M0 (ideally 0) 0.218 0.182 0.053 0.047
f/p (ideally 1) 0.246 0.370 0.159 0.254

Table 1 Statistics of comparison of CHIMP data forM≥6 to both reference and scaled (M≥6) maps.

Reference map: 475-yr
return period

Scaled M6.6 map: 475-
yr return period

Reference map: 2475-
yr return period

Scaled M6.6 map:
2475-yr return period

p 0.289 0.289 0.063 0.063
5-95% range on p [0.270, 0.309] [0.270, 0.309] [0.054, 0.072] [0.054, 0.072]
f 0.063 0.139 0.009 0.025
Predicted number
of exceedances 588 588 128 128

Observed number
of exceedances 128 283 19 50

M0 (ideally 0) 0.226 0.15 0.054 0.038
f/p (ideally 1) 0.218 0.481 0.143 0.397

Table 2 Statistics of comparison of CHIMP data forM≥6.6 to both reference and scaled (M≥6.6) maps.

Then, N0.05 /2186 and N0.95 /2186 are the lower and up-
per ranges of p, respectively, for the 2186 total sites for
M≥6 comparisons (Fig. 8). Likewise, N0.05 /2033 and
N0.95 /2033 are the lower and upper ranges of p, respec-
tively, for the 2033 total sites forM≥6.6 (Fig. 9).
For M≥6 maps with 2186 sites and predicted ex-

ceedances at 632 and 155 sites, the 5–95% uncertainty
ranges on p are [0.270, 0.308] and [0.054, 0.072] for the
475-yr and 2475-yr returnperiodmaps, respectively. For
M≥6.6 maps with 2033 sites and predicted exceedances
at 588 and 128 sites, the 5–95% uncertainty ranges on
p are [0.270, 0.309] and [0.054, 0.072] for the 475-yr and
2475-yr return period maps. In all cases, the observed
fraction of exceedances, f, for both the reference and
scaled maps fall outside the uncertainty ranges of the
predicted fraction, p. Thus, we conclude that the ob-
served remaining discrepancy is not due to chance.

4 Discussion
Our results show that the apparent overpredictions of
the USGS mean hazard maps relative to the CHIMP
dataset cannot be fully explained by increasingMMin to
6 or 6.6 to account for incompleteness of CHIMP. Al-
though removing the contribution to hazard due toM<6
or 6.6 events reduces the overprediction, it does not re-
duce it enough to fall within 5–95% confidence intervals
on the predicted fraction of exceedance for either re-
turn period.
It remains possible that the discrepancies between

predicted and historically observed groundmotions are
due to long-term incompleteness of the CHIMP catalog

due to the short length of the historical record. If, how-
ever, the inconsistencies between the historical magni-
tude of completeness and hazard mapMMin for Califor-
nia were the only cause of the discrepancy, the num-
ber of earthquakes contributing to hazard would need
to be reduced by approximately a factor of 4 to align
the reference map’s (including hazard fromM<6.6) ob-
served fraction of exceedance with the 5–95% confi-
dence intervals of the predicted for the 475-yr map (5%
interval of f/p for reference maps). Similarly, approxi-
mately a factor of 6 reduction would be needed for the
2475-yr map. For the scaled maps excluding the haz-
ard from M<6.6 events, reductions of about a factor of
2 for the 475-yr return period map and for the 2475-yr
return period map would be needed to bring the met-
rics in alignment. Even greater factorswould be needed
to bring the scaled maps excluding hazards from M<6
maps in alignment. Although Page and Felzer (2015)
show that seismicity rate tends to be underestimated
from short catalogs, their results indicate it is unlikely
that the rate has been underestimated by such large fac-
tors. Recent results compiled by the U.S. Geological
Survey “Did You Feel It?” system reveal that shaking
fromM6 earthquakes is widely felt. For example, the 8
July 2021M6 Antelope Valley earthquake, which struck
a remote area near the Nevada border, was widely felt
throughout north-central California (see Data & Code
Availability and Reproducibility).
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Figure 8 (a) CHIMP data excludingM<6 events. (b–e) Predicted versus observed shaking for the 2014 reference USGS haz-
ard map with 10% probability of exceedance in 50 years (b) and scaled hazard map excludingM<6 (c). (d) and (e) show cor-
responding results for the map with 2% probability of exceedance in 50. 1:1 line shown in red.

Figure 9 (a) CHIMP data excludingM<6.6 events. b–e) Predicted vs. observed shaking for the 2014 reference USGS hazard
map with 10% probability of exceedance in 50 years (b) and scaled hazard map excludingM<6.6 (c). (d) and (e) show corre-
sponding results for the map with 2% probability of exceedance in 50. 1:1 line shown in red.

5 Conclusion

We have considered one possible factor that might ex-
plain the discrepancybetweenpredicted shaking inCal-
ifornia and the much lower historically observed shak-
ing revealed by theCHIMPdataset (Salditch et al., 2020).
Our analysis shows that M5–6 earthquakes contribute

approximately 25% of the predicted hazard in Califor-
nia and M5–6.6 contribute about 45%, consistent with
implications of Minson et al. (2009). Hence, when the
hazard maps are scaled to include only the effects ofM
>6 or 6.6 events, the observed overpredictions lessen.
However, this decrease is not large enough that the
observed fractional exceedance falls within the 5–95%
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confidence interval of that predicted. As such, the dis-
crepancy between predicted and historically observed
shaking in California is not due to incompleteness of
the CHIMP dataset. These inconsistencies in mini-
mum magnitude contribute to the discrepancy but are
less than 30–35% of the discrepancy. Analogous results
are expected to arise for discrepancies between maps
and historical datasets in other areas when their corre-
spondingMMins are considered. Futurework is planned
to focus on other possible effects contributing to the
overprediction, including improved conversion equa-
tions between PGA and MMI (Gallahue and Abraham-
son, 2023), which could lead to improved seismic hazard
maps for California and worldwide.
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Abstract Measuring displacements of buried and faulted strata on strike-slip faults requires detailed
3D trenching excavations. Here we demonstrate a new methodology using co-registered, photorealistic 3D
models derived from an iOS-based laser scanner and structure-from-motion photogrammetry to reconstruct
stratigraphy and trace a displaced channel sequence across the Dog Valley fault in the northern Walker Lane.
We present new geomorphic mapping observations and trenching results. Lidar data reveal a east-northeast
striking fault trace that extends about ~25 km from justwest of the Polaris Fault to the northwest flank of Peav-
ine Mountain. Youthful fault scarps are visible alongmuch of the fault. Clear lateral displacements are largely
absent along the fault; however, right-stepping fault strands, sidehill benches, linear valleys and ridges, and
alternating scarp facing directions are all consistent with left-lateral strike slip displacement. Stratigraphic
and structural relations exposed in the Dog Valley fault trench show truncations of bedded fluvial and peat
deposits and provide evidence for the occurrence of two Holocene earthquakes: the most recent earthquake
postdates ~8 ka, and an earlier earthquake occurred between 8491-8345 cal. ybp. Based on 3D excavations of
a channel margin, themost recent earthquake produced 115±30 cm of left-lateral displacement, correspond-
ing with up to a M6.7 earthquake. Similar timing for the most recent earthquake on the Polaris fault which
orthogonally intersects the Dog Valley fault may indicate rupture behavior similar to conjugate historic rup-
tures elsewhere in the Walker Lane.

Non-technical summary Here a new set of 3D imaging techniques is used to produce a 3D model
of a series of interconnected trenches excavated across the Dog Valley fault near Lake Tahoe, California. The
result allows for the accurate digital measurement of displacement of sediments across the fault. The fault is
a left-lateral strike-slip fault in the Walker Lane, a zone of distributed shear that is parallel to the San Andreas
fault. The fault intersects a neighboring strike-slip fault at a 90° angle, similar to other faults in theWalker Lane
that have ruptured together during the last century.

1 Introduction
Paleoseismic studies of active faults are one of the pri-
mary methods for estimating the timing, recurrence,
and size of prehistoric earthquakes – critical parame-
ters for seismic hazard assessments (McCalpin, 2009).
Typical paleoseismic studies combine shallow subsur-
face excavations (‘paleoseismic trenches’) with detailed
surficial fault maps. These paleoseismic trenches aim
to measure the fault displacement and timing of past
fault ruptures. While fault displacement is readily mea-
sured from a single trench exposure across a dip-slip
fault, an array ofmultiple trenches (‘3D trenching’) is re-
quired to find traceable subsurface piercing lines across
a strike-slip fault (Marco et al., 2005; Rockwell et al.,
2009; Hall et al., 1999). The standard method of doc-
umenting a series of 3D trenches consists of a plan

∗Corresponding author: ian@nevada.unr.edu

viewmap of the trench excavations and then a series of
trench-wall-log diagrams. However, aligning these 2D
diagrams so they can be visualized in a 3D space is not
a simple task.
In recent years, trench-wall diagrams are increas-

ingly constructedusing Structure-from-Motion (SfM) al-
gorithms to produce high-detail orthophoto mosaics of
trench walls (Haddad et al., 2012; Bemis et al., 2014;
Reitman et al., 2015; Delano et al., 2021). SfM re-
lies on photogrammetric principles and many overlap-
ping photographs taken from different positions to re-
produce the 3D geometry and camera locations of a
scene. Here we present a novel method that uses an
Apple iOS laser scanner and SfM 3D modeling to gen-
erate a computer model of oriented and aligned high-
resolution trench wall images. These aligned images
form a readily viewed, true 3D stratigraphic/structural
reconstructed model of a volume of faulted crust. This
model can then be used for measuring fault displace-
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ments and exploring the fault and stratigraphic struc-
ture, not dissimilar to 3D seismic data.

Figure 1 Overview map of the Truckee Basin and sur-
rounding region. Faults (abbreviated flt.) in redmodified af-
ter the USGS Quaternary Fault and Fold Database (U.S.G.S.,
2020) to reflect our updated mapping in the Truckee and
Tahoe basins. Inset map shows the location with respect to
California and Nevada and regional active faults.

We demonstrate the value of this method by employ-
ing it in a paleoseismic trench study of the Dog Val-
ley fault within the Walker Lane tectonic province in
northeastern California (Figure 1). The Walker Lane is
characterized by a complex network of faults includ-
ing rangefront normal faults and conjugate right- and
left-lateral strike-slip faults (Wesnousky, 2005). A num-
ber of historical earthquakes in the Walker Lane have
been associated with conjugate or cross-fault ruptures
(Smith and Priestley, 2000; Hatch-Ibarra et al., 2022;
Barnhart et al., 2019). However, paleoseismic records in
the Walker Lane are insufficient to evaluate how com-
mon these types of ruptures are along major faults.
Analysis of static stress changes associated with the
2019 Ridgecrest earthquake sequence indicate that the
M6.4 earthquake promoted slip in the M7.1 earthquake
and triggered creep on the adjacent Garlock fault (Barn-
hart et al., 2019). Thus, the possibility that earthquakes
might promote rupture on intersecting and/or other
nearby faults has implications for future seismic haz-
ards in the region.
Based on evaluation of our 3D trenchmodel and field

observations, we assess the earthquake history of the
Dog Valley fault and estimate the displacement associ-
ated with the most recent seismic event. Additionally,
we describe the geomorphic expression and length of
the Dog Valley fault based on assessment of lidar hill-

shades and field reconnaissance. We then discuss the
geometric and paleoseismic relationship of the DogVal-
ley fault with the intersecting Polaris fault and their sig-
nificance in the context of conjugate strike-slip fault-
ing and seismic hazards in the Walker Lane fault sys-
tem. We conclude with a discussion of the utility of this
methodology in comparison to alternative methods.

2 Geologic Setting
The DogValley fault is within the northernWalker Lane
belt in northeast California and extends for ~25 km
from north of Truckee, California to the north flank
of Peavine Mountain near Reno, Nevada (Figures 1
and 2). The Walker Lane belt is a 100-km-wide zone
of distributed faulting following the eastern margin of
the Sierra Nevada mountains from ~35°- 41°N latitude.
The northern Walker Lane accommodates 10-15% (5-
7 mm/yr) of the northwest oriented dextral shear be-
tween the Pacific and North American plates, with 2-
3 mm/yr concentrated along its western margin, span-
ning the Truckee basin (Bormann et al., 2013, 2016;
Pierce et al., 2021; Hammond et al., 2011).
The Truckee basin is the northernmost of a series of

left-stepping en echelon basins that extend along the
east side of the Sierra Nevada and accommodate dex-
tral shear through a combination of oblique rangefront
normal faulting, vertical axis block rotations, and dis-
crete strike-slip faulting (Pierce et al., 2021). Within the
Truckee basin, this deformation is accommodated by
thenorthwest-striking right-lateral Polaris fault (Hunter
et al., 2011), the normal-oblique Truckee fault, and
the conjugate northeast-striking left-lateral Dog Valley
fault. The Polaris fault has produced Holocene earth-
quakes and has a minimum right-lateral slip rate of
~0.4 mm/yr (Hunter et al., 2011). A paleoseismic study
by Melody et al. (2012) constrained the timing of the
most recent Holocene earthquake on the Polaris fault to
<7000 yr B.P., based on displacement of the Tsoyawata
(Mazama) tephra. The Polaris fault intersects the west-
ern end of the DogValley fault with a nearly orthogonal
geometry (Figure 2). The Truckee fault zone is mapped
on the west side of the basin by Olig et al. (2005), but is
not the subject of any other known published studies.
The Truckee fault zone dextrally and vertically (down
to the east) offsets late Pleistocene glacial deposits, sug-
gesting it is an oblique right-lateral normal fault (Olig
et al., 2005). Other nearby regional faults include the
Mohawk Valley fault to the north (Gold et al., 2014) and
West Tahoe fault to the south (Kent et al., 2005; Brothers
et al., 2009; Dingler et al., 2009; Pierce et al., 2017) (Fig-
ure 1). The faults in the basin have generated several
strong historical earthquakes (1966 M6.6 and two ~M6
earthquakes in 1914 and 1948; Olig et al., 2005) and nu-
merous smaller earthquakes (e.g. 2021 M4.7), and pose
a significant surface fault rupture and strong ground
motion hazard to several water storage dams in the re-
gion and the communities of Truckee, California and
Reno, Nevada.
Olig et al. (2005) is the most comprehensive study

to date of the Dog Valley fault. In that study they re-
port that the Dog Valley fault has produced 3.6-4.0 km
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Figure 2 Overview map of the left-lateral Dog Valley fault on a lidar hillshade basemap. Youthful fault traces are mapped
in red. Previous paleoseismic trench sites marked with yellow stars. The surface trace of the Dog Valley fault intersects the
Polaris fault at a near-orthogonal angle. The trench site for this study is located in Hoke Valley along the northeast portion of
the fault.

of cumulative left-lateral offset since ~3 Ma. This im-
plies an average long term left-lateral slip rate of ~1.3
mm/yr. They also describe a change of scarp morphol-
ogy fromprominent, primarily northwest-facing scarps
along the northeastern portion of the fault zone to al-
ternating facing andmore subdued and scattered linea-
ments to the southwest. Along the fault trace they de-
tail a number of features suggestive of strike-slipmotion
including side-hill benches, ridge-crest saddles, aligned
linear drainages, and reversals in scarp directions.

The Dog Valley fault is reported to have been respon-
sible for the 1966M6.0Truckee earthquake (Reed, 2014).
However, features attributed to surface rupture during
this earthquake are scattered and discontinuous. These
features are more likely a result of shaking and may
be considered lateral spreads in unconsolidated alluvial
deposits, rather than surface rupture along the princi-
ple fault trace (Olig et al., 2005). Relocated hypocen-
ters show that the Dog Valley fault forms a distinct lin-

eament of ongoing seismic activity (Reed, 2014). The
fault is absent from the geologic map of the Indepen-
denceLake andHobartMills quadrangles (Sylvester and
Raines, 2013).

Hawkins et al. (1986) excavated two paleoseismic
trenches across scarps thought to be associated with
the Dog Valley fault (Figure 2). The first trench was
excavated in Hoke Valley, adjacent to the site exca-
vated in this study. The second trench was excavated
across a linear drainage north of Prosser Creek Reser-
voir thought to be the surface expression of the fault
responsible for the 1966 earthquake. Neither trench
identified any evidence of lateQuaternary fault rupture.
Hawkins et al. (1986)may not have identified the fault in
theirHokeValley trenchbecause of the amount ofwater
flooding the trench.
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3 Methods
3.1 Fault Mapping
We mapped tectonic geomorphic features and fault
traces along the length of the Dog Valley fault based
on interpretation of lidar hillshade maps and field re-
connaissance. The main trace of the Dog Valley fault is
visible in the 2014 Tahoe National Forest lidar imagery
(OpenTopography, 2017). Mapping along the DogValley
fault indicates that it is characterized by right-stepping
en echelon fault strands expressed as subdued geomor-
phic features including both northwest- and southeast-
facing scarps, closed depressions, aligned linear ridges,
springs, and sidehill benches (Figure 2).
The northeastern-most part of the fault cuts across

the northwestern flank of PeavineMountain near Reno,
Nevada (Figure 1). Southwest from Peavine Mountain
the fault forms a sharp sidehill bench and aligned ridge
before enteringHokeValley (Figure 2). InHokeValley, a
series of springs and 1-2mhigh northwest facing scarps
along the base of the rangefront that bounds the south-
eastern margin of the valley mark the location of the
fault. At the southwest margin of Hoke Valley, the fault
cuts across topography forming a series of linear ridges,
sidehill benches, and both northwest- and southeast-
facing scarps before approaching the Stampede Dam.
The lidar data reveal that the trace of the Dog Valley

fault extends through the StampedeDam(Figure 2). Our
field observations indicate that strands of the Dog Val-
ley fault offset Miocene andesite flow breccias and tuff
breccias exposed in a roadcut immediately northeast of
the dam, and a sharp uphill facing fault scarp extends
across a bench on the hillside above this roadcut.
Southwest of Stampede Dam, the fault is clearly ex-

pressed by sharp scarps and linear ridges that extend
along right-stepping en-echelon strands. The fault then
continues along a linear ridge and valley; however, in
this area tectonic geomorphic features become less pro-
nounced and we were unable to precisely locate the
fault in the field. Just west of the Polaris fault and High-
way 89, the fault appears to terminate, forming a subtle
southeast facing scarp in glacial outwash deposits along
Prosser Creek.

3.2 Trenching Excavation
A series of interconnected 3D paleoseismic trenches
(site DV1) were excavated on the southeast margin of
HokeValley, approximately 3 kmnortheast of Stampede
Reservoir where the Dog Valley fault forms a 2-m-high
northwest facing scarp across the mouth of a small al-
luvial valley (Figures 2, 3a). An apparent left deflection
of an ephemeral stream channel adjacent to the trench
occurs across the fault at this site.
In total, 16 exposures were imaged, covering a vol-

ume roughly 2 m across the fault zone, 4.5 m along the
fault, and 2 m deep (Figure 3c). The across fault ex-
posures are labeled from northeast to southwest A01-
A14, while the fault parallel exposures are labeled P1
and P2. Initially, a single 11 m long, 80 cm wide, 2 m
deep, vertical walled excavation was produced perpen-
dicular to the fault scarp. Both walls of this excavation

(A07 and A08) were carefully cleaned, examined, and
described using standard paleoseismic methods (Fig-
ure 4). Both walls were then imaged using the method-
ology described in the following section. After this ini-
tial excavation, approximately 2m of the northeast wall
of the trench, centered on the fault zone, was expanded
~20 cm, parallel to the initial excavation. This new ex-
posure (A06) was then cleaned and imaged. This pro-
cess was repeated for a total of 6 new exposures of the
northeast wall (A01-A06), extending 1.5 m northeast-
ward along strike. This process of progressively expand-
ing this cross fault trench produced a fault-parallel ex-
posure on the southeast side of the fault (P2). Next,
a second fault parallel trench was excavated (P1), ex-
tending from approximately 1 m northwest of the fault
exposed on the original southwest wall, for 2.75 m to
the southwest. From the southwest end of this fault-
parallel exposure, 6 more 2-m-wide cross fault expo-
sures were created (A09-A14), working from southwest
to northeast back towards the original southwest trench
wall. Finally, cleaning the orthogonal southeast margin
of these exposures extended P1 by 2.5-m to the south-
west. Orthoimages of each exposure are provided in
Figure 5 and in a repository, see the data availability
statement for details.

3.3 TrenchWall Imaging

Prior to imaging each trench exposure, the trench walls
were cleaned using scraping tools and colored flags
were nailed to the walls to mark prominent strati-
graphic layers. In most exposures, a short level string
line was installed between two nails for referencing.
The trench walls were then photographed using a
Google Pixel 2 cell phone camera fixed to a 1.5 m long
extension pole and a Bluetooth remote shutter trigger.
Photographs were taken in portrait orientation, orthog-
onally to the wall, and approximately 1 m away from
the trench wall. Photographs were taken in a ‘lawn-
mower’ pattern, with first a descending vertical column
of overlapping photos, then a short (~0.5m) lateral step,
then an ascending vertical column of overlapping pho-
tos, then a short step, and so on, until the entire trench
wall was photographed. Photos were uploaded to a lap-
top in the field and processed into an orthoimage using
the Agisoft Metashape photogrammetry software (Ag-
isoft LLC, 2022). It is import to field check image pro-
cessing as, for unknownreasons, a set of photosmay fail
to properly align and may need to be re-photographed.
After ensuring that an orthoimage could successfully
be produced, the trench wall was lidar scanned using
the SiteScape app on a 2020 Apple iPad Pro in ‘high de-
tail’ mode. Lidar scanning followed a similar acqui-
sition methodology as the photography, consisting of
slowly following a ‘lawn mower’ pattern orthogonal to
the trench wall until the entire wall was covered. In ad-
dition to just the wall of interest, each lidar scan also
covered parts of the trench network that were not mod-
ified during progressive excavations.
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Figure 3 (A) Lidar hillshade and (B) interpreted hillshade of DV1 trench site in Hoke Valley. Dashed red line is fault and
dashed blue lines are channels. Note the left-lateral offset of a small channel at this site. (C) plan viewmap of trench excava-
tion network. Each line shows the location of the trenchwalls imaged and reproduced in Figures 4-7. The view orientation of
(D) and Figure 6 is indicated with brackets. (D) oblique 3D model of stratigraphic reconstruction of Unit 60 (blue) and faults
(red). The 116 cm offset of the margin of the Unit 60 channel is shown. (E) Plan view isopachmap of Unit 60 showing 110 cm
left lateral offset of the channel margin.

3.4 3DModel Construction
For clarity, prior to describing the construction of the
3D model of DV1, we first define and describe the dif-
ferent categories of 3D data we use. A point cloud
consists of many individual points that each have an
x, y, and z coordinate, and each point may have a
photo-based visual color or other data such as reflec-
tion intensity. Common point cloud formats include
.laz, .las, and .xyz. In contrast, a 3D surface model
is typically a triangulated or polygonised surface com-
posed of many connected polygons that together form
the surface of a 3D object. 3D surface models can be
constructed from a point cloud using a meshing algo-
rithm. 3D models are often textured with photo im-
ages to look realistic. Common 3D file formats include
.obj, .stl. .3ds, and .glTF. Both point clouds and surface
models are different than ‘2.5D’ raster formats common
to geospatial software such as digital elevation models
(DEMs) or orthoimages/orthophoto mosaics (e.g. .tif,
.jpg, etc.). These ‘2.5D’ raster formats are 2-dimensional
grids where each grid cell contains data (such as photo-
color, elevation, etc.).
In this study we do not attempt to formally assess

the accuracy of the iOS laser scanner, but others’ work

shows that its accuracy decreases with increasing size
of the object or scenebeing scanned (Luetzenburg et al.,
2021). Luetzenburg et al. (2021) compared an iOS survey
of a 130-m-longby 10-m-high sea cliff to a georeferenced
SfM survey and found a mean error of 11 cm, while for
smaller objects (~50 cm/side) errors were <1 cm, with
a minimum size threshold of ~15 cm before accuracy
decreases. Our own informal testing of the iOS lidar
found thatmeasurements of distances ranging from ~1-
3 m made in lidar scans were generally within ~2 cm
of those made by hand with a tape measure. While in
this study we use a 2020 iPad Pro due to its comparative
low cost and ease of use, other close-range handheld
laser scanners may be suitable for this workflow. Ide-
ally the scanner used should capture photo RGB values
of points (or create photo-textured 3D surface models);
otherwise, control pointswill need to be targets that suf-
ficiently contrast in intensity to be identifiable. Finally,
data from whichever scanner or app is used should be
readily exportable in a common 3D format.

At the time of the field study, the SiteScape app was
the only iOS app that wewere aware of that could create
a photo-colored point cloud. Since this work was com-
pleted, other apps have been developed that can create
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more realistic looking photo-textured 3D models (Luet-
zenburg et al., 2021). With any of these iOS lidar apps (or
with other laser scanning systems) this same workflow
should be applicable.
First, using the freely available software CloudCom-

pare (GPL Software, 2022), all 3D iOS scans (in this case
we use point clouds, but 3D surface models work too)
are aligned into a common reference frame (Figure 6b).
In our case the reference frame is arbitrary (i.e., lo-
cal coordinates in meters), but one could align the lo-
cal reference frame to a global reference frame using
control points surveyed with a differential GPS (dGPS).
Alignment between iOS scans is achieved by finding un-
changed areas within the excavation network that have
common reference points that can be identified across
multiple excavation models. Ideally these reference
points are high contrast flags placed on stable areas of
the trenchwalls. Aminimumof 3 pointsmust be identi-
fied to translate and rotate a model into alignment, but
typically 15-30 points were used. Points should be dis-
tributed throughout the space for best results.
Next, using AgisoftMetashape, photos of each trench

wall are processed into photo-textured 3D surfacemod-
els (not 2D orthophoto mosaics; Figure 6c). These are
then cropped to only contain the area of interest and
then imported into the model in CloudCompare (here
using .obj format). Each of these photo-textured 3D
models is then warped, scaled, rotated, and fit to the
corresponding lidar trench scan (point clouds), using a
similarmethod of identifying common reference points
between the lidar scan and the photo-textured 3D sur-
face model. The photo-textured 3D models are used as
they are much higher resolution than can be produced
using the currently available iOS laser scanning apps.
The result is a correctly-scaled high-detail 3D model
of all of the trench exposures, where different expo-
sures can be turned on and off and measurements can
be made. The result has the added advantage of being
insensitive to irregular trench wall surfaces. Curving,
sloping, benched, or other non-planar trench walls are
not forced to be flat as they would be with a more tradi-
tional orthoimage representation.

3.5 3D Stratigraphic-Structural Interpreta-
tion

We used three different methods for structural analy-
sis, with the goal of measuring displacement of units
across the fault zone. First, 2D stratigraphic models
(logs) of each exposure are developed with key units
correlated between different exposures (Figure 4). In
each exposure, contacts appear as lines on the trench
wall. Using CloudCompare, a series of points represent-
ing each contact-line are manually extracted from each
exposure, independently on each side of the fault. For
example, if a given contact is visible in 8 exposures, and
on both sides of the fault zone, 16 sets of points would
be extracted. The extracted points for each contact of
interest on every exposure are thenmerged into a point
cloud, resulting in two point clouds representing each
contact surface (one on each side of the fault). The
same process is repeated for the fault surfaces. These

point clouds are then used to build 3D surfaces repre-
sented by Triangular Irregular Networks (TINs). Once
TINs representing contact surfaces are created, two dif-
ferent methods can be used to determine a fault off-
set. First, if two contact surfaces intersect, this inter-
section may form a piercing line that can be traced to a
piercing point on the fault surface, on either side of the
fault, and then an offset measured between these two
piercing points (Figure 3d). For the secondmethod, the
thickness of a unit between two contact surfaces can be
plotted in plan view as an isopachmap, and the offset in
thickness can be measured across the fault (Figure 3e).
The isopach map in Figure 3e was created by using the
TIN to raster tool inArcGIS for two contact-surfaces that
bound a unit and then differencing the resulting rasters.
A third, less precise method is also used to estimate

fault offset. Each photo-textured 3D model can be cut
along the fault zone into two models. One side of the
fault in one model is then compared to the other side
of the fault in other models to find the qualitatively best
matching stratigraphy (Figure 7). This effectively serves
to ‘backslip’ the fault. When a fit is determined, the dis-
tance between matching contacts can be measured in
the 3D space, again resulting in a slip vector. While this
method is less precise, it serves as a useful validation
and check on the prior methods.

4 Paleoseismic Results
The trench exposed a sequence of low energy interbed-
ded fluvial overbank sands, silts, and peats (buried
soils), with cobble and gravel lenses, and a 1-2 m thick
modern meadow soil (Figure 4). These deposits are
faulted by a steeply dipping narrow fault zone that
reaches nearly to the ground surface. In each expo-
sure, 1-3 main splays of this fault are visible in an ~20
cm wide zone that generally spread upwards forming
a weak flower structure. There is negligible vertical
deformation across this fault, but in some exposures
the strata on the southeast side of the fault either warp
slightly down (A11-A14) or slightly up (A04-A08). Strata
are mismatched across the fault in most exposures. In
the logs, we focus on a clearly traceable sequence of in-
terbedded sand and silty peat layers that can be traced
through exposures A04-A14 and P1 and P2. From top to
bottom these sand beds are mapped as Unit 50, 60, and
70, and a mottled silt unit 80. Exposure P2 contains a
clear sand dike extending from Unit 50 to the modern
soil, likely a result of coseismic liquefaction (Figure 4).
Inmost exposures there is only evidence for themost

recent earthquake (E1), based on the primary fault zone
that extends to the soil. This event also produced the
sand dike in P2. The northeast uppermargin of the Unit
50, 60, and 70 sandy channel beds form piercing lines
that can be traced across the fault zone (Figure 6). Fig-
ure 3e shows an isopach map of Unit 60. These units
are left-laterally offset across the fault zone. Left lateral
displacementsmeasured from the isopachmethod (Fig-
ure 3e) and 3D piercing point reconstruction method
(Figure 3d) of the northeast margin of Unit 60 are 110
and 116 cm, respectively. Using the visual back slip
method described above produces slip estimates be-
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Figure 4 Annotated trench orthoimage showing unit contacts (white lines), radiocarbon samples (yellow dots), and faults
(red lines). Upward terminations of events E1 and E2 are indicated with white arrows. See Table 1 for radiocarbon ages and
Table 2 for unit descriptions.

tween 88-145 cm (Figure 7). The total range of left-
lateral displacement from these various methods is 115
± 30 cm. We estimate this uncertainty based on the to-
tal range ofmeasurements. This uncertainty seems rea-
sonable as it approximates the limit of our fault-parallel
resolution based on the average spacing between adja-
cent excavations.
Evidence for an earlier earthquake (E2) consists of a

single upward terminating fault strand in each of expo-
sures A08 and A11-A14 (Figure 5). These fault strands
terminate in Unit 60 in A08 and below Unit 70 in A11-
A14. In exposure A08, the fault strand is buried by Unit
50. Strata below Unit 60 do not match as well across the
fault when visually back-slipped (Figure 7), consistent
with increased displacement from an earlier event.

4.1 Event Timing
Radiocarbon dating was used to determine the ages of
5 total samples of peat, charcoal, and wood extracted
from trench walls A08 and P1. Samples were processed
and analyzed at Beta Analytic laboratories. Resulting
ages are listed in Table 1. OxCal v4.4 (Bronk Ramsey,
1995) calibrated ages range from 8998-8031 cal. ybp.
Sample RC18 is slightly out of stratigraphic order so is
discarded from the following analysis. Ages RC43 (P1)
and RC26 (A08) predate the older event E2, based on the
upward terminating fault in Unit 60 which is buried by
Unit 50 in exposure A08. Samples RC15 and RC40 (A08)
are younger than E2 and predate the most recent event,
E1. No radiocarbon samples postdate E1. By calibrating
the ages of these samples we build a sequence model in

OxCal using the stratigraphic positions of the samples
and event horizons to determine the timing of these two
earthquakes. The resulting limits on event timing are
E1: younger than 8051 cal. ybp, and E2: between 8491-
8345 cal. ybp (Figure 8). Approximately 1 meter of fine-
grained sediment (Unit 20) buries the layer that contains
sample RC40 and was faulted in earthquake E1. Given
the distribution of ages and the thin peat soils in the
lower part of the exposure, sedimentation rates at the
site were relatively high in the early Holocene, likely a
reflection of the unvegetated post-glacial landscape. As
the landscape stabilized in themid-Holocene, sedimen-
tation rates slowed resulting in the accumulation ofUnit
20. We could not definitively track the upward termi-
nation of the fault or the sand dike in P2 into the weak
late Holocene soil that developed into Unit 20 (Unit 10).
These observations suggest that E1 may have occurred
within the several thousand years after 8310-8031 cal.
Ybp.

4.2 Paleoearthquakemagnitude estimated
If the full mapped 25 km fault length (L) ruptured with
115 ± 30 cm of displacement (D) and a 17 km fault width
(W) (assuming a vertical fault and 17 km seismogenic
thickness from Ruhl et al. (2020)) the moment mag-
nitude can be calculated using the following equation
(Hanks and Kanamori, 1979):

Mw =
2

3
log (3 × 1011

× L × W × D) − 10.73 (1)

7 SEISMICA | volume 2.1 | 2023



SEISMICA | RESEARCH ARTICLE | 3D Paleoseismology of the Dog Valley Fault

The resulting magnitude is Mw 6.7 ± 0.1. Both this
magnitude estimate and the measured geologic slip are
similar to those estimated from empirical relations of
average displacement-fault length and magnitude-fault
length, based on other strike-slip earthquakes and as-
suming a 25 km rupture length (Wesnousky, 2008).

5 Discussion

5.1 Tectonic Role of the Dog Valley Fault and
Conjugate Faulting in the Walker Lane

One of the defining characteristics of the Walker Lane
and Eastern California Shear Zone is the presence
of conjugate right- and left-lateral faults (Wesnousky,
2005). The Dog Valley fault lies north of the Carson do-
main in the Walker Lane, a region comprised of a se-
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ries of east-dipping normal fault bounded basins that
are oriented oblique to the overall northwest struc-
tural grain of the Walker Lane (Wesnousky et al., 2012;
Pierce et al., 2021). Many of these north-striking nor-
mal fault bound basins are paired with an east- or
northeast-striking left-lateral strike-slip fault (Li et al.,
2017), and several contain northwest-striking strike-slip
faults (Pierce et al., 2021). This network of faults works
together to accommodate the ~5-7 mm/yr of northwest
directed dextral shear in the Carson domain (Pierce
et al., 2021).

The Dog Valley fault and the Polaris/Truckee faults
share a similar geometric relationship to these other
paired faults andmay serve a similar role in the accom-
modation of northwest directed dextral shear. Our fault
mapping indicates that the left-lateral Dog Valley fault
zone intersects the northwest-striking right-lateral Po-
laris fault at a nearly orthogonal angle (Figure 2). Our
interpretation of trench DV1 along the Dog Valley fault
indicates the occurrence of at least one earthquake that

occurred after 8051 cal. ybp thatwas associatedwith 115
± 30 cm of left-lateral displacement, and a prior event
that occurred between 8491-8345 cal. ybp. Compar-
ing this result to previously reported earthquake tim-
ing data from the conjugate Polaris fault indicates that
themost recent earthquake along both faults post-dates
~7-8 ka (Melody et al., 2012). Thus, the geometric and
paleoseismic relations indicate that the two faults may
be kinematically linked and that ruptures along each
fault could occur over a short period of time and pos-
sibly contemporaneously in a conjugate earthquake se-
quence.

Multiple historical earthquakes in Southern Califor-
nia, the Eastern California Shear Zone, and the Walker
Lane provide examples of conjugate faults rupturing
either simultaneously or closely spaced in time (min-
utes to decades). These include, in southern California,
the 1987 Superstition Hills earthquake sequence (Ms6.2
and Ms6.6) and the Mw6.4 Big Bear earthquake (Jones
and Hough, 1995; Hudnut et al., 1989). In the Walker
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Figure 5 (A) Interpreted trench logs. Faults in red, radiocarbon samples yellow dots. (B) Trench orthophotos. Evidence of
the most recent event (E1) consists of a clear fault that extends into the modern soil and a sand dike in slice P2. The earlier
event (E2) is evident by an upward terminating fault strand in slices A08 and A11-14.

Lane, conjugate earthquakes include the 1986 Chal-
fant earthquake (Mw6.3 and Mw5.7), the 2015 Nine-Mile
Ranch (threeMw5.4-5.6 events), and the 2019 Ridgecrest
earthquake (Mw6.4 and Mw7.1) sequences (dePolo and
Ramelli, 1987; Smith and Priestley, 2000; Hatch-Ibarra
et al., 2022; Barnhart et al., 2019). As observed from

surface ruptures, moment tensor solutions, and focal
mechanisms, all of these examples involved rupture
on intersecting conjugate northeast- and northwest-
striking faults or fault planes.
Aside from the Big Bear earthquake, in each of these

examples, the east or northeast-striking left-lateral
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Sample
Name Material D14C δ13C Radiocarbon

Age (ybp)
Calibrated Agea

(cal ybp)
OxCal Modeled
Ageb (cal ybp)

RC15 Detrital charcoal -610.30 ± 1.46‰ -26.2‰ 7570 ± 30 8417-8343 8414-8223

RC18 Charred material
from peat -630.15 ± 1.38‰ -23.3‰ 7990 ± 30 8998-8655 (94.2%)

8665-8655 (1.2%) -

RC26 Plant material
from peat -616.08 ±1.43‰ -28.7‰ 7690 ± 30 8543-8411 8544-8413

RC40 Organic sediment
from peat* -599.98 ± 1.49‰ -24.7‰ 7360 ± 30 8310-8031 (11.4%)

8212-8031 (84.1%) 8309-8031

RC43 Wood -613.68 ± 1.44‰ -26.8‰ 7640 ± 30 8520-8376 (8.3%)
8485-8376 (87.1%) 8522-8389

Samples analyzed by AMS at Beta Analytic Testing Laboratory, Miami, Florida, USA
All samples pretreated with acid/alkali/acid washes unless otherwise noted
*Treated with acid washes only
aIndependently OxCal calibrated ages using the IntCal 20 curve
bAges modeled in stratigraphic sequence using OxCal as described in text

Table 1 Radiocarbon lab results andmodeled ages for samples from the DV1 trench.

Figure 6 Images showing how the iOS Pointcloud (B) and
SfM-textured surfaces (C) are combined to reconstruct the
original trench in photo in (A). Note the prominent channel
margin sequence (Unit 60) that is displaced across the fault

fault ruptures preceded the north or northwest-striking

right-lateral fault ruptures. Each of these examples of
ruptures either forms an ‘L’ pattern or ‘T’ pattern in
map view, with either one or both faults terminating
at or within a few kilometers of the intersection point,
and none form a ‘X’ pattern, with both ruptures con-
tinuing far beyond the intersection. The Superstition
Hills and Nine-Mile Ranch sequences all have an ‘L’
pattern. The Big Bear, Ridgecrest, and Chalfant se-
quences each have a ‘T’ pattern, and in these exam-
ples, the fault that crosses the intersection (the top of
the ‘T’) is the northwest-striking right-lateral fault. The
Dog Valley and Polaris faults form a ‘T’ pattern with
scarps of the Dog Valley fault extending for a few hun-
dred meters southwest of the intersection and 25 km
to the northeast (Figure 2). The Polaris fault extends
~14 km north and south from its intersection with the
Dog Valley fault. This geometric relationship is similar
to other historic ruptures in the Walker Lane, as well
as the patterns associated with the 1968-1997 Dasht-e-
Bayaz and 2010–2011 Rigan, Iran earthquake sequences
(Walker et al., 2011, 2013; Rezapour and Mohsenpur,
2013; Barnhart et al., 2013), providing additional sup-
port to the possibility that they may rupture in a con-
jugate sequence.
Barnhart et al. (2019) indicated that Coulomb stress

changes associated with the Ridgecrest earthquakes
promoted creepon thenearbyGarlock fault. Their anal-
ysis indicates that surface creep was induced over dis-
tances of ~20-25 km and may have encouraged a fu-
ture rupture ofMw6.7-7.0. Although the Coulomb stress
changes from a potential Dog Valley/Polaris fault rup-
ture have not been investigated, their potential influ-
ence on the nearby Truckee, Mohawk Valley, and West
Tahoe faults shouldbe considered in future seismichaz-
ards assessments.
Together, these observations show that conjugate

fault ruptures may pose an underappreciated hazard in
the Walker Lane and elsewhere. Further modeling and
geologic studies should be developed to explore the past
rupture histories on conjugate faults, the relative mag-
nitude of contemporaneous ruptures, their influence on
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Unit # Lower Contact Upper Contact Grain Size Color Description

10 Wavy/
gradual n/a Silt & sand Gray/ brown

Surface soil, A-Bw horizon.
Meadow environment w/
grass and many roots.

20 Sharp, wavy Wavy/ gradual
Sandy silt
to clay-silt
w/ gravel

Brown with
weak orange
mottling

Generally massive. Crude defined
layers. Contains channel stringers
of gravelly sand. Stringers of
gravel have rounded pebbles
up to 3 cm. Some crude layers
of darker organic material.

30 Sharp Gradational Gravelly
sandy silt

Red/rusty
orange & gray

mottled

Massive gravels up to 4 mm.
Subtle discontinuous gravel
bedding near the base.

50 Sharp/
interbedded Sharp, wavy

Peat, Silt &
clay w/

interbedded
sand lenses

Black

Very sticky, very dark black,
decomposed organics rich, super
soft. From top to bottom, organic
silt, interbedded clean sand,
prominent organic silt at base.
Sand interbed: gray/brown, clean
sand. Single grain structure, mostly
medium grained sand. Forms small
lenses within 50.

60 Wavy/sharp Wavy/sharp Medium sand Gray

Bedded sand with coarse grained
single grain sand to fine grained
silty sand. Also contains centimeter
thick organic silts in discontinuous
lenses.

70 Wavy/sharp Wavy/sharp Medium sand Gray

Bedded sand with coarse grained
single grain sand to fine grained
silty sand. Also contains centimeter
thick organic silts in discontinuous
lenses.

80 - Sharp Peat Black
Very sticky, very dark black,
decomposed organics rich,
super soft.

Table 2 Unit descriptions for stratigraphic deposits exposed in the trench.

the occurrence of earthquakes on nearby faults, and
their impact on seismic hazard assessments.

5.2 Assessment of utility of iOS scanning
method and comparison to prior meth-
ods

Properly scaling and referencing a SfMmodel into real-
world units and coordinates requires that either the pre-
cise camera locations or the precise locations of control
points in the scene be known. Without control points
or camera locations, SfM models may appear accurate
to the eye, but will be in arbitrary units and can suffer
frombowl effects. Bowl effects are commonartifacts to-
wards the edges of SfMmodels where the model gradu-
ally warps towards the direction of the cameras, form-
ing an overall concave shape (e.g., Jaud et al., 2019). In
an SfM model of a trench, this often results in the ends
of the trench warping towards the viewer. A bowl ef-
fect is evident in the trench model in Figure 4C of De-
lano et al. (2021), where the two ends of the trench have
greater errors than the center when compared to the
model referenced to a total station survey. Bowl effects
can be particularly pronounced in very long shallow

trenches and can be problematic as they cause the ge-
ometry of the trench (and thus photo projections) to be
warped when projecting the SfM model onto a flat sur-
face for creation of a 2D orthophoto mosaic.
Prior methods of accurately scaling photomosaics of

paleoseismic trenches using SfM have relied on con-
trol points surveyed with either a total station or dGPS
(Reitman et al., 2015) or by placing printed scale bars
throughout the trench exposure (e.g., Delano et al.,
2021). The total station and dGPS methods are time-
consuming and require expensive instruments, and in
the case of dGPS, may not produce the necessary ac-
curacy in a forested or urban environment. The scale
bar method, while cost-effective and quick for a single
trench exposure, does not produce a model in a refer-
ence frame that can readily be combined with other ex-
posures (critical for 3D trenching), nor are scale bars
able to independently correct bowl effects.
The methods presented in this manuscript build on

those of Reitman et al. (2015) by substituting the dGPS
or total station for the more readily available, easy to
use, and cheap iOS (or other) laser scanner. Ourmethod
quickly surveys dozens of control points without the
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Figure 7 Oblique 3D views showing manual offset esti-
mation via trench slices that have been cut along the fault
and are effectively ‘backslipped’ to find the best matching
strata. Measurements indicated are the distances between
the two matching contacts on opposite sides of the fault,
which is an estimate for the displacement.

need for expensive and cumbersome equipment. The
resulting iOS scans can be quickly field-verified on the
collecting device and then imported and used to pro-
duce control points directly in SfMsoftware (e.g. Agisoft
Metashape). Wealso build on amethod suggestedbyBe-
mis et al. (2014), of collocating 3D trench models into a
single digital reference frame. Thismethodplacesmod-
els of progressively excavated 3D paleoseismic trenches
into a single 3Dmodel, moving beyondmore traditional
2D trench analysis.

Our results show that 3D paleoseismic trenching is
greatly enhanced using these surveying methods and
3D software to constrain and model the geometry and
orientations of a number of trench slices in a rapid,
portable, and cost-effective way. Compared to a sin-
gle trench, having multiple exposures allowed for the
calculation of a robust single event fault displacement
and increased confidence in a multiple-event interpre-
tation. Visualization of the resulting 3D trench is greatly
improved usingmodern 3D structural analysis software
instead of more traditional pseudo-3D methods using
2D images. This method also more readily allows oth-
ers to review the trench results in a high detail, realistic
format.

6 Conclusions
Here we developed improved methods of 3D paleoseis-
mic trench scanning, logging, and visualization. These
cost-effective methods use an iOS laser scanner to es-
tablish control points between progressive 3D trench-
ing excavations. Collocating these models into a single
reference frame allows for improved visualization and
more robust estimates of strike-slip fault displacement.
The iOS scanner is useful not only for 3D trenches, but
also for accurately scalingmodels of single trenches and
for mitigating bowl effects. We used these methods to
determine that a left-lateral offset of 115 ± 30 cm oc-
curred during a single earthquake after 8051 cal. ybp
on theDogValley fault in northeast California. Based on
the length of the fault and estimated offset it is inferred
that this event may have had a magnitude of Mw6.7 ±
0.1. The penultimate earthquake on theDogValley fault
occurred between 8491-8345 cal. ybp. While the broad
range of ages allows that the Dog Valley fault may have
contemporaneously rupturedwith the Polaris fault, fur-
ther investigation is required to determine if there is any
possible triggering relationshipwith the conjugate & in-
tersecting right-lateral Polaris fault.
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Abstract This report presents the 2022-2023 South Evia island seismic sequence, in the western Aegean
sea. An automatedworkflow, undergoing testing for efficient observatorymonitoring in thewake of dense af-
tershock sequences, was employed to enhance the seismic catalog. It includes a deep-learning phase picker,
absolute and relative hypocenter relocation, and moment tensor automatic calculations. The relocated cat-
alog reveals a concentration of earthquake epicenters in a narrow NW-SE zone, with sinistral strike-slip fault
movement. The findings of the study indicate the occurrence of an asymmetric rupturewithin conjugate fault
structures in the western Aegean region. These fault structures, although not necessarily both active, play a
significant role in marking the transition from dextral (SW-NE) to sinistral (NW-SE) strike-slip ruptures, con-
necting the Aegean shear zone with normal faulting in mainland Greece. The South Evia 2022-2023 seismic
sequence has revealed the activation of this NW-SE strike-slip structure, contrary to previous assumptions of
low seismicity in the region. The study highlights the importance of reassessing seismic hazardmaps and con-
sidering the potential activation of similar zones further south in the future. It also emphasizes the need for
the expansion and the densification of seismic networks within the Aegean.

Non-technical summary This report presents a study on the seismic activity that occurred in the
SouthEvia island regionof thewesternAegeanSea from2022 to 2023. In order to analyze the earthquakedata,
a range of advanced automatic techniques, including state-of-the-art machine learning methods, were em-
ployed and tested for rapid observatory monitoring after significant aftershock sequences. The study’s find-
ings show that earthquakeepicenters are concentrated in anarrowzone running fromnorthwest to southeast.
The movement along these faults suggests a horizontal left-lateral strike-slip motion. Asymmetric rupture
occurring within interconnected fault structures in the western Aegean region plays a significant role in the
transition from right-lateral strike-slip fault motion (southwest to northeast) to left-lateral strike-slip (north-
west to southeast). The South Evia 2022-2023 seismic sequence shows the activation of a fault structure with
northwest-to-southeast strike-slip horizontalmotion, contradicting previous assumptions of low seismicity in
the area. The study emphasizes the need to reevaluate seismic hazard maps in the region and consider the
possibility of similar fault zones being activated further south in the future. It also emphasizes the need to
expand the coverage of the seismic networks in the Aegean.

Introduction
The occurrence of two moderate events on the eastern
shores of Evia Island in central Greece on November
29, 2022 (moment magnitude (Mw) 4.6 04:32 UTC and
Mw 4.8 20:06 UTC), resulted in unrest among the civil-
ian population in the Athens metropolitan area, situ-
ated around 50 km to the east. A series of minor pre-
shocks was initiated a month before. The moment ten-
sors (MTs) for themainshocks provided by the National
Observatory of Athens (NOA) revealed strike-slip focal
mechanisms with either NW-SE or SW-NE strikes. As of
June 2023, microearthquake activity persists, including
an event of Mw 4.5 that took place on April 22, 2023.
The northern and central parts of the Aegean Sea

are dominated by strike-slip zones that reflect the east-

∗Corresponding author: cevan@noa.gr

ward shear transmitted frommajor andminor branches
of the North Anatolian Fault (NAT) (e.g. Barbot and
Weiss, 2021). These right-lateral strike-slip zones con-
tinue westward and end near the primarily E-W ori-
ented normal faulting system, which governs the Greek
mainland. It seems that the strike-slip faulting extends
as far as Evia Island, but it does not traverse through
central Greece (Fig.1). To date, no active faults on the
surface have been identified in the southern part of
Evia Island (Ganas et al., 2013). Moreover, the Greek
Database of Seismogenic Sources (GreDaSS) does not
report the existence of seismogenic faults in this area
(Caputo and Pavlides, 2013). According to the routine
seismic catalogs provided by NOA, the studied region
exhibits relatively limited background seismicity com-
pared to other areas in Greece. As a result, this region
has been considered to have relatively lower seismic
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hazard compared to other regions of mainland Greece
(Danciu et al., 2021).
In this report, we image the earthquake activity in

the area by utilizing automated techniques to signifi-
cantly enhance the NOA seismic catalog and image the
details of the ruptured faults. We produce a new seis-
mic catalog by deploying a deep-learning phase picker
(Mousavi et al., 2020), a rapid arrival earthquake asso-
ciation (Zhang et al., 2019), an absolute location (Klein,
2002), and a relative relocation method (Trugman and
Shearer, 2017). We also calculate as many as possi-
ble MTs solutions using Gisola, an automated regional
moment tensor determination tool (Triantafyllis et al.,
2021). This seismic monitoring workflow was first im-
plementedbyFountoulakis et al. (2023), after theMw7.0
earthquake that occurred in Samos in 2020. Our pri-
mary objective is to establish this procedure as an op-
erational system at NOA for analyzing dense aftershock
sequences captured by numerous permanent and tem-
porary seismic stations.

Event detection and location
Continuous seismic records from broadband seismic
stations located up to 110 km from the main events
epicenters were used for the period between October
2022 and April 2023 (Fig. 1). The installation of addi-
tional stations from the temporary network 1Y (Wolf-
gang Friederich et al., 2022), part of the AdriaArray ex-
periment, improved significantly the seismic monitor-
ing capacity in the area.
Using the EQTransformer signal detector (Mousavi

et al., 2020), a deep-learning-based system that uses an
attentionmechanism to detect seismic signals and iden-
tify primary and secondary seismic arrivals, we identify
earthquake signals and pick P and S seismic wave on-
sets. The independently identified arrivals are associ-
ated with seismic events using the REAL associator and
initial locator (Zhang et al., 2019). It deploys a 3D grid
around the station with the first recorded P arrival and
searches for possible earthquake locations by counting
other seismic arrivals within a time window based on
theoretical traveltimes. To assure high-quality events,
we required event identification with at least four P and
S phases each. The local P-wave velocity model by Kon-
stantinou et al. (2020)withVp/Vs=1.73was employed for
the theoretical traveltime calculations.
We locate the associated events with the HYPOIN-

VERSE code (Klein, 2002). Low-quality events with az-
imuthal gaps > 280◦, average root-mean-square (RMS)
residuals > 0.5 sec, and horizontal/vertical error > 0.5
km were discarded from the catalog, leaving 5838 well-
located events. We further improve the earthquake
locations using the GrowClust code (Trugman and
Shearer, 2017), which incorporates techniques for hier-
archical clustering and relocation based on waveform
cross-correlation (WCC) values. We cross-correlate
waveforms for event pairs that appear in common sta-
tions. To ensure high relocation precision, we consider
only event pairs with 0.65 average minimum WCC val-
ues and a minimum of three phases with WCC values
> 0.65. From the 5838 events in the input catalog, 1893

events were successfully relocated and clustered. The
exclusive utilization of WCC relocation was driven by
the objective of focusing specifically on events thatwere
effectively located. This deliberate choice enabled the
precise mapping of the activated fault structures within
the designated study area, as depicted in Fig. 2. Grow-
clust utilizes the bootstrap method to assess formal un-
certainties by resampling the input WCC data. This it-
erative process generates a perturbed set of event loca-
tions that is specific to each bootstrap iteration. To cal-
culate the relative relocation uncertainties, bootstrap-
ping was employed with 30 resamplings of the input
WCC data, resulting in mean horizontal and vertical er-
rors of approximately 500 m and 450 m, respectively.
For the detected and relocated final catalogs, the local
magnitudes (ML) were calculated using the local mag-
nitude scale of Scordilis et al. (2016).
To precisely pinpoint the hypocenters of the three

greatest events, we relied mostly on the manual seis-
mic phases provided by NOA and the NonLinLoc lo-
cation code (Lomax et al., 2000). Here, we do not
perform GrowClust relocation because the waveforms
from these larger events do not correlatewell with those
from the other smaller events. NonLinLoc was chosen
due to its ability to account for the non-linear nature of
the problem, allowing for a solid uncertainty analysis
and providing a probability density function, resulting
in a more comprehensive representation of the error
volume. Hypocenter solutions of these events are pre-
sented in Table S1.
The magnitude characteristics of the catalog were

additionally examined by analyzing the Frequency-
Magnitude distribution. To estimate the magnitude of
completeness (Mc) and the corresponding b-values, we
employed the Maximum Curvature method proposed
by Wiemer and Wyss (2000). As shown in Figure 3 and
Table S2, there is a reduction of Mc for the WCC cat-
alog (Mc 1.4) compared to the manually compiled in-
stitutional NOA catalog (Mc 1.8) and a significant in-
crease in the detectability levels just by employing au-
tomated signal detector and associator routineswithout
WCC (Mc 0.9).
Moment tensor (MT) solutions for the major events

of the sequence were obtained using Gisola (Triantafyl-
lis et al., 2021). Table S3 lists those events with reliable
solutions.

Results and Discussion
The relocated catalog reveals a concentration of epi-
centers aligned in a narrow NW-SE zone, spanning
approximately 5 to 6 kilometers in length (Fig. 2a).
This alignment corresponds to the predominant NW-
trending sinistral strike-slip fault plane in most calcu-
lated MTs, oriented approximately 130

◦N. When ex-
amining a vertical cross-section along the strike, it be-
comes evident that the majority of events are clustered
offshore, specifically within a 3 km long segment (Fig.
2b). Most of these events are confined between 8 to
12 km depth (Fig. 2b). Additionally, a lateral migra-
tion of events is observed, originating from the fore-
shocks (Figure S1). This migration, at an approximate
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Figure 1 North and central Aegean map. NOA focal mechanisms for earthquakes greater than Mw 4.5 from 2012 onwards
are plotted in black (Triantafyllis et al., 2021). Focal mechanisms for events greater than Mw 6 between 1967 and 2012 are
plotted in gray, derived from the Centroid Moment Tensor (CMT) catalog (Dziewonski et al., 1981) and other local studies
(Kiratzi et al., 1991; Taymaz et al., 1991; Konstantinou et al., 2010). The light red symbols show focalmechanisms obtained by
this study and others (Roumelioti et al., 2003; Ganas et al., 2005; Kiratzi, 2014). Fault traces from the GEMGlobal Active Faults
Database (Styron and Pagani, 2020) are plotted in red. Permanent stations used in this study from HL (National Observatory
of Athens, Institute of Geodynamics, Athens, 1975) and HA (University of Athens, 2008) seismic networks are shown in blue
triangles. Temporary stations from seismic network 1Y (Wolfgang Friederich et al., 2022) are shown in orange triangles. AN:
Andros Island, CH: Chios island, ED: Edremit, EV: Evia island, IK: Ikaria island, LE: Lesvos island, MY: Mykonos basin, PS: Psara
island, SK:Skyrosbasin, SP:Sporadesbasin. Top left insetmap: Ageneralmapviewof theHellenic subductionzonewhere the
Africanplate subductsbeneath theAegeanarea, boundedby thedextralNorthAnatolianFault (NAF) andNorthAegeanTrough
(NAT) in thenortheast and theKefaloniaTransformFault (KTF) in thewest. Tracesof normal, dextral strike-slip, sinistral strike-
slip, and reverse faults from the GEM database are plotted in red, blue, purple, and black, respectively. The green box outline
marks the north and central Aegean area shown in themain figure. Top right inset: A general map view of Europe. The green
box outline is similar to the other inset. Lower right inset sketch: a graphical illustration based on Yaltırak et al. (2012) for
the broken slat model proposed by Taymaz et al. (1991) depicts the transition from dextral strike-slip systems in the east to
sinistral ones in the west.
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rate of 50 m/day, ultimately leads up to the date of the
two main events on November 29, 2022. Interestingly,
a comparable migration speed of 70 m/day was identi-
fied during the Thiva 2020-2021 earthquake sequence,
occurring just 80 km to the northwest. In that case, the
migration was attributed to the diffusion of pore-fluid
pressure on a normal fault (Kaviris et al., 2022). As the
rupture zone transitions towards onshore regions in the
northwest, there is a decrease in the number of relo-
cated events. These remaining events that are observed
in onshore regions tend to occur at greater depths, typi-
cally ranging from 10 to 12 km. A vertical cross-section
perpendicular to the 130

◦ strike images the existence of
a fault zone oriented in a NW-SE direction with a steep
SW dip (Fig. 2c). The MT of the largest event shows a
fault dip that is parallel to the aftershock lineations ob-
served on the eastern fault (Fig. S2). The clustered lin-
eations observed in Figures 2 and S2 indicate the pres-
ence of another fault running parallel to the west.
A noticeable cluster of seismic activity is observed in

the northwest region, near Zarakes village, which is dis-
tinct from the main rupture zone (Fig. 2). This par-
ticular cluster is separated from the main rupture zone
by a higher topographic relief zone that spans approxi-
mately 3 km in length. The abundance of seismic activ-
ity in this elevated area suggests two possible scenarios.
Firstly, there could be a separate secondary fault within
the NW-SE strike-slip fault zone. Alternatively, it could
indicate a larger fault zone that fractures into segments,
with an unbroken section in the middle.
The analysis of the relocated catalog reveals the pres-

ence of numerous offshore events that exhibit a gen-
eral SW-NE direction. However, due to the limited avail-
ability of seismic stations in the eastern offshore re-
gion, most of the eastward events have not been relo-
cated using WCC techniques. As a result, SW-NE align-
ments are not as clearly defined in the relocated cata-
log. If some SW-NE lineations were more clearly evi-
dent, they could potentially be associated with the dex-
tral strike observed in most calculated MTs, which is
approximately 220

◦. However, based on the available
MTs and theWCC relocations, there is no conclusive ev-
idence of any significant event occurring along a right-
lateral offshore fault (Fig. 2). Therefore, the reloca-
tion of this earthquake sequence suggests an asymmet-
ric rupture takingplacewithin a steepNW-SE fault zone,
which persists for at least 6 months. It also emphasizes
the need for better coverage of seismic stations to over-
come this limitation and obtain a more complete pic-
ture of the seismic activity, particularly in offshore re-
gions in the Aegean. This consideration is crucial for
improving our understanding of fault structures and
earthquake mechanisms in the study area.
As the Hellenic subduction zone is rolling back to-

wards the southwest, a pair of opposite rotations occur.
Dextrally rotated blocks are observed between the Ke-
falonia Transform Fault (KTF) and the western edge of
the Aegean Sea across Skyros, Evia, etc (Fig. 1). Con-
versely, on the other side of the Aegean, the southeast
Dodecanese islands, Crete, and southwestern Turkey
blocks undergo sinistral rotation (e.g. Martin, 2007). In
themiddle, theAegeanmicroplate is constrainedby two

rigid indentors, the Anatolia (eastern end) and the Apu-
lia (western end) platforms (e.g. Wallace et al., 2009).
The proposed model, referred to as the “dual inden-
tor” model, describes the opposing rotation of main-
land Greece in a dextral-clockwise direction and Ana-
tolia in a sinistral-anticlockwise direction. This concept
bears resemblance to the pinned, broken slat model in-
troduced Taymaz et al. (1991), as well as the “double sa-
loon door” concept put forth by Martin (2007). Consid-
ering that the kinematics of the northern and central
Aegean can be described from the broken slat model of
Taymaz et al. (1991), where a right-hand margin of par-
allel slats has rotatedmore than the left, there are points
of abrupt change in slip vector, the breakpoints on the
slats, that produce conjugate strike-slip fault structures
(Fig. 1). Distinct conjugate areas can be identified from
north to south based on focalmechanisms. These struc-
turesmaynot exhibit similar seismic activity in terms of
temporal occurrence and density. Instead, they serve as
indicators of the transition from predominantly dextral
to sinistral strike-slip motions. Such areas include the
region between Skopelos and Alonissos islands in the
Sporades basin, marking the termination of the North-
ern Aegean Trough (Fig. 1). Another area is found
near the Skyros basin, signifying the end of the Skyros-
Edremit Trough. Additionally, the South Evia area, the
region focused on in this study, lies at the termination of
another branch of the Lesvos-Edremit fault system (Fig.
1). Further south, the extension of the Chios-Psara fault
system suggests a potential conjugate fault structure be-
tween Evia and Andros islands (Fig. 1). Additionally, if
the extension of the Ikaria faults, which currently lacks
any recordedMTs, exhibits a similar sense of motion, it
could potentially indicate the presence of a similar geo-
logical structure within the Mykonos basin (Fig. 1).

The existence of these fault structures in the west-
ern Aegean that marks the transition from SW-NE dex-
tral strike-slip ruptures to NW-SE sinistral strike-slip
ruptures links the Aegean shear zone with the normal
faulting in the mainland (Kiratzi, 2014). The first well-
documented occurrence of left-lateral strike-slip mo-
tions can be traced back to the 2001 Skyros earthquake
(Roumelioti et al., 2003; Ganas et al., 2005). Several pre-
ceding significant earthquakes, such as the 1965 event
in the Sporades basin (Fig. 1), may be also associ-
ated with left-lateral strike-slip motions (Kiratzi, 2014).
Furthermore, a small seismic sequence on the western
shores of northern Evia, which occurred in November
2013, offered supplementary evidence for left-lateral
strike-slip motions (Kiratzi, 2014).

The South Evia 2022-2023 sequence has emerged as
the southernmost observed area where strike-slip NW-
SE faults have been activated. This finding contradicts
previous assumptions regarding the relatively low seis-
micity in the region east of the Athens metropolis. It
also implies the potential activation in the future of sim-
ilar zones, either between Evia and Andros islands or
even between Tinos and Mykonos islands in the south
(Fig. 1). Consequently, seismichazardmaps for the area
need to be reassessed to incorporate this new informa-
tion and ensure precise evaluations of seismic risk.

4 SEISMICA | volume 2.1 | 2023



SEISMICA | FAST REPORT | South Evia 2022-2023 seismic sequence

Figure 2 (a) Relocated 2022-2023 earthquake sequence colored based on days since November 29th, 2022, sized propor-
tionally to their local magnitude. Hypocenters in light red are those detected events not relocated withWCC. Moment tensor
solutions are colored similarly to the hypocenters. Red and green stars indicate the location of the two largest events of the
sequence on the 29th of November 2022. The orange star marks the Mw 4.5 aftershock on April 22, 2023 (b) NW-SE vertical
cross-section along fault strike. (c) SW-NE vertical cross-section with orthogonal orientation to the strike of the main fault.
The width of the cross-sections are 2 km and 1 km, respectively. Hypocenter colors in vertical cross-sections are similar to
the map view in (a).
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Figure 3 The Frequency-Magnitude distribution (FMD) of the detected (ALL), relocated (WCC), and NOA catalogs with a bin
width of 0.1. Colored crosses and circles show the number and the cumulative number of events per magnitude bin, respec-
tively. Themagnitudes of completeness (Mc) are estimated using the Maximum Curvature method proposed by Wiemer and
Wyss (2000).
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Abstract No.

Introduction
Following the recent moment magnitude (Mw) 7.8 and
Mw7.5 Kahramanmaraş, Türkiye, earthquake sequence
on 6 February 2023 (U. S. Geological Survey, 2017), an
assertion that planet/sun alignments and lunar phases
may help to predict an earthquake occurrence became
widespread in some news outlets and on social media
(Chappell, 2023). In the following, we call this align-
ment of three celestial bodies a conjunction, although
the correct word in astronomy would be a syzygy.
Usually, the assertion that planet/sun alignments and

lunar phases may predict an earthquake occurrence
is promoted by choosing carefully a period of time
at which these alignments occur and showing specific
earthquakes that occurred at the same time. Such as-
sertions usually do not mention that these conjunction
events do happen extremely frequently, and that most
of the time, they are not followed by significant earth-
quakes. By making a large number of predictions (Gar-
cia, 2017; Service Checknews, 2019), some of themmay
come true, but that does not mean that the method
has any predictive power. The only literature avail-
able arguing that conjunctions can be used to predict
earthquake occurrence either calls into question funda-
mental physics without any proof (Omerbashich, 2011;
Safronov, 2022), or does not show the background rate
of conjunctions (Awadh, 2021). The major logical flaw
in these analyses is showing only events that are as-
sociated with conjunctions while not paying attention

∗Corresponding author: romanet@geoazur.unice.fr

to the total quantity of conjunctions (see Khalisi, 2021;
Zanette, 2011). Indeed, if conjunctions are very com-
mon, it is easy to associate them with earthquakes, but
itmaynot help in anyway to predict future earthquakes.
The assertion that planet/sun alignment may predict

an earthquake can be seen as a more evolved version
of the theory that the moon phase has a strong influ-
ence on earthquakes. The moon phase theory has been
debated for a long time by seismologists (e.g., Schus-
ter, 1897), and the question is still not completely an-
swered yet (Ide et al., 2016; Hough, 2018; Kossobokov
and Panza, 2020; Zaccagnino et al., 2022). In some
regions, slow-earthquakes like tremors (Nakata et al.,
2008; Rubinstein et al., 2008) or low frequency earth-
quakes (Thomas et al., 2012) are influenced by tides.
Depending on the area, the considered period in the
seismic cycle (Tanaka, 2010, 2012; Peng et al., 2021),
and the focal mechanism (Tsuruoka et al., 1995), the
moon phase may have some influence or not. Overall,
it seems to have an influence (Yan et al., 2023), at least
for some regions/period or time, that may be incorpo-
rated in long term probabilistic earthquake forecasting
(Ide et al., 2016); however, this effect is too small to be
used as a way to predict earthquakes (Witze, 2016). A
rigorous attempt to perform short termprediction, with
the idea that before a large earthquake, smaller earth-
quakes would be more tide-sensitive as the crust is ap-
proaching critical strength, proved themethod to be in-
effective for prediction (Hirose et al., 2022).
While for the moon/earth/sun alignments, there ex-

ists a physical mechanism by which the stresses are
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changing in the crust via gravity change which may
weakly influence earthquake occurrence (Ide et al.,
2016), there is no suchmechanism forplanets/sunalign-
ments because the electromagnetic and gravity fields
due to celestial bodies other than the Sun andmoon are
usually extremely small when they reach the Earth.
This paper aims to test whether the planet/sun align-

ment, along with the moon phase, can be used to pre-
dict earthquakes. For this purpose, we are systemati-
cally comparing the percentage of earthquakes linked
with conjunction(s) with the percentage of the time that
conjunction(s) are happening over a 69-year period of
time using a global catalog of earthquakes. In the fu-
ture, more detailed analyses can be conducted to exam-
ine whether there is an effect of other planets on the oc-
currence of earthquakes, for example by calculating the
gravitational effects on the tractions of differently ori-
ented faults (e.g., Cochran et al., 2004; Ide et al., 2016).
This assertion that planet/sun alignment is strongly

promoting earthquakes would be valid only if the rate
of earthquakes associatedwith conjunctionswas higher
than the conjunction rate. We evaluate the significance
of our results by calculating thep-value,making thenull
hypothesis that earthquakes follow a binomial distribu-
tion during the period of our catalog with the probabil-
ity given by the probability of conjunctions.

Method
We first chose the ISC-GEM catalog (Storchak et al.,
2013, 2015; Di Giacomo et al., 2018) and selected earth-
quakes ofMw ≥ 7 over the period 1950/01/01-2018/12/31.
The reason for starting at the year 1950 is because the
catalog starts to be complete for shallow events (>60km)
and for Mw ≥ 7 at years 1918–1939 (Michael, 2014). We
chose the 10 years delay as a margin to be sure not to
flaw the analysis by missing any Mw 7 earthquakes.
To calculate each planet/sun alignment, we took ad-

vantage of the Astropy package in python (The Astropy
Collaboration et al., 2018, 2022) that allows us to calcu-
late the position of any planets in the solar system, the
Sun, and the moon at any time. For each day covering
the period of the earthquake catalog, we calculated if
there was a conjunction or not. We used the NASA JPL
ephemerides model “DE430” (Folkner et al., 2014). We
did not take into account leap seconds in the calculation
of theday, because theoffset is less thanaminute for the
considered period.
The celestial bodies included are: the Sun, Mercury,

Venus, Earth, Mars, Jupiter, Saturn, Uranus, and Nep-
tune.
For each triplet of given three celestial bodies A, B

and C in the solar system, we calculated their positions
in International Celestial Reference System (ICRS).
We then calculated each vector

−→
AB,

−→
BC,

−→
AC and the as-

sociated norms
∥
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∥



 , (1)

in degrees.
When the angle θ was smaller than a threshold θthr,

we set that there was an alignment of the celestial bod-
ies for the day. In the following paper, we used the
threshold θthr = 3◦ unless stated otherwise.
For the moon phase, we calculated the projection of

the moon on the ecliptic plane (the plane that contains
the orbital of theEarth). Then,we tried tofind if thepro-
jection on this plane was in opposition (full Moon) or in
conjunction (new Moon) with the Sun from the Earth.
A threshold of 6.5

◦

was used, and this threshold is cho-
sen because the average orbital of the moon around the
Earth during one day is around 12

◦ .

Results
The results are presented in Table 1 for the threshold
θthr = 3

◦ . The total time period consists of 25202 days,
among which 19565 days are associated with conjunc-
tions, so that 78% of the time, there is at least one con-
junction on the day. For the same period, there are 813
earthquakes, amongwhich 640 are associated with con-
junctions, so that 79% percent of earthquakes are asso-
ciated with conjunctions.
We did the same study for earthquakes associated

with full or new moon, as well as for earthquakes as-
sociated with both full or new moon and at least one
conjunction. The percentage of days associated with
either full or new moon is 7% (1743/25202), very much
the same as the number of earthquakes that happened
during full or new moon 7% (58/813). Finally, there are
5% (1349/25202) of days, and 6% (52/813) of earthquakes
associated with both full or new moon and at least one
conjunction.
We can formulate the null hypothesis that earth-

quakes follow a binomial law with the probability p

given by the number of days that are associated with
conjunctions:

P [k |n| p] =
(n

k

)

pk(1 − p)
n−k

, (2)

whereP is the probability to observe k earthquakes that
are associated with at least one conjunction in the total
number of earthquakesn. Becausen is large in our sam-
ple, we can approximate the binomial distribution by a
normal law:

P [k|n|p] ≈
e

−
1
2

(

k−np
√

np(1−p)

)2

√

2πnp(1 − p)
. (3)

Finally, the single-side p-value will be:

pvalue =
1

2
−

1

2
erf

(

k − np
√

2np(1 − p)

)

, (4)
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Number of days associated with
conjunction(s)

19565/25202
(77.63%)

Number of earthquakes associated
with conjunction(s)

640/813
(78.72%)
pvalue = 0.23

Number of days associated with
full/newmoon

1743/25202
(6.92%)

Number of earthquakes associated
with full/newmoon

58/813
(7.13%)
pvalue = 0.40

Number of days associated with both
full/newmoon and conjunction(s)

1349/25202
(5.35%)

Number of earthquakes associated with
both full/newmoon and conjunction(s)

52/813
(6.40%)
pvalue = 0.09

Table 1 Comparison of the frequency of a particular event (for example a conjunction), and the frequency of an earthquake
that canbeassociated to theeventduring theperiod1950/01/01-2018/12/31. The thresholdusedhere todefineaconjunction
is θthr = 3

◦ . The calculated p-value is one-sided, for the null hypothesis that the earthquakes follow a binomial law with the
probability given by the frequency calculated with the number of days.

if k > np, where erf is the error function.
The p-value represents the probability of obtaining a

value worse than or equal to the calculated value. Usu-
ally, a value pvalue < 0.05 is taken to indicate that we can
reject the null hypothesis,meaning that there is only 5%
chance that the null hypothesis could be true given the
data.
We choose a single-side p-value because this will fa-

vor the rejection of the null hypothesis (the single side
p-value is lower than the two-side p-value), hence it is
providing an initial advantage to the hypothesis that
conjunctions are linked to earthquakes. Given that the
p-value for earthquakes associated with conjunction(s)
is 0.23 (Table 1), we cannot reject the null hypothe-
sis, hence the difference between the observed value
of earthquake linked with conjunction(s) and the total
number of conjunctions is not significant. The same
analysis can be done for earthquakes associated with
full/new moon (pvalue = 0.40, Table 1), or earthquakes
that are associated with both full/newmoon and at least
one conjunction (pvalue = 0.09, Table 1). In these two
cases, the p-value is also high enough (pvalue > 0.05) that
we cannot reject the null hypothesis.

Discussion and conclusion
The frequency of earthquakes associated with conjunc-
tion(s) and the frequency of conjunctions are pretty
much the same, and the difference is statistically non-
significant (all the p-values are larger than 5%). This
means that we cannot reject the hypothesis that earth-
quakes are occurring following a binomial law during
the time period of the earthquake catalog.
The fact that the null hypothesis cannot be rejected

does not mean that it is the true hypothesis. It just
means that given this earthquake catalog, we do not
have a scientific basis to reject it.

It is known that earthquakes are not completely ran-
dom, especially because of aftershocks, and aftershocks
havenot been removed from the cataloghere. However,
trying to remove aftershocks and foreshocks does not
change the conclusion of the paper (see Supplementary
Text and Supplementary Tables S1-S2).
The assertion that earthquakes are linked with con-

junctions is unlikely based on our results. For such a
strong claim that earthquakes can be predicted using
conjunctions and moon phase, because it would have
extremely important societal implications, it would
need very significant results associated with very low p-
value. This is far from being the case here.
We also tried to find if a planet was more often that

the others associated with conjunctions (Figure 1). This
seems not to be the case because the p-value for ev-
ery planet (except Neptune) is quite large (pvalue ≥ 0.1).
For Neptune, the p-value is small, whichmeans that the
probability to observe this result or more extreme re-
sults was only 1%. Given the earthquake catalog and
the period of time, we cannot statistically rule out that
Neptune has some influence. However, it still does not
mean that it can be used for earthquake prediction be-
cause conjunctions including Neptune are very com-
mon and 97% of the time are not followed by a large
earthquake (there are 8344 days with at least one con-
junction including Neptune, and 266 earthquakes are
associated with at least one conjunction including Nep-
tune).
Finally, we tried to see if a conjunction was more of-

ten than others associated with earthquake occurrence
(Figure 2). The results are less clear, because for a given
conjunction, the percentage of one particular conjunc-
tion during the whole period is small (<2% for the con-
junction that is the most frequent), so that the number
of earthquakes sampling this conjunction is also very
small. This leads to a large variability. However, we can

3 SEISMICA | volume 2.1 | 2023



SEISMICA | FAST REPORT | Could planet/sun conjunctions be used to predict large earthquakes?

Figure 1 Comparison of the percentage of days involving at least one conjunction associated with a given planet, and the
percentage of earthquakes linkedwith at least one conjunction associatedwith a given planet. The threshold angle to define
a conjunction is θthr = 3

◦ .

still say that the overall trend is respected, such that the
conjunctions that are the most frequent are most often
associated with earthquakes.
Changing the threshold for conjunction does not

change the results, and the same conclusion can be
made. If the threshold angle is too small, we may miss
some conjunctions because the orbital plane is not ex-
actly the same for each planet. For example, the results
with the threshold of 2◦ are given in Supplementary Ta-
ble S3. Reducing the threshold anglemainly reduces the
percentage of time conjunctions are happening and re-
duces in the same way the percentage of earthquakes
that are associated with conjunctions.
Persons defending the assertion of planet/sun con-

junctionsmaycontinue arguing that I still didnot lookat
a particular association of conjunctions, or association
with only full moon. This is true. But given the number
of possible associations, it is impossible to test them all.
Rigorous and scientific tests of any such specific associ-
ations are welcomed.
The alignment of three planets/sun is actually some-

thing extremely ordinary in the solar system that is hap-
pening close to every day (for the threshold 3◦, it hap-
pens 78% of the time). Finding a conjunction on the day
of an earthquake is therefore normal, and if we start
looking at time windows including some days before
and after an earthquake it becomes even more likely
that a conjunction will have occurred. We showed that
the percentage of earthquakes associated with at least
one conjunction is actually very similar to the percent-
age of the time where there is at least one conjunction,
and that the difference between the two is not statisti-
cally significant. Hence, there is no significant effect of
planet/sun alignment ormoon phase on the occurrence
of large earthquakes, and it can certainly not be used to

provide short term prediction of earthquakes.
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Figure 2 Comparison of the percentage of days that a specific conjunction happens, with the percentage of earthquakes
that can be linked with the same specific conjunction. The threshold angle to define a conjunction is θthr = 3

◦ ).
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Abstract The curation of seismic datasets is the cornerstone of seismological research and the start-
ing point of machine-learning applications in seismology. We present a 21-year-long AI-ready dataset of di-
verse seismic event parameters, instrumentation metadata, and waveforms, as curated by the Pacific North-
west Seismic Network and ourselves. The dataset contains about 190,000 three-component (3C) waveform
traces from more than 65,000 earthquake and explosion events, and about 9,200 waveforms from 5,600 ex-
otic events. Themagnitude of the events ranges from0 to 6.4, while the biggest one is 20 December 2022M6.4
Ferndale Earthquake. We include waveforms from high-gain (EH, BH, and HH channels) and strong-motion
(EN channels) seismometers and resample to 100 Hz. We describe the earthquake catalog and the temporal
evolution of the data attributes (e.g., event magnitude type, channel type, waveform polarity, and signal-to-
noise ratio, phase picks) as the network earthquake monitoring system evolved through time. We propose
this AI-ready dataset as a new open-source benchmark dataset.

Non-technical summary AI-ready datasets have been the primary drivers for developingmachine
learning algorithms. The diversity of the data these models are trained from is a leading factor for model
performance and the potential for extrapolation or generalization. This work presents a curated AI-ready
dataset of seismic events that were generated and recorded in the Pacific Northwest of the United States.
The dataset contains metadata curated by the Pacific Northwest Seismic Network and waveforms from typ-
ical earthquakes, but also human-generated quarry blasts and sonic booms, and surface processes such as
snow avalanches.

Introduction
The Pacific Northwest (PNW) region of the United
States is a dynamic tectonic plate boundary between
the North American continental plate and the Juan de
Fuca oceanic plate. The active margin between the two
plates is a subduction zone that hosts a wide variety of
earthquake behaviors: fast and large megathrust earth-
quakes (Witter et al., 2003), intraslab earthquakes (Gene
A. Ichinose, 2004), crustal earthquakes (Gomberg and
Bodin, 2021), slow repeating earthquakes (Rogers and
Dragert, 2003; Wech and Bartlow, 2014; Bartlow, 2020),
tectonic tremor (Wech et al., 2010), and low-frequency
events (A.A.Royer and M.G.Bostock, 2014). The PNW
has over twenty active volcanoes that have experienced
eruptions in the historical record. The PNW has hun-
dreds of glaciers in the Cascades, the Olympic Penin-
sula, and sitting atop the CascadeVolcanoes. Due to the
active tectonics and the particular mid-latitude climate,
the PNWalso experiences hundreds of landslides every
year (Luna and Korup, 2022). Such geohazards gener-
ate seismic waves that are well recorded (Allstadt, 2013;
Allstadt et al., 2018a; Hibert et al., 2019).
The Pacific Northwest Seismic Network (PNSN) is the

∗Corresponding author: niyiyu@uw.edu

authoritative seismic network in the states of Washing-
ton and Oregon as part of the Advanced National Seis-
mic System (ANSS), which is coordinated by the United
States Geological Survey (USGS). PNSN started in 1969
with 5 seismometers and has more than 600 active seis-
mic stations as of 1 November 2022. The authorita-
tive boundaries of the seismic network are geographi-
cal (see Figure 3), but the Cascadia subduction zone is
also active in Northern California and southern British
Columbia (Ducellier and Creager, 2022; Dragert et al.,
2001). The longevity of the seismic records and the rich-
ness of the active geohazards in the PNWform a unique
opportunity to explore a vast range of seismic signa-
tures. Comprehensive investigations that relate seis-
mic signature to specific geohazards (Braun et al., 2020;
Feng, 2012; Allstadt et al., 2018b;Hibert et al., 2019) ben-
efit from curated datasets.
In recent years, machine learning has increasingly

been used for applications in geosciences and seismol-
ogy in particular. The rise of machine learning, espe-
cially deep learning, is largely due to the curation of sev-
eral computer vision (ImageNet, Deng et al., 2009) and
natural language processing (GLUE, Wang et al., 2018)
datasets. There is a clear surge of machine-learning
workflows in seismological research (Kong et al., 2019;
Malfante et al., 2018; Bergen et al., 2019; Mousavi and
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Beroza, 2022) that is driven by the high dimensional-
ity of seismological data, the dramatic growth in data
volumes (Hutko et al., 2017), and the effort by the com-
munity to curate seismic datasets. There exists today
several curated datasets that have become standards
for machine-learning seismological research: STEAD-
a dataset of local and regional earthquakes and high-
frequency noise recorded globally (STanford EArth-
quake Dataset, Mousavi et al., 2019), INSTANCE (Italian
seismic dataset for machine learning, Michelini et al.,
2021), ETHZ (Eidgenössische Technische Hochschule
Zürich, Woollam et al., 2022), SCEDC (Southern Cal-
ifornia Earthquake Data Center, SCEDC, 2013), and
Iquique, a data collection of subduction-zone earth-
quakes and regional recordings (Woollam et al., 2019).
These datasets contain earthquake and noise time se-
ries recorded by various seismometers. The typical
data attributes are basic earthquake source and re-
ceiver characteristics, including locations, magnitudes,
focal mechanisms, and waveforms. The majority of the
earthquake sources in these datasets are of tectonic ori-
gins: transform plate boundaries such as in California,
subduction zone, and intra-continental crustal earth-
quakes (Woollam et al., 2019; Michelini et al., 2021).
Such datasets are considered “AI-ready” since their data
and attributes are packaged in data formats commonly
used by the Machine Learning community.

Surface processes may also generate seismic waves.
Environmental seismology is a blooming field that uti-
lizes seismic waves to understand surface and envi-
ronmental processes. There is a body of research
done on the seismic signatures of landslides events
(Chmiel et al., 2021; Yan et al., 2020; Hibert et al., 2014),
avalanche signals (Braun et al., 2020), and debris flows
(Chmiel et al., 2021), most of which investigate specific
case studies. Catalogs of such events are available in
the Incorporated Research Institutions for Seismology
(IRIS) Exotic Seismic Event Catalog (ESEC) (e.g., Allstadt
et al., 2017; Bahavar et al., 2019; Collins et al., 2022);
these refined and ground-truth catalogs only contain a
few (∼100) events.

Our study provides a novel curated AI-ready dataset
of event and waveform data for a diverse range of short-
duration seismic sources that include tectonic earth-
quakes, explosions, surface events such as ice/rock falls
and avalanches, sonic booms, and thunderstorms. Not
included are phenomena such as non-volcanic tremors
or low amplitude low-frequency earthquakes (LFEs).
We leverage the 21 years of data curation by the PNSN
seismic analysts and researchers to measure the event
P- and S-phase arrival times and other attributes. To
enable optimal re-usability of our dataset for machine
learning studies, we organized the dataset using the
SeisBench data format (Woollam et al., 2022) to improve
accessibility in themachine learning ecosystem. We ac-
knowledge the accompanying human biases that often
pollute AI-ready datasets (Paullada et al., 2021) are well
present in our catalog of event andwaveformattributes.
Some of these identified biases are discussed below and
are obvious topics of future investigations.

Data Selection and Preparation
The PNSN has been monitoring the seismicity in the
PNWsince 1969. However, seismic waveform data from
PNSNwere recorded on film and paper until 1980, when
digital data became available. From 1980 to 2002, event-
triggered waveform data (often with a limited duration)
were saved, but continuous archiving did not start un-
til 2002. For machine-learning applications, long seis-
mic traces as input data are preferred to allow user flex-
ibility when trimming and shifting the data in future in-
vestigations (e.g., data augmentation, Zhu et al., 2020).
The data must also have the same dimensions, i.e., the
same number of samples. To get waveforms that are
long enough (i.e., 150 seconds and longer in this study),
we start the curation when continuous data are avail-
able from IRIS Data Management Center (DMC) since
2002. The drawback of this choice is that it excludes the
largest tectonic earthquakes in the region because they
occurred before 2002 (e.g., Nisqually Earthquake of 28
February 2001). In addition, we require that both a P-
wave arrival time and an S-wave arrival time informa-
tion are available for the same station for each event.
This requirement removes some of the smaller, older
earthquakes for which no S-picks were available. In
the context of AI-ready datasets, the associated meta-
data (labels or attributes) include event-derived param-
eters, station parameters, and waveform parameters.
We use the SeisBenchmetadata format: Table 2 lists the
attributes that we associate with each set of waveforms.

Event Parameters
The detection of new events is both automated and
manually reviewed by the regional seismic network
staff. The PNSN monitors and reports on the seismic-
ity in the region using data from seismic stations (Fig-
ures S1 and S2). A trigger at a station occurs when
the short-term-average-long-time-average of the seis-
mic data (STA/LTA, Allen, 1982) exceeds a threshold.
When a few stations from a designated geospatial group
of seismic stations, called a subnet, experience a trig-
ger, events are automatically saved. The PNSN analysts
review all automatically detected events and remove er-
roneous ones by visual inspection of the event wave-
forms, a process they refer to as “trigger review”. Tele-
seisms are also identified but not further processed.
If the waveform has a clear but emergent signal, does

not contain distinct P and S arrivals, and the frequency
content is relatively low, the PNSN assigns a “surface
event” label (su) to the source type. Most surface events
are “ice”-quakes or avalanches associated with glaciers
in the Cascades and on the volcanoes; however, some
maybe debris flows or rock falls. Other non-earthquake
phenomena occasionally saved by analysts are record-
ings of sonic booms, thunderstorms, and other “inter-
esting” events. Such waveforms are picked at very few
nearby stations (one or two), and we gather the phase
pick information in a catalog that we refer to as the “Ex-
otic Event” catalog.
Once the trigger review identifies an event as an

actual earthquake, the PNSN analysts further process
the data. First, the automated system picks the ar-
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Figure 1 The event counts of ComCat and exotic catalog included in the AI-ready PNW dataset as a function of time.

rival times of seismic phases from the recorded seismo-
grams, which are one of the most important and pri-
mary data products extracted from the raw waveforms.
The analyst reviews and modifies the picks.
Seismic phase picking is the cornerstone of seismo-

logical research. With accurate phase arrival informa-
tion, the analysts can locate the event and estimate its
origin time. At the PNSN, the first P- and S-waves are the
phases picked for local and regional events. As a part
of the PNSN’s ANSS Quake Monitoring System (AQMS),
the network analysts use Jiggle, a graphical user inter-
face in Java to pick arrivals, locate events, and recal-
culate magnitudes (Hartog et al., 2019). The analysts
will manually annotate the arrival time and estimate
the uncertainties of their picks. The phase arrivals are
only picked on a single component per station, with P-
waves usually picked on vertical channels (Z compo-
nent) and S-waves on horizontal channels (E/N or 1/2
components). When it is clear, the polarity (first mo-
tion is up–positive–, or down –negative–) of the P-phase
is labeled by the analyst as well. Both acceleration and
velocity channels are used for phase picking, although
velocity channels are the most commonly used. The
PNSN operates sites with both velocity channels (broad-
band or short-period high-gain seismometers) and ac-
celeration channels (low-gain accelerometers used for
“strongmotion” seismology). Velocity channels are pre-
ferred when both instrument types exist since they usu-
ally have a higher signal-to-noise ratio than the strong-
motion channel.
Additional earthquake characteristics may be ob-

tained from the phase polarity and amplitudes, such as
focal mechanisms and magnitudes. All event parame-
ters are saved in PNSN’s AQMS database, and reason-
ably well-located earthquakes and explosions are re-
ported to the ANSS Comprehensive Earthquake Cata-
log (ComCat, Survey, 2017) via USGS Product Distribu-
tion Layer (PDL), the software-server infrastructure that
all the ANSS regional networks use to distribute earth-
quake products. It is important to note that the combi-
nation of automated tools, which get updated through
time, and manual intervention renders the event pa-

rameters not statistically stationary over time.
This study splits the PNW catalog into several

datasets: one that has PNSN analyst-verified event at-
tributes that were sent to the USGS, which we refer to
as the “ComCat event” dataset, one that we refer to as
the “exotic event” dataset and that has remained inter-
nal in the PNSN AQMS database, and one that focuses
on the 2022 Northern California earthquake sequence.
These datasets are packaged in different files because
they have different window lengths and data attributes.
We collect and organize the data from these. We show
in Figure 1 the annual event counts for the two sets of
events, ComCat and exotic, that are selected for the cu-
rated dataset. The temporal patterns ought not to be in-
terpreted as changes in seismicity rate since there are
systematic biases in the detection and labeling of the
events through time, whether they are human (analyst)
or instrumental (increased instrumental coverage).

ComCat Events

Wequery theANSSComCat and download 65,384 events
with magnitudes greater than 0 from 1 January 2002
to 31 December 2022, which we refer to as “ComCat
events”. We only select the events from ComCat sent by
the PNSN, whose event ID has a “uw” prefix. The event
metadata, including phase picks, are downloaded using
libcomcat (Hearne and Schovanec, 2020) and stored in
the QuakeML format (v1.2, Schorlemmer et al., 2011).
The source type of these events are either earthquakes
or explosions. The download contains 997,213 asso-
ciated phase picks. Among these picks, 944,220 were
made on velocity channels and only 52,982 (5.3%) on
strong-motion channels. For single-channel stations
where only the vertical channel (Z) exists (e.g., EHZ), S-
waveswere alsopickedonly if theonsetswere clear. The
temporal evolution of the ComCat events reflects a com-
bination of increased coverage and sensitivity of the
seismometers. In 2009, a large number of the cataloged
events came from an intense swarm of earthquakes at
Wooded Island in eastern Washington (Gomberg et al.,
2012). As listed in Table 1, the number of events repre-
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Figure 2 Number of events arranged by event type of the curated ComCat and Exotic event datasets.

sented in our final curated dataset is less than what we
originally downloaded due to data selection criteria de-
scribed in Section .

Exotic Events
We also collect data from 5,657 events cataloged by the
PNSN since 2002 that are neither labeled as earthquakes
nor explosions. The exotic events are not incorporated
in the ANSS ComCat and are only available through the
PNSN’s ANSS Earthquake Monitoring System (AQMS)
database. In this dataset, we include events that were
labeled as “surface event”, “thunder”, “sonic boom”, and
unfortunately a “plane crash” (a confirmed event near
Whidbey Island, Washington, 3 March 2013). We re-
fer to these events as “exotic events” herein. Figure 2
shows the number of events in each category for our fi-
nal dataset.
The temporal evolution of the exotic event catalog

depends on manual intervention by the analysts. Be-
cause non-tectonic earthquakes are not the priority of
the PNSN, analysts only pick when time permits. Most
of the labeled exotic events, such as surface events, are
detected on well-instrumented volcanoes (see Figure
S2). The lower event count in the period 2005-2008 coin-
cides with volcanic unrest at Mt. St. Helens, when the
network was also desensitized during this period to the
events around Mt. St. Helens due to the intense rate
of volcano-tectonic seismicity. It is quite possible that
other surface events outside of the volcanoes are miss-
ing, due to having fewer stations elsewhere.
Most of the exotic events are small in magnitude and

seismic amplitude and thus local to a few stations. Due
to a lack of additional observation of the events (e.g.,
a ground truth imagery as done in the ESEC catalog),
source characteristics such as the source origin time,
location, and magnitude are not provided for these
events.

2022 Northern California Ferndale Earthquake Se-
quence
We also include events associated with the 20 Decem-
ber 2022 M6.4 Ferndale (northern California) Earth-
quake. This sequence provided us with a rare oppor-

tunity to add labels for moderate-to-large earthquake
sizes. These events are outside of the PNSN’s authorita-
tive boundary and, thus are not routinely processed by
thenetwork. We select 20 events ofM≥3 reported by the
California Integrated Seismic Network (CISN) from that
sequence and manually pick 609 P-wave arrivals. Table
S1 lists events included in the dataset.

Station Metadata
The station metadata describes the technical informa-
tion necessary for seismic data processing and tracks
the history of any metadata changes. The IRIS DMC
stores station metadata as dataless SEED files, but they
can be downloaded in the StationXML format from
IRIS International Federation of Digital Seismograph
Networks Web Service (FDSN-WS, http://service.iris.edu/
fdsnws). Theup-to-date stationmetadataweuse is down-
loaded using ObsPy (Krischer et al., 2015). These sta-
tions are either long-term installations maintained by
a seismic network (e.g., UW, University of Washing-
ton, 1963) or long-time experiments that lasts several
years (e.g., US Transportable Array, FDSN code TA, IRIS
Transportable Array, 2003).

Event Waveforms
All digitized data from the PNSN are requested and
downloaded through the IRIS FDSN-WS. In total, we
download ∼70 TB of continuous data in miniSEED from
1 January 2002 to 31 December 2022, which takes 2
months to complete. We first curate waveforms from
high-gain velocity seismometers and specific channels
from short-period (EH?) and broad-band (either BH?
or HH?) seismometers. We do not use the SL? and
SH? channels since they are simply derived from EH?
channel after low-pass filtering or down-sampling. We
also include waveforms from strong-motion EN? sta-
tions separately since there are alsopicksmadeon these
channels by the analysts. We do not correct for instru-
mental response and do not integrate the acceleration
to velocity. All waveforms are resampled to 100Hz from
their original sampling rates, which may be 40 (most
BH? channels) or 100 (most EH? and HH? channels).
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Figure 3 Locations of the events included in the ComCat dataset. The red dashed polygon denotes the authoritative region
boundaries of PNSN. The solid linesmark the depth contour of the subduction slabwith a 20 km interval Hayes (2018). Some
contours are labeled by the slab depth. The plate boundary between Juan de Fuca and North America Plate (plate depth
0 km) is delineated in the white line. Some events are color-coded white because they are deeper than 60 km. These are
intermediate-depth earthquakes.

The resampling step is necessary for deep neural net-
workswithfixed input sizes. Wekeep the data as is, even
if it is clipped.

For each ComCat event, we only select the stations
where both P- and S-wave are picked. We prepare 150-
second data for ComCat events: the window starts 50
seconds before and ends 100 seconds after the source
origin time (200 seconds after the origin time for the
Northern California earthquake sequence). The same
length of traces before this time window is curated as
the noise waveforms. The reason for including somuch
noise window ahead of the origin time is to allow user
flexibilitywhen trimming and shifting the data in future
investigations. In the ComCat events, less than 1% of
the S-wave picks arrive later than 60 seconds after the

origin time. Thus, most S-wave arrivals are included
in the time window. Then, we apply a linear detrend-
ing. We also resample all waveforms to 100 Hz, which
upsamples the broad-band BH? channels. Due to the
small inaccuracy (∼0.00008%) of the digitizer clock of
the analog EHZ stations, the sampling rate at these sta-
tions shifts away from strictly 100Hz. We correct this by
resampling to 100Hz. Gappy traces are discarded. Miss-
ing channels, for example, the vertical-component-only
instruments (e.g., channel EHZ) are filledwith zeroes to
keep the consistency of a three-component stream (fur-
ther detailed below). Picks are only donewith data from
a single instrument per site, even if a site may have sev-
eral sensors. Therefore, each “stream” is independent
of the other. Examples of earthquake waveforms can be
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Magnitude range Number of included events Percentage of available events Number of independent streams
0 - 1 19,735 77.1% 70,168
1 - 2 21,717 79.2% 95,406
2 - 3 4,825 42.8% 21,901
3 - 4 398 (15) 37.9% 2,332 (296)
4 - 5 31 (3) 77.5% 205 (138)
5 - 6 1 (1) 100.0% 4 (86)
6 - 7 0 (1) N/A 0 (85)
0 - 7 46,707 71.4% 190,016

Table 1 Number of included ComCat events in each magnitude range. The magnitude used here includes duration (Md),
local (Ml), andhand (Mh)magnitude. The number of streams includes both velocity and acceleration channels. Also provided
is the number of included events as a percentage of downloaded ComCat events. Numbers in the parentheses show the
events and streams from the 20 December 2022 Northern California earthquake sequence and are not included in the total
number of events/streams.

found in Figure S3 and S4 for the velocity-seismograms
and Figure S5 for the acceleration seismograms. Exam-
ples of explosion waveforms can be found in Figure S6,
S7, and S8.
The PNSN operates seismic stations that are partic-

ularly remote. The transfer of data through teleme-
try sometimes leads to artifacts in the time series.
Furthermore, the transition from triggered to contin-
uous data was progressive. Sometimes, both triggered
waveforms, which are detrended, and continuous data,
which are unprocessed, are sent together: the triggered
data overwrites the continuous data, creating a step in
the data. These show in both short-period (EH?) and
broad-band (BH? and HH?) stations. For example, the
time series may contain offsets that could be corrected
in the future in the seismic archive at the IRIS DMC (see
Figures S9 and S10).
The waveforms extracted for an exotic event are not

aligned with the source origin time, which is mostly un-
known. Instead, we align the waveforms by the phase
picks provided by the analysts. The waveforms start
70 seconds before P-wave picks or 80 seconds before S-
wave picks, whichever is available. Most exotic events
have no picked S-waves, but if both P- and S-wave picks
exist, the P-wave is prioritized to align the timewindow.
The time window is 180 seconds long for all types of ex-
otic events, given the occasional long duration and elon-
gation (e.g., cigar-shaped waveforms, Manconi et al.,
2017) of the surface events. We follow the same data-
curating process and formats as we process the Com-
Cat events. Examples of surface-event waveforms can
be found in Figure S11 and S12. Examples of thun-
derquakes can be found in Figures S13 and S14. Exam-
ples of sonic boom events are found in Figures S15 and
S16, and all waveforms from the plane crash event in
Figure S17.
We also extract noise-only waveforms. These wave-

forms are extracted just ahead of the event waveforms.
We selected high-gain velocity channels (EH?, HH?, and
BH?) using a random selection. To further test if there
are hidden events in the noise waveforms, we run the
machine learning model (see Section ) to test whether
events could be detected and only found very few occa-
sions where events may have been present.
We organize the three-component waveforms into

NumPy arrays and define a stream as a three-

component array (Harris et al., 2020; Krischer et al.,
2015). To improve accessibility in themachine-learning
ecosystem, we follow the SeisBench data format con-
vention. The metadata is stored in CSV (comma-
separated values) files, while allwaveforms are stored in
the Hierarchical Data Format version 5 (HDF5) format.
The signal-to-noise ratios (SNR) are calculated (detailed
below) and saved as attributes in the metadata file.
After applying the selection criteria described above,

more than 70% of the ComCat events are kept in
the dataset. Figure 3 shows the map of the selected
events. The datasets cover events within the authorita-
tive boundary of the PNSN, offshore in the Jan de Fuca
Ridge, underneath Vancouver Island, and further East
in Idaho. We provide an overview of the final number
of ComCat waveforms and events in Table 1. The sum-
mary compiles the data volumeacrossmagnitudes from
0 to 6.4. It is possible that most of the events discarded
by the selection had no S-wave picks for clipped wave-
forms. Our selection criteria also excludedmore events
before 2010, which we attribute to the much fewer S
picks available when the data is clipped or when only
vertical-component stations are available.

Machine Learning Phase Picker and Enhanced
Earthquake Picks
We provide an alternative catalog of phase picks from
the earthquake event catalog as a use-case of the dataset
and a research-grade catalog of new picks of P and S
waves usingMachine Learning (ML). Automating phase
picking using deep neural networks has revived the
methodological development for picking seismic waves
(Mousavi and Beroza, 2022; Münchmeyer et al., 2022).
Here, we use the Earthquake Transformer architec-

ture from Mousavi et al. (2020) and implement phase-
picking benchmark tests on the ComCat events. The
SeisBench toolbox provides a set of Earthquake Trans-
former weights for models pre-trained with different
datasets. We select all windowed waveforms from HH?,
BH? and EH? channels and detrend the waveform. We
compare the picks made by these models trained on
STEAD, ETHZ, SCEDC, and INSTANCE datasets with the
PNSN analyst picks recorded in the ComCat events. We
demonstrate their performance by showing the resid-
uals between ComCat picks and ML-predicted picks
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Figure 4 Distributions of P- and S-wave picking residuals (tML − tP NSN ) from the benchmark testing on velocity seismo-
grams. The number in the upper right corner of each subplot shows the mean absolute error (MAE), the root-mean-square
error (RMSE) as the uncertainties to the MAE, the mean value of the residual, and the picking completeness in percentage
concerning the ground truth. The PNW-retrained Earthquake Transformer outperforms the other four pre-trained models
from SeisBench (Woollam et al., 2022) in both picking accuracy and detecting completeness.

for P- and S-waves. The performance metrics are the
mean absolute error (MAE), the root-mean-square error
(RMS) for the phase picking, and the percentage of de-
tected picks relative to ground truth picks.
The input size of the Earthquake Transformer using

SeisBench is 3-component, 60 seconds at 100 Hz. The
probability threshold for picking is 10%. Figure 4 shows
the distributions of the residuals amongmodels and for
both P and S wave picks.
The approaches to benchmark thedetection andpick-

ing performance are i) the seismic network-specific ex-
pectations for the manual picking uncertainties and ii)
the comparison of bias and variance in the residual dis-
tributions relative to other studies (Mousavi et al., 2020;
Münchmeyer et al., 2022). We find a general trade-off
between detection accuracy (completeness) and phase-
pick quality (low errors). The model trained with the
STEAD dataset has the best quality in phase picks rel-
ative to the (ground truth) analyst’s picks, but it misses
more than 20% of the detections. In contrast, themodel
trained with the SCEDC dataset had the best detectabil-
ity and only missed about 5% of arrivals for both P- and
S-waves, but the picking accuracy, especially that of S-
waves, is poor. Bothmodels shownegativemean residu-
als for both P- and S-waves, indicating that theML picks
are always earlier than themanual picks. There is also a
similar pattern on themodel trained with ETHZ and IN-
STANCE dataset in Figure 4. The performance trade-off
between detection and picking accuracymakes retrain-
ing the phase pickers using the PNWdata necessary.
Using our curated dataset of ComCat earthquakes

and explosions, we retrain the Earthquake Trans-
former model. Instead of training from scratch (ran-
domly initialized weights), we start the training from
the SeisBench-trained model, which used the STEAD
dataset, and continue training for additional 100 epochs
on our dataset. We note that about 3% of the STEAD
data set contains PNSN data, whichmay be problematic
for data leakage. However, the STEAD data is bandpass-

filtered 1-45 Hz, while we do not filter the data. We
randomly select 70% of the ComCat dataset for train-
ing and use the rest 30% for testing. We use a trian-
gular label with a 10-sample half-width. We use the
same loss function that Mousavi et al. (2020) used to
train the Earthquake Transformer (a weighted sum of
loss from P-, S- and detection branches). We use a
small learning rate (1 × 10−4) with the Adam optimizer
(Kingma and Ba, 2014) during the training. Compared
with the other pre-trainedmodels, the transfer-learning
on the PNW dataset improves the detection accuracy,
considerably improves the S-wave picks, and performs
as well as the STEAD-trained dataset (see Figure 4). Al-
though not eliminated, the negative mean residuals are
reduced after retraining. We also test all these mod-
els on strong-motion (acceleration) channels, for which
INSTANCE contains the most acceleration waveforms
(28.3%). The PNW transfer-learned model outperforms
other pre-trainedmodels on strong-motion channels, as
shown in Figure S18.

The ability to find more and accurate picks by the
retrained Earthquake Transformer makes it possible
to create a future Machine-Learning-enhanced earth-
quake catalog. We revisit waveforms from the Com-
Cat events that included either P or S picks. There are
683,133 P- and 244,431 S-wave picks for 62,054 events
from these waveforms. We detect 16,201 (2%) and
207,146 (85%) new arrivals out of 686,748 time windows
for P- and S-waves using the refined phase picker. As a
crude quality control, we remove thepickswhere the ra-
tio between the S-travel time and the P-wave travel time
exceeds 2.5 or below 1.5. We add these picks with PNSN
manual picks as a part of the curated dataset in a sep-
arate file. We also use this retrained model to predict
the noise waveform and drop those with any prediction
greater than 0.1. This step effectively removes unpicked
seismic events in the noise waveform.
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Figure 5 Number of streams from each channel type used in the ComCat and exotic event catalogs through time. Short-
period (EH?) andbroad-band (BH?) sensorswere thepredominant channels for bothComCat andexotic datasets before 2012,
while the recording at higher sampling rates at broadband sensors (HH?) increasingly has become the standard since then. A
limited number of streams from strong-motion accelerometer EN? channels is available in the dataset since 2007.

Description of the AI-ready Dataset

The datasets consist of two files per set, one HDF5 file
containing the waveforms and a CSV file with the meta-
data (attributes).

Waveforms

There are 190,016 and 9,267 three-component streams
curated from ComCat and exotic event catalogs, re-
spectively. Figure 5 shows the counts of streams ar-
ranged by channel type as a yearly estimate. We
store all waveforms in HDF5 files using h5py (Col-
lette et al., 2021) and index them by the trace name
in the metadata. The attribute trace_start_time in
YYYY-MM-DDTHH:MM:SS.SSSZ format describes theUTC
time at which the stream begins. Listing 1 illustrates
how users can read the waveform data and locate the
stream in Python.

Listing 1 Read stream data from SeisBench format wave-
form file using h5py
import h5py
f = h5py.File("/path/to/waveform.hdf5", "r")
trace_name = "bucket1$0,:3,:15001"
bucket, array = trace_name.split('$')
x, y, z = iter([int(i) for i in array.split('

,:')])
data = f[f'/data/{bucket}'][x, :y, :z]

The data is saved as vertical concatenated NumPy ar-
rays of fixed window length (here 150 s), three compo-
nents. It is distributed over several “buckets” that are
“groups” under the HDF5 taxonomy. The trace name (a
data attribute saved in the metadata data frame), the in-
dex of the data in the bucket, and the index of the first
dimension.

Metadata
The metadata describes the waveform data and its at-
tributes and is essential to our dataset. Each stream
corresponds to one record (or a row) in the metadata
file. We follow SeisBench conventions again. The unit
of each attribute is appended as part of the attribute’s
name. For example, source_latitude_deg indicates
the latitude of the source in degrees. A full description
of the attributes is listed in Table 2. As many attributes
are self-explanatory, we provide more details below.

Station Network Code

Stations selected in both datasets may come from nine
different FDSNnetwork codes. These stations are either
installed and maintained by PNSN (e.g., UWand UO) or
used by PNSN when doing phase picking and events lo-
cating (e.g., PB, CC, IU, CN,HW,TA,US).Maps of the sta-
tions shown in the dataset show a similar distribution
for both ComCat (Figure S1) and exotic events (Figure
S2). All stations are in-land stations, and no off-shore
stations (e.g., OOI) are used in our dataset. The num-
bers of streams from each FDSN network and their ref-
erences are listed in Table 3. PNSN stations contribute
more than 85% of streams in the ComCat and Exotic
event datasets.

Event ID

An event identifier (ID) is given to each event by the
PNSN after the processing is finalized and sent to
ANSS through USGS Product Distribution Layer (PDL).
The ComCat events contributed by the PNSN have
IDs of eight-digit numbers with a “uw” prefix, e.g.,
“uw10568488”. The event IDs are unique in the cata-
log. The exotic event IDs are internal to the PNSNAQMS
database and cannot be accessed through USGS.
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Attribute Description Example
event_id Event identifier uw10564613

source_origin_time Source origin time in UTC 2002-10-03T01:56:49.530000
source_latitude_deg Source latitude in degree 48.553
source_longitude_deg Source longitude in degree -122.52

source_type - earthquake
source_type_pnsn_label PNSN AQMS event type eq

source_depth_km Source latitude in kilometer 14.907
source_magnitude_preferred - 2.1

source_magnitude_type_preferred - Md
source_magnitude_uncertainty_preferred - 0.03
source_local/duration/hand_magnitude Ml, Md, and Mh if available 1.32

source_local/duration_magnitude_uncertainty Magnitude uncertainty if available 0.15
source_depth_uncertainty_km Source depth uncertainty in kilometer 1.69

source_horizontal_uncertainty_km Source horizontal uncertainty in kilometer 0.694
station_network_code FDSN network code UW

station_code FDSN station code GNW
station_location_code FDSN location code 01
station_channel_code FDSN channel code (first two digits) BH
station_latitude_deg Station latitude in degree 47.5641
station_longitude_deg Station longitude in degree -122.825
station_elevation_m Station elevation in meter 220.0

trace_name Bucket and array index bucket1$0,:3:15001
trace_sampling_rate_hz All traces resampled to 100 Hz 100

trace_start_time Trace start time in UTC 2002-10-03T01:55:59.530000Z
trace_P/S_arrival_sample Closest sample index of arrival 8097

trace_P/S_arrival_uncertainty_s Picking uncertainty in second 0.02
trace_P/S_onset P- or S-wave onset emergent
trace_P_polarity P-wave arrival polarity positive
trace_has_offset Any visible offset in the trace 0 or 1

trace_missing_channel Number of missing channel of the trace 0, 1, or 2
trace_snr_db SNR for each component 6.135|3.065|11.766

Table 2 Attributes in the metadata file. Some source attributes are not available for exotic events.

To distinguish them from ComCat events, we add a
“pnsn” prefix to their event IDs.

Event Type
When processing a seismic event as the seismic data
comes in, the event type is manually specified by the
network analysts. For example, the PNSN labels “prob-
able explosion” waveforms that have the characteris-
tics of shallow quarry blasts (strong P waves and loca-
tion near known quarries). Until the 1990s, the PNSN
would confirm these explosions by phone confirma-
tion, though this is no longer routinely done. When
sending the finalized event from the AQMS database to
the ComCat, PNSN maps and merges several types of
events into one: “earthquake”, “slow earthquake”, and
“long period volcanic earthquake” are mapped into the
“earthquake” category; “explosion”, “shot” and “proba-
ble explosion” aremerged into the “explosion” category.
For simplicity and consistency, we use the event types
“earthquake” and “explosion” for the ComCat events,
but their original event types are also included for ref-
erence in the metadata. Table S2 lists the latest PNSN
event-type labels from the PNSN AQMS database.

Source Magnitude and Type
The event size, as represented by the source magni-
tude, is only available for the ComCat events. All Com-
Cat events included in the dataset have magnitudes less

than seven and greater than zero, as shown in Table
1. The magnitude completeness of the catalog is es-
timated using the method of Wiemer and Wyss (2000)
and found to be around 2 for the years 2019-2022 (Fig-
ure S19). The types of magnitudes reported are typical
to regional earthquakes that have local seismicity: the
local magnitude (Ml) and the duration magnitude (Md).
There are three types of magnitude used in the

dataset. The PNSN uses a local magnitude(Ml, Richter,
1958; Jennings and Kanamori, 1983) that measures the
magnitude of a local earthquake using the averagemax-
imum amplitudes of two horizontal seismograms con-
verted to have theWood-Anderson response, preferably
taken from broad-band seismometers, and corrected
for the distance between the source and the receiver.
Suchmagnitude is reported by the National Earthquake
Information Center (NEIC) for all earthquakes in the
US and Canada. The coda duration magnitude Md is
calculated based on the duration of shaking measured
on the vertical component and could be the only avail-
able magnitude product for small events or those not
well recorded on well-calibrated stations with horizon-
tal components. Over the course of time, processes to
calculate the magnitudes vary because of varied pro-
cessing routines and analyst interventions.
Until 2012, the PNSN only reported duration magni-

tude to ComCat for most earthquakes using the algo-
rithm from Crosson (1972), except for a few significant
events that were manually changed to the local magni-
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Figure 6 Magnitude types of ComCat events as a function of time. Md and Ml denote duration and local magnitudes, re-
spectively. Mh denotes magnitudes manually inserted by the analysts. Before the PNSN began using the ANSS Earthquake
Monitoring System (AQMS) in 2012, 483 events had Ml estimates, and 46,326 events had Md estimates in the dataset.

tude. The early seismic stations of the PNSN only had
vertical components, a small dynamic range, and short-
period sensors that would clip even for relatively small
magnitude events. It is not possible to obtain a local
magnitude from such data. As the networkmodernized
over time, higher dynamic-range three-component sen-
sors were added, and the data quality improved, which
allowed PNSN to determine an Ml for more events.
From 2002 to 2011, 46,326 events had duration mag-
nitude preferred, while only 483 events (average mag-
nitude 2.45) had local magnitude reported as the pre-
ferred magnitude type. From 2012 to 2015, the PNSN
calculated and reported both duration and local mag-
nitudes, though the local magnitude was still only cal-
culated for larger events. Since 2015, the PNSN has
switched from having duration magnitude to the local
magnitude as the preferred anddefaultmagnitude. 80%
of all events included in the ComCat dataset until 2008
have a duration magnitude preferred, after when there
were increasingly more Ml-preferred magnitudes (Fig-
ure 6). While the duration magnitude is still calculated,
it is only the preferred magnitude for about 10% of the
events each year. From 2002 to 2022, therewere also 111
events with an Mh magnitude in the dataset, extracted
from the NEIC and manually added by the network an-
alysts. Note that there is no moment magnitude Mw re-
ported in this dataset because themomentmagnitude is
obtained from low-frequency seismograms, which are
often buried in the seismic noise for small earthquakes.
Mwmagnitude may be included as Mh.
There are potential challenges in interpreting the

magnitudes as ground truth labels. Md and Ml have
knownsystematic biases that arise from theparticularly
high near-source scattering of shallow earthquakes or
quarry blasts (Koper et al., 2020; Wang et al., 2021).
In 2012, the PNSN adopted AQMS, which included a
method to measure coda duration that was inconsis-

tent with the previously used method. The PNSN staff
did a rough recalibration of their Md relationship to
partially account for the systematic difference. How-
ever, there is a known inconsistency of the Md mag-
nitudes for the smallest events before 2012 and after
2012. Future efforts must be made to re-calculate the
magnitudes more systematically, ideally using consis-
tent methods, throughout the 2002-2022 period.
Table 1 shows the event counts per magnitude bin

for this dataset. The largest event in the dataset comes
from Mw 6.4 Northern California, 20 December 2022
by the CISN, but this event was outside the PNSN’s au-
thoritative boundaries. Thus, ComCat preferred an ori-
gin contributed by CISN. The largest earthquake in this
dataset within PNSN’s authoritative boundaries is Md
4.8 Brinnon, Washington, on 25 April 2003 (event ID
uw10583988). Relatively small magnitude uncertainty
(0.04), depth uncertainty (0.59 km), and horizontal un-
certainty (0.347 km) were reported.

Stream Signal-to-Noise Ratio

The signal-to-noise ratio (SNR) is an important factor
in measuring the noise level in the traces. Similar to
Michelini et al. (2021), we define the noise window as
8 seconds before the P-wave arrival for the ComCat
events. To better capture the energy of emergent S-
wave onsets, the signal window is defined as 1 second
before to 2 seconds after the S-wave arrival. For the ex-
otic event catalog, since P-wave and S-wave arrivalsmay
not be available, the noise window is defined to begin
12 seconds after the beginning of the traces. The sig-
nal window is the same as exotic events, P- or S-wave,
whichever is available. For each component, the SNR is
defined as

(1)SNR = 20 log
10

|S98|

|N98|
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Figure 7 Waveform from event uw10583988 (M4.8 Brinnon, Washington, 25 April 2003) included in the dataset. Only the
vertical component is shown. The blue and red vertical lines show P- and S-wave arrival picked, respectively. The amplitude
units are in counts.

where |S98| and |N98| are the 98% percentile of the ab-
solute values in the signal and noise window, respec-
tively. When no data is available, e.g., a single-channel
station with only the EHZ channel, NaN (not-a-number)
is filled as a placeholder in the missing channels. Fig-
ure 8 shows the distribution of individual SNRs calcu-
lated from the ComCat and exotic event catalogs. The
traces with SNR > 80 db (indicating an error in the noise
window) or < −20 db (indicated too low of a signal) are
removed from the dataset.

Uncertainties

The metadata includes four types of uncertainties for
the ComCat events. The P- and S-waves arrival uncer-
tainties are estimated at the time of picking. Before
the PNSNusedAQMS, the uncertaintywas directlymea-
sured and recorded in the phase data, and a weight was
calculated. Using Jiggle from AQMS since 2012, the an-
alysts assign weight as an integer ranging from zero to
four to each pick by visually measuring the impulsivity
of the arrival. A zero weight indicates the highest ac-
curacy of picks, typically for P-wave arrivals, and has
0.03 seconds of uncertainty. A weight of three indi-
cates a low pick accuracy, typically for S-wave arrival
with 0.3 seconds of uncertainty. Phase uncertainties

are used when locating the events, but those with un-
certainty weights of four are typically not used in earth-
quake locations. Before 2012, PNSN used Spong (an
adaption of Fasthypo, Herrmann, 1979) as the location
engine. This changed to HYPOINVERSE (Klein, 2002)
after PNSN started using AQMS and Jiggle.

The origin location (depth and horizontal) uncertain-
ties are the error estimated from the location engine.
Figure S28 shows the locations of the events with hor-
izontal uncertainty greater than 20 km. Note the clus-
ter off-shore Oregon that is outside of the PNSN author-
itative boundaries. The PNSN has poor location con-
straints on these events since there are almost no off-
shore seismic stations except for the Ocean Observato-
ries InitiativeRegional CableArray (FDSNnetwork code
OO, Rutgers University, 2013), which are occasionally
picked during PNSN routine data processing. ComCat
maynot choose these originproducts fromPNSNaspre-
ferred. However, the events with high horizontal uncer-
tainty onlymakeup 0.4%of all ComCat events, and their
picks are still accurate enough to be part of the dataset.

We also include the magnitude uncertainties in the
metadata. Themagnitude is first evaluated on the chan-
nel level. For three-component stations, the channel-
level local magnitude is calculated only if a P- or S-
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Figure 8 Distribution of signal-to-noise ratios (SNR) of the traces from ComCat and exotic events. SNRs are calculated on
each component of the three-component streams.

Network FDSN Code Number of Streams Reference
UW* 100,561 | 5,653 | 26,716 University of Washington (1963)
PB 41,674 | 461 | 11,126 Plate Boundary Observatory Borehole Seismic Network
CC 23,988 | 3,119 | 6,784 Cascades Volcano Observatory/USGS (2001)
TA 9,912 | 4 | 3,012 IRIS Transportable Array (2003)
CN 6,008 | 2 | 1,692 Natural Resources Canada (NRCAN Canada) (1975)
US 3,420 | 0 | 981 Albuquerque Seismological Laboratory (ASL)/USGS (1990)
UO* 3,593 | 28 | 891 University of Oregon (1990)
HW 840 | 0 | 252 Hanford Washington Seismic Network
IU 20 | 0 | 4 Albuquerque Seismological Laboratory (ASL)/USGS (1988)

Table 3 Description of network FDSNcode and their references. Networks annotatedby an asteriskmark (*) aremaintained
by the PNSN. The number of streams shown for each network is from ComCat events, exotic events, and noise, respectively.
PB and HW network does not have a registered FDSN network DOI.

wave is picked on one of the components to only select
clear signals. Since 2012, a few single-component sta-
tions (EHZ) also contribute to the local magnitude and
have the sameweight as three-component stations. The
event magnitude is the median of all channel magni-
tudes that meet the SNR criteria. The event magnitude
uncertainty is the median absolute deviation (MAD) of
channel magnitudes used for event magnitude calcula-
tion. These uncertainties are calculated for all magni-
tude types except Mh.

P-wave Polarity

When analysts pick the phase arrivals, Jiggle also auto-
matically measures the first motion of the P-wave picks
with weights less than one (e.g., best waveforms), leav-
ing the rests as “undecidable”. The analysts can manu-
ally override these polarities if they are confident. Less
than 42% of P-waves in this dataset have undecidable
polarity information. TheP-wavepolarity ratio between
positive and negative as a function of the year is shown
in Figure S20. The sudden switch to a preference to as-
sign or report positive polarities in 2012 highly suggests

that the switch to AQMS and Jiggle in 2012 has affected
the PNSN analysts’ output. Until this data collection ef-
fort, we were unaware of this fact, and the reason for
the abrupt change is unclear.

Conclusion
This work contributes to collecting and curating a seis-
mic dataset for the Pacific Northwest region. The cu-
rated dataset is provided with the long-standing work
and labeling of the Pacific Northwest Seismic Network
analysts and seismologists. We described the temporal
and spatial characteristics of the data attributes.
This original contribution focused on preparing the

seismic waveforms and PNSN-provided data attributes
(phase picks and default source parameters). We picked
additional waveforms for the recent 20 December 2022
Northern California earthquake sequence, the largest
event recorded recently in proximity to the PNSN au-
thoritative boundaries. We also transfer-learned an es-
tablished phase picker, the Earthquake Transformer
(Mousavi et al., 2020), on the best quality of the PNSN
picks and provided additional picks for S waves, which
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we provided in this contribution as an alternate catalog
of picks.
There remains tremendouswork to improve the qual-

ity and consistency of the data attributes. We use ver-
sion control on the curated dataset through GitHub to
allow for future development of the data and metadata
(Ni, 2023). Examples of future developments may be
a refinement of the current attributes or the addition
of new labels. In particular, the attribute “magnitude”
should be carefully interpreted as 60% of the catalog
uses duration magnitude, and 40% of the catalog uses
the local magnitude, but both may have biases. There-
fore, a follow-up task is to re-calculate thesemagnitudes
using consistentmethods. Another avenue for improve-
ment is to re-estimate the polarity of the P and S waves,
using the known labels and predicting the “undecided”
labels. Furthermore, we have not yet included other
types of tectonic events, such as low-frequency earth-
quakes (Ducellier and Creager, 2022), but these would
improve the diversity of events. Finally, an obvious next
step will be event classification work that will take the
waveforms and predict the event type.
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Abstract Glacier seismology is a valuable tool for investigating ice flow dynamics, but sufficient data
acquisition in remote and exposed glaciated terrain remains challenging. For data acquisition on a highly
crevassed and remote outlet glacier in Greenland we developed self-sufficient and easily deployable seis-
mic stations, ”SG-boxes”. The SG-boxes contain their own power supply via solar panel, a three-component
omni-directional geophone and a GNSS receiver. The SG-boxes can be deployed and retrieved from a hover-
ing helicopter, allowing for deployment in difficult terrain. To assess their performance we conducted a field
test comparing the SG-boxes to established on-ice geophone installations at Gornergletscher in Switzerland.
Moreover, data froma first SG-boxdeployment inGreenlandwere analyzed. The SG-boxes exhibit consistently
higher noise levels relative to colocated conventional geophones anda correlationbetweennoise levels, wind
andair temperature is found. Despite their noise susceptibility, theSG-boxesdetecteda total of 13,114Gorner-
gletscher icequakes over 10 days, which is 30% of the total number of icequakes detected by conventional
geophone stations. Hence, even in sub-optimal weather conditions and without additional noise reduction
measures, the SG-boxes can provide unique and valuable data from challenging glaciated terrain where no
conventional seismic installations are possible.

Non-technical summary Several glacier processes produce seismic signals: small vibrations for
example caused by crevasses forming in the ice or the glacier slipping across the bed. These vibrations, called
icequakes, give valuable information about glacier flow dynamics and can be measured with seismological
sensors at the glacier surface. However, installing seismological sensors on crevassed, exposed and remote
glaciated terrain is challenging. Therefore, creative solutions are necessary. For data acquisition on a highly
crevassed and remote Greenlandic outlet glacier, we developed self-sufficient and easily deployable seismic
stations, ”SG-boxes”. The SG-boxes receive power via a solar panel, contain a three-component seismic sen-
sor and GNSS receiver for location logging and can be lowered and retrieved from a hovering helicopter. We
assessed the SG-boxes performance by comparing them against regular seismic sensors during a 10-day field
test on a Swiss glacier. In addition, we analyzed data from a first SG-box deployment in Greenland. We found
that the SG-boxes have higher noise levels compared to regular sensors and are especially correlated with
increased wind speeds and air temperature. Despite their noise susceptibility, the SG-boxes provide us with
unique and valuable data from areas where regular sensor installations are not possible.

Introduction
In recent years glacier seismology has proven to be
a valuable tool for investigating short and long term
ice flow dynamics (Aster and Winberry, 2017; Podol-
skiy and Walter, 2016). Glacier seismology provides
unique sub-surface information of ice flow and hy-
draulic processes at a high temporal resolution. These
processes include microseismic stick-slip events and
stick-slip tremor at the bed enabling us to study basal
sliding which is difficult to monitor with other meth-
ods (Helmstetter et al., 2015; Röösli et al., 2016a; Guerin
et al., 2021). Moreover, fracture icequakes as a result
of crevasse formation provide information on stresses
at and below the surface (Mikesell et al., 2012; Lind-

∗Corresponding author: ana.nap@geo.uzh.ch

ner et al., 2019), changing seismic velocities can be
diagnostic for englacial damage (Walter et al., 2015;
Sergeant et al., 2020; Chmiel et al., 2021) and glaciohy-
draulic tremors allow us to study subglacial hydrology
(Bartholomaus et al., 2015; Labedz et al., 2022).

Despite the advantages, seismologicalmeasurements
on glaciers and ice streams pose logistical and technical
challenges, especially at remote and exposed locations
such as hanging glaciers in Alpine regions (Faillettaz
et al., 2015) and the polar ice sheets in Greenland
and Antarctica. Areas of interest are often difficult to
access, which demandsmore creative solutions for seis-
mological data acquisition. Snow-free glacier regions
are particularly challenging: as a result of surfacemelt,
installing conventional seismological equipment, such
as surface geophones, requires the ability and space
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Figure 1 (a) Photos of a SG-box with closed and open lid. The SG-boxes housing is a waterproof PeliT M Protector case.
The SG-boxes are equipped with an Emlid Reach M2 GNSS receiver, a 14 Hz three-component omni-directional geophone
(SM-6 Omni-Directional by SENSOR Nederland) and a data logger from MSR Electronics GmbH. (b) Photo of a conventional
geophone station thatwas used as reference to compare and validate the SG-boxes. These stations are equippedwith a 4.5Hz
three component geophone (PE-6/B manufactured by SENSOR Nederland) placed on a metal tripod and sampled with the
same type DIGOS Data-CUBE3 as the SG-boxes.

to move around on-ground and/or the need to return
every day or every couple of days to re-align the sensors
to a horizontal position (Walter et al., 2008; Lindner
et al., 2019). A solution to eliminating the requirement
of regular maintenance is the use of borehole sensors,
which do not demand maintenance visits for up to
weeks or months, depending on the depth of the instal-
lation and power supply. However, borehole sensors
are more costly than surface geophones, take longer to
install and can be complicated or even impossible to
install in highly crevassed and exposed glaciated ter-
rain. Thus, sufficient data acquisition in these remote
areas of interest demand a different approach from
conventional surface geophones or borehole sensors.

Here, we present an innovative, easily deployable,
self-sufficient seismic recording system designed for
use on a remote and difficult to access outlet glacier in
Greenland. We describe the design and evaluate the
performance of these seismic boxes through a field test
on Gornergletscher in Switzerland, as the extreme envi-
ronment inGreenland complicates comprehensive test-
ing. During the test at Gornergletscher, conventional
geophone installations, previously used for on-ice data
acquisition (Lindner et al., 2019), were installed as a
base-line reference. We compare the conventional geo-
phone data to the data acquired with the seismic boxes
andwecombine seismological datawithweather data to
show a critical relation between noise levels and wind.
Despite the noise susceptibility, our portable seismic
boxes provide valuable measurements in poorly acces-
sible glaciated regions, where typical instrumentation
is not possible.

Instrument Design
The main requirements for the instruments are that
they are compact, self-sufficient, simple to deploy and

retrieve from a hovering helicopter, require no regular
maintenance and can handle tilting caused by surface
melt. The outcome was the design of the ”SG-boxes”,
where the ”S” stands for seismic and the ”G” for GNSS
(Global Navigation Satellite System) shown in Figure 1a.
The outside case of the SG-boxes are waterproof

PeliT M Protector cases. The SG-boxes contain a self-
assembled three-component sensor with three 14 Hz
omni-directional geophones (SM-6Omni-Directional by
SENSOR Nederland) fixed directly to the bottom of the
box, sampledwith aDIGOSData-CUBE3 digitizer, aswell
as an Emlid Reach M2 GNSS receiver with the antenna
on top of the box lid. The GNSS device is multi-channel
(frequencies L1, L2 and L5) and acquires all constel-
lations. The geophone components are placed in the
transparent plastic case visible on the right side of the
SG-box underneath the blue data logger fromMSR Elec-
tronics GmbH, that is attached to the top of the plastic
geophone case. Every 5 minutes the MSR data logger
records the temperature inside the box, the battery volt-
age and the tilt over three axes allowing for a more de-
tailed analysis of the box performance.
The concept is to place the box directly on top of

the ice such that ground movement is conveyed to the
geophone inside the box. Omni-directional geophone
components are used to ensure that the data are mini-
mally affected by tilt of the box caused by icemelt, snow
drift or sliding. The omni-directional geophones are
equipped with an internal rotation system that keeps
the geophone component at its original orientation,
even when tilted. To prevent overall sliding of the SG-
boxes on a sloped surface, screw-onmetal spikes are at-
tached to thebottomof thebox. TheGNSS receivermea-
sures the position of the box at 1Hz, which is a necessity
for subsequent data analysis as theseboxes aredesigned
for use on fast-flowing (up to 40 m/day) glaciated ter-
rain in Greenland (Joughin et al., 2008). The boxes are
self-sufficient in their power supply from a solar panel
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Figure 2 Overviewof study site and sensor locations. The red triangles show the sensor locationswhere regular geophones
and SG-boxes were co-located at a maximum of two meters from each other. (Source map: Swisstopo, Swiss Federal Office
of Topography). Bottom right corner: Location of test site in Switzerland.

fixed on the box lid and are equippedwith a charge con-
trol unit which prevents complete drainage of the bat-
tery in case of sustained time periods without sufficient
solar energy. The SG-boxes can be lowered and recov-
ered from a hovering or touched-down helicopter, ei-
ther with a rope or by hand, depending on how close
the helicopter can approach the surface. Lowering and
retrieving the SG-boxes from a hovering helicopter by
rope can be achieved by attaching a hook or anchor on
a rope to suspension system of wires attached to the top
of the box. This suspension system is not shown in Fig-
ure 1a, but was tested successfully.

Field test at Gornergletscher

Since extreme polar conditions and poor site access
hampered detailed testing in Greenland, we first per-
formed a field test at Gornergletscher in Switzerland in
2021 from the 29th of June until the 15th of July. This al-
lowed us to gain extensive insight into the performance
of the SG-boxes via a comparison between data from es-
tablished installation techniques for on-ice deployment
and the SG-boxes. For the validation and comparison
of the SG-box data we used three-component geophone
stations as shown in Figure 1b. These are 4.5Hz, three-
component geophones (PE-6/B manufactured by SEN-
SOR Nederland) previously used in glacier seismology
research by Lindner et al. (2019) and sampled with DI-
GOS Data-CUBE3 digitizers as well, the same digitizer as
in the SG-boxes. The regular geophones (Fig. 1b) are
henceforth referred to as geophone(s).
The test deployment consisted of an array of 3 geo-

phones arranged with inter station distances of 130-215
m (Fig. 2). As done in previous field campaigns, the geo-
phones were placed in a pit dug into the ice with one
melt-water drainage channel and covered with a white
fleece tarpaulin to reduce ablation (Figure 1b). These
geophone stations require daily or bi-daily additional
digging of the pit and re-levelling of the sensors to ac-
count for surface melt. The geophones were co-located

with an SG-box (red triangles in Fig. 2), which were
placed 1-2 m from the geophone at the ice surface. At
GO15 and GO18 the geophones and SG-boxes were co-
located for the entire test period and at GO17 only for
a total of 10 days. The station names of the geophones
are GO15GP, GO17GP and GO18GP and for the SG-boxes
GO15SG, GO17SG and GO18SG, respectively. There are
nodata gaps on anyof the stations except for some small
(<20 minutes) data gaps in the geophone data during
maintenance visits (e.g. changing of batteries or down-
loading data).

SG-box performance
In the results we focus on the seismological perfor-
mance of the SG-boxes compared to regular geophones.
TheGNSSaspect of the SG-boxes tomeasure glacierflow
velocities is of equal value to our research, but the per-
formance of the Emlid GNSS/GPS receivers is already
well established and does not need extensive additional
analysis. For the sake of giving a complete overview
of the SG-boxes performance, information on the GNSS
processing and resulting flow speeds is included in the
Supplementary Material S1.

Noise characteristics
A main limit on the performance of seismic sensors
is (environmental) background noise (McNamara and
Buland, 2004). If background noise exceeds or ap-
proaches the amplitude of the target signal, data useful-
ness becomes compromised. Seismic data from high-
melt ablation zones contain a wealth of potential noise
sources, such as melt-water flow and moulin drainage
(Röösli et al., 2016a), rock/ice fall activity (Guillemot
et al., 2020), wind (Frankinet et al., 2021; Winter et al.,
2021), ice fracturing (Podolskiy andWalter, 2016) and in
case of more populated areas also anthropogenic noise
(Larose et al., 2015). Given the close proximity of co-
located SG-boxes and geophones, we assume that both
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sensor types record the same noise signals allowing
comparison of their continuous records to evaluate the
installation quality. As a result of the manner of instal-
lation of the SG-boxes (i.e. loosely placed on the ice sur-
face) we expect them to be particularly sensitive towind
noise and we anticipate a reduced level of ground cou-
pling compared to the geophones.

Probabilistic power spectral density (PPSD)

To estimate noise levels across a range of frequencies
we computed PPSDs for both the SG-box and geophone
at each station with the ObsPy package (Beyreuther
et al., 2010) according to McNamara and Buland (2004).
Figure 3a/b display PPSD plots for GO15SG andGO15GP,
respectively, and Figure 3c shows the mean PPSD for
each sensor.
Across all frequencies the SG-box PPSD in Figure 3a

shows a larger variance as well as higher amplitudes
than the geophone. The different bands in the PPSD in
Figure 3a indicate that noise levels in the SG-box data
fluctuate more over time than those of the geophone
data. In Figure 3c we see that the mean PPSDs of the
SG-boxes are at least 10 dB above the geophones for fre-
quencies up to 50Hz and up to 20 dB higher for frequen-
cies above 100 Hz.

Background noise, wind and air temperature

A first look at the time series data and spectrograms
of the SG-boxes shows that elevated noise levels occur
in bounded time periods. During these periods the
noise levels of the SG-boxes are up to 40 dB higher than
the noise levels of the geophones (Fig. 4). In sum-
mer, glacial seismic data often experience heightened
noise levels during the day as afternoon air tempera-
tures boost meltwater flow (Canassy et al., 2012; Podol-
skiy and Walter, 2016; Röösli et al., 2016a; Aster and
Winberry, 2017). However, this type of noise usually fol-
lows a diurnal rhythm which was not the case for the
elevated noise periods of the SG-boxes. In contrast, we
found a correlation between the SG-box noise levels and
wind speed data from a nearbyMeteoSwiss weather sta-
tion. Considering that the SG-boxes are deployed at the
ice surface and the geophones are inside a pit in the ice
(Fig. 1) it is consequential that the geophones are more
protected against strong winds. A comparison between
SG-box data and geophone data during periods of low
to no wind (hourly average <5 km/h) and strong wind
(hourly average >20 km/h with gusts up to 60 km/h) is
shown in Figure 4. During a period of no wind the SG-
boxes and geophones contain comparable noise levels
and display matching waveform data (Figs. 4a and 4b).
For periods with strong wind, where the hourly average
is 20 km/h, the SG-boxes experience up to 40 dB higher
noise levels compared to no wind (Figs. 4c and 4d). The
geophones experience elevated noise levels as well, but
only by up to 10 dB.
To quantify and assess temporal variations in noise

levels, we computed spectrograms for both the geo-
phones and the SG-boxes across the full test period. The
spectrograms were computed in 5.12 s windows with
50% overlap. From the spectrograms we computed 60

Figure 3 Probabilistic power spectral density (PPSD) of
the vertical component at stationGO15 for the entire 15 day
test period (computedwith the ObsPy package (Beyreuther
et al., 2010) according to McNamara and Buland (2004)).
Grey lines mark the low and high noise models (NLNM and
NHNM according to Peterson (1993)) and the vertical white
dashed lines indicate the natural frequency of the sensor,
4.5Hz for thegeophonesan14Hz for theSG-boxes. (a) PPSD
GO15SG (b) PPSD GO15GP. (c) Mean PPSD values for all sta-
tions (GO15, GO17 and GO18).

minute average power spectral density (PSD) windows
in different frequency ranges, 14-30 Hz, 30-100 Hz and
100-190 Hz. Through dividing the average PSDs of the
SG-boxes by those of the geophones we obtain a ratio
that expresses the noise level of the SG-boxes relative to
the geophones for each frequency window. For station
GO15 the results of these computations are displayed
in Figure 5a and Figure 5b. For station GO17 and GO18
the same results can be found in Fig. S2 and S3. Note
thatmost peaks in Figure 5a and Figure 5b occur during
geophone maintenance visits, indicated by the red
arrows. When performingmaintenance on the stations
the sensors were occasionally moved and the pits of the
geophones were deepened using an ice-axe, causing
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Figure 4 Waveformdata and respective spectrograms for timeswith nowind on July 3rd 2021 (hourly average <5 km/h) and
times with strong wind on July 6th 2021 (hourly average >20 km/h with gusts up to 60 km/h) from station GO15. (a) GO15GP
data with nowind. (b) GO15SG data with nowind. (c) GO15GP data during strong wind. (d) GO15SG data during strongwind.

high, short duration (<10 minutes) peaks of energy in
the data.

Figures 5a/b show that for 70% of the test period the
noise level of the SG-box lies above that of the geophone.
The high frequency window of 100-190 Hz generally ex-
hibits the highest ratio, a characteristic that can also be
seen in the spectogram of Figure 4d. Figure 5b shows
that noise levels can be identical for the SG-box during
periods of low wind speed (<5 km/h). Periods of strong
wind (hourly average >20km/h and gusts up to 80 km/h)
consistently correlate with periods that show elevated
noise levels. However, the opposite does not apply: pe-
riods of little to no wind do not always correspond to a
ratio of one in Figure 5b. For some elevated noise peri-
ods during low wind, such as on the 5th and 11th of July,
a correlation between elevated noise levels and higher
(> 7.5 ◦C) air temperature can be identified. The above
mentioned correlations for station GO15 also apply to
stations GO17 and GO18 (Fig. S2 and S3 in the Supple-
mentary Material).
Generally, seismic energy caused by glaciohydraulic

processes and surface meltwater flow is concentrated
at frequencies below 35 Hz (Bartholomaus et al., 2015;
Podolskiy andWalter, 2016; Röösli et al., 2016b; Labedz
et al., 2022) and is therefore not likely to explain the
periods of high frequency noise (>100 Hz) during pe-

riods with low wind speeds and high air temperature
such as at the start and end of the test period. We also
have to consider that the weather data originates from a
weather stationnext to theMonteRosaHut, which is 850
m from the deployment and at 450 m higher elevation.
Therefore, the wind speed data might not fully repre-
sent the situation at the glacier and thus at the sensors.
Lowwind speeds could bemeasured at the weather sta-
tionwhile strongwind occurred at the glacier, either be-
cause of catabatic winds or amore sheltered position of
the hut with certain wind directions. We also checked
tilt of the SG-box as a possible explanation for elevated
noise levels. Figure 5c, displays the tilt of the SG-box on
the X, Y and Z component as measured every five min-
utes by the MSR data logger (see Fig. 1 for the details of
the SG-box). The tilt data from Figure 5c shows no cor-
relation with sustained periods of elevated noise for the
SG-box as displayed in Figure 5a/b. Only peaks corre-
spond to themoment of changing tilt (e.g. sliding down
icy slope). These tilt events account for the peaks in the
average PSD that are not caused by maintenance visits.

Waveform quality

Although the noise levels show no correlation with tilt,
the waveform quality of the SG-boxes could still be af-
fected. The seismic sensors used for the SG-box are
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Figure 5 Noise levels and tilt time series of Station GO15. (a) Average power spectral density (PSD) of the SG-box and geo-
phone in a frequency rangeof 30 to 100Hz. The averagePSD is computedby taking the average valueof 60minutewindows in
the spectrogram for a defined frequency range. The red arrows indicate themaintenance visit times at the stations. (b) Ratio
between average PSD of SG-box and geophone in three frequency windows: 14-30 Hz, 30-100 Hz and 100-190 Hz. Hourly av-
eragedwind speed and hourly averaged temperaturemeasured at theMeteoSwissweather station at theMonte RosaHut are
displayed in dashed pink and dotted orange, respectively. A ratio of 1 (i.e. 10

0) corresponds to equal PSD levels of SG-box and
geophone. (c) Tilt of three axis of the SG-box measured every 5 minutes by the MSR data logger accelerometer. The SG-box
is exactly horizontal when X, Y and Z are 0, 0 and 90 degrees, respectively.

omni-directional, but it remains to be shown if tilting
the SG-box fromahorizontal positionwill affect thedata
quality. Figure 5 shows that prolonged periods of tilt
from a horizontal position do not correlate with height-
ened noise levels of the SG-box. Other than increased
noise, reduced waveform accuracy because of tilting is
a known problem for seismological sensors in general
(Ringler et al., 2015; Faber andMaxwell, 1997). Also cou-
pling and general data fidelity could be affected by slid-
ing of the SG-box.

During the test period, GO15SG experienced an ex-
tended period of tilt beyond 45 degrees. This ”tilt event”
occurred around 16:00UTCon the 5th of July and the SG-
box was re-levelled during a maintenance visit at 9:00
UTC on the 6th of July. The tilt data measured by the

MSR data logger can be found in Figure 5c. Figure 6e
shows a photo of the tilted position of the SG-box dur-
ing the ”tilt-event” (taken during the maintenance visit
before levelling the SG-box). To assess waveform qual-
ity, we cross-checked the waveforms of the SG-box and
the geophone for different icequake events before, dur-
ing and after the ”tilt event”. In Figure 6 the waveforms
of the vertical component for four selected events are
found. Identical figures as Figure 6 for the horizontal
components are in Fig. S4 and S5.

The waveforms of the SG-box closely resemble those
of the geophone, before, during and after the SG-box is
tilted (Fig. 6). In the waveform time series a slight dif-
ference can be found in the amplitudes of the SG-box
and geophone. We assume this difference is caused by
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Figure 6 Example of match between SG-box and geophone for selected icequake events before, during and after extreme
tilt of SG-box at station GO15. Here the vertical component is shown and the data are bandpass filtered between 14 and 190
Hz. The tilt occurred between approximately 16:00UTC on 2021-07-05 and 09:00UTC the next day. The measured tilt can be
found in figure 5. (a) No tilt on 2021-07-03 with no wind. (b) 12 minutes before tilt occurred on 2021-07-05. (c) During tilt
of SG-box on 2021-07-05. The amount of tilt the SG-box experienced can be seen in (e), the picture is taken in a horizontal
position. (d) 30 minutes after placing the SG-box in a horizontal position again.

Figure 7 Particle motion of selected events in Fig. 6a and 6c. Green points mark the start of the motion and orange points
mark the end. (a, b, c, d) Particlemotion inm/s of event depicted in Fig. 6a for the geophone (a and c, dark blue) and SG-box (
b and d, light blue) when the SG-box was not tilted. The data are bandpass filtered between 14-150 Hz. The P-wave (a and b)
and Rayleighwave (c and d) correspond to the first and second outlined box in Fig. 6a respectively. ( e, f, g, h) Particlemotion
in m/s of event depicted in Fig. 6c for the geophone (e and g) and SG-box (f and h) when the SG-box was tilted as shown in
Fig. 6e. The data are bandpass filtered between 14-100 Hz. The P-wave (e and f) and Rayleigh wave (g and h) correspond to
the first and second outlined box in Fig. 6c respectively.

the fact that they are different sensor types and because
of a difference in coupling, as the SG-boxes are more
loosely placed on the ice than the geophones. Further,
a distinct difference between the waveforms of Figure
6b, 6c and 6d is the presence of high frequency noise in

the SG-box data, likely caused by elevated wind speeds
during those times (Fig. 4 and 5). The absence of high
frequency noise in Figure 6a, when there was low to no
wind, supports this assertion. In general, the vertical
components are more affected by the high frequency
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Figure 8 (a) Amplitude of each detected icequake of the SG-boxes (light blue) and geophones (dark blue). The 25% highest
amplitudesare leftout for clarity. Bottom: Hourly icequakedetectionwithwindspeed (dashedpink) and temperature (dotted
yellow).(b) Time history of temperature, wind and hourly icequake detections for both the geophones (striped dark blue) and
the SG-boxes (solid light blue).

noise than the horizontal components (see Fig. S4 and
S5 in the Supplementary Material).

To further assess the quality of the waveform record-
ings of the SG-box before and during the tilt event we
looked at the particle motion of the icequake events
from Figure 6a and 6c. These selected events are as-
sumed to be (near) surface events caused by crevasse
formation or extension, as they contain clear low fre-
quency (10-50 Hz) Rayleigh waves, compressive P-wave
polarity and an estimated back-azimuth towards the
S-SW where a large number of crevasses are concen-
trated (see Fig. 2). Figure 7a - 7d and Figure 7e - 7h show
the particle motion for the P- and Rayleigh wave of the
events in Figure 6a and 6c respectively. For Figure 7a -
7d the data are bandpass filtered between 14 and 150 Hz
and for Figure 7e - 7h between 14 and 100Hz, to account
for the high frequency noise (Fig. 6c) that otherwise su-
perimposes the particlemotion. Both events show clear
compressional motion in the horizontal plane for the
P-waves and retrograde motion in the north-south ori-
ented vertical plane for the Rayleigh waves. Figure 7
shows that even when the SG-box is severely tilted the
omni-directional geophones still record the waveforms
with good quality.

Event detection
To asses the useful data return further, we compared the
SG-boxes and the geophones in terms of icequake event
detection. For this comparison the three SG-boxes and
the three co-located geophones are treated as two sepa-
rate triangular arrays.
For icequake event detection we used a classic coinci-

dence short-term/long-term (STA/LTA) trigger from the
ObsPy library (Beyreuther et al., 2010) with a coinci-
dence criterionof twoout of three sensors. TheSTA/LTA
was performed only on the vertical components that
were filtered between 14 and 100 Hz. The STA window
was set at 0.1 s and the LTA window at 20 s, the win-
dows were determined in an empirical manner. The al-
gorithm was run separately for the three SG-boxes and
the three geophones. To eliminate false picks we per-
formed cross-correlations between the stations within
an array when a detection was triggered. By trial-and-
errorwedetermineda cross-correlation thresholdof 0.5
for an event to be kept. For the geophones this resulted
in 44,100 events out of 70,358 that were kept after cross-
correlation confirmation and13,114 out of 47,233 for the
SG-boxes. This testifies to a larger number of false de-
tections for the SG-boxes, which is expected consider-
ing the fluctuating noise levels which complicate accu-
rate picking with a STA/LTA algorithm. The settings of
the cross-correlation threshold also delete aminority of
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Figure 9 Average PSD of SG-box (grey) installed on Sermeq Kujalleq in Greenland in three frequency windows, 14-30 Hz,
30-100 Hz and 100-190 Hz. Average air temperature and average wind speed (2 hour window averages are transmitted via
satellite connection) are plotted on top in dotted orange and striped pink, respectively.

positive picks, but from visual confirmation completely
eliminate false positives, which is important for a valid
instrument comparison. False positive picks in the SG-
box data mainly concentrate in large amplitude noise
bursts between 10 s - 10 min in length, where consec-
utively tens of picks were placed by the STA/LTA algo-
rithm without an actual event being present.
The results show that the geophones consistently

detect more events per hour than the SG-boxes (Fig.
8). Specifically, around 30% of events detected on the
geophones were detected on the SG-boxes. This is
expected considering the elevated noise levels of the
SG-boxes compared to the geophones. Additionally, a
clear diurnal cycle exists for the detectability of weaker
events (Fig. 8). This phenomenon has been described
by Walter et al. (2008); Canassy et al. (2012) and Röösli
et al. (2014), who linked daily changes in amplitudes of
the weakest detectable events to melt-induced seismic
background noise, primarily driven by glaciohydraulic
tremor. In our study, both wind speed and air tempera-
ture show a link to the number of detected events (Fig.
8). Temperatures above 5 ◦C and wind speeds above
20 km/h correspond to substantially lower numbers of
detected events, especially for the SG-boxes.

Discussion
Compared to the conventional geophones, the SG-
boxes are more affected by environmental noise such
as wind and air temperature. Nevertheless, the omni-
directional sensors within the SG-box eliminated the
effect of tilt on data quality and icequake waveforms
show good correlation with geophone records even
when the SG-box is tilted beyond 45 degrees from a
horizontal position. During the test period at Gorner-

gletscher the SG-boxes were able to detect a total of
13,114 icequakes compared to 44,100 detected by the
geophones (i.e. 30%).

Our findings that seismic background noise in SG-
box data correlates with wind and air temperature (i.e.
increased meltwater flow) are supported by data from
a first acquisition with SG-boxes on Sermeq Kujalleq
in Kangia (also known as Jakobshavn Isbræ), an outlet
glacier on the west coast of Greenland. The boxes were
specifically designed for data acquisition on this glacier,
as the fast flowing trunkof SermeqKujalleq is difficult to
access. The first 15 km are extremely crevassed so land-
ing byhelicopter is not possible, in the best case a touch-
down can be performed, where the helicopter lands
lightly on the ice surface but does not turn off the en-
gine. Therefore, regular seismological equipment can-
not be installed.
In July/August 2021, six singular SG-boxes at an inter-

sensor distance of approximately 5 km were deployed
along the fast ice stream of Sermeq Kujalleq. A deploy-
mentmapof these SG-boxes andGNSSflowvelocity data
from two SG-boxes can be found in the Supplementary
Material S4. As the SG-boxes were just singular sen-
sor deployments at a relatively large distance from each
other, we could not perform the same type of analysis
we did for the data fromGornergletscher. Nevertheless,
one of the SG-boxes in this deploymentwas located at 20
m from a weather station, allowing us to compare tem-
perature and wind data to the average PSD of the SG-
box, similar to the comparison in Figure 5.
Figure 9 shows a clear correlation between the aver-

age PSD and wind and temperature, with average wind
speeds above 25 km/h and temperatures above 2 ◦C cor-
responding to up to four orders ofmagnitude higher av-
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erage PSD levels. Themain difference between the data
from Greenland and the data from Gornergletscher is
that in Figure 9 the low frequency window (i.e., 14-30
Hz) is consistently higher than the other two frequency
windows. An explanation for this could be that the
SG-box in Greenland was located close to a sub-glacial
or englacial water channel or moulin that would dom-
inate on-ice noise in this frequencies range (Bartholo-
maus et al., 2015; Röösli et al., 2016b; Köpfli et al., 2022;
Labedz et al., 2022). The hydrological system on the
Greenland icesheet is of a different scale than at an
Alpine glacier, such as Gornergletscher. Considering
the size of the englacial and subglacial water channels
andmoulins, it is not unexpected that different frequen-
cies dominate the overall seismic energy (Röösli et al.,
2016b; Podolskiy, 2020).
The fact that the SG-boxes experience higher levels

of background noise and are more sensitive to wind
than the geophones is not surprising given the man-
ner of deployment: on top of the glacier surface in-
stead of the more protected deployment used for the
geophones (Fig. 1). Although the SG-box deployment
results in higher noise susceptibility and a reduced level
of coupling, the SG-boxes have the advantage of re-
duced maintenance as well as simple deployment and
retrieval. They are suitable for use in remote and ex-
posed areas where deployment of typical instrumenta-
tion, such as regular geophones or borehole seismome-
ters, is not possible. The SG-boxes provide unique ac-
cess to valuable data from these areas. Further, addi-
tional measures can be taken to maximize useful data
return like placing the SG-boxes in an array to allow
for array processing and other advanced filtering tech-
niques to reduce background noise that is uncorrelated
between individual stations (Gibbons andRingdal, 2006;
Seydoux et al., 2016).

Summary and Conclusion
We have studied the performance of self-sufficient and
easily deployable seismic stations (SG-boxes) for use in
remote and hard-to-access glaciated regions such as a
highly crevassed outlet glacier in Greenland. By com-
paring the SG-boxes to regular geophones through a
field test at Gornergletscher, Switzerland, we assessed
the performance of the boxes. Also, data from a first ac-
quisition with an SG-box in Greenland were analysed.
The results from both deployments show that the SG-
boxes experience elevated noise levels compared to the
regular geophones, especially in the lower frequency
range of 14-30 Hz and the higher frequency range of
100-190 Hz. As a clear correlation is found between SG-
box noise levels andwind and air temperature data, ele-
vatednoise levels aremost likely causedby the exposure
of the boxes on the glacier surface, in contrast to the
more protected deployment of the geophones. Future
investigations will benefit from placing the boxes into
arrays that allow for array processing to reduce noise
and increase signal return. Despite their noise suscep-
tibility, the SG-boxes detected 30% of icequake events
compared to conventional geophone installations dur-
ing a 10 day test period with variable weather. Hence,

even in sub-optimal weather conditions and without
additional noise reduction measures the SG-boxes can
provide unique and valuable data from poorly accessi-
ble glaciated terrain.
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