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Abstract Inducedearthquakesposea serioushurdle to subsurfaceenergydevelopment. Concerns about
induced seismicity led to terminal public opposition of hydraulic fracturing in the UK. Traffic light protocols
(TLPs) are typically used tomanage these risks, with the red-light designed as the last-possible stopping-point
before exceeding a risk tolerance. We simulate trailing earthquake scenarios for the UK, focusing on three risk
metrics: nuisance, damage, and local personal risk (LPR) – the likelihood of building collapse fatality for an
individual. The severity of these risks can spatially vary (by orders-of-magnitude), depending on exposure.
Estimated risks from the Preston New Road earthquakes are used to calibrate our UK earthquake risk toler-
ances, which we find to be comparable to Albertan (Canadian) tolerances. We find that nuisance and damage
concerns supersede those from fatality and that the safest regions for Bowland Shale development would be
along the east coast. A retrospective comparison of our TLP result with the Preston New Road case highlights
the importance of red-light thresholds that adapt to new information. Overall, our findings provide recom-
mendations for red-light thresholds (ML 1.2-2.5) andproactivemanagement of induced seismicity – regardless
of anthropogenic source.

Non-technical summary Considerationof energy security briefly led theUK to reconsider itsmora-
torium on shale gas hydraulic fracturing (HF) in 2022. HF has the potential to induce earthquakes, which
originally led to the UK’s moratorium, and could potentially threaten the future of other clean energy tech-
nologies. Based on these concerns, we model the potential for induced earthquake risks (nuisance impacts,
building damage, and chance of fatality). We also use the experience from the previous earthquakes to cali-
brate the UK tolerance to these risks. These risk metrics/tolerances are combined to determine when an HF
operation should stop: i.e., the red-light threshold, reported as an earthquakemagnitude. Our results suggest
that the red-light threshold should change with location (ML 1.2-2.5), primarily due to exposure from ground
shaking varying with the distribution of population density. Nuisance and damage are likely the most impor-
tant risk metrics to consider because they result in the lowest red-light magnitudes. We discuss how our ap-
proach could be used to choose HF locations and adapt to real-time information. Overall, our results provide
a blueprint for the regulation of future induced earthquakes – including green technologies like geothermal
or carbon/hydrogen storage.

1 Introduction

Earthquakes can be induced by anthropogenic activi-
ties such as mining, wastewater disposal, and geother-
mal systems (Foulger et al., 2018). Hydraulic fracturing
(HF), a petroleum extraction technique that stimulates
fractures by injecting fluids into the subsurface under
high pressure (Bickle et al., 2012), has also been doc-
umented to cause earthquakes (Atkinson et al., 2020;
Schultz et al., 2022b). Yet, most HF operations do
not cause noteworthy (e.g., felt) earthquakes (Atkin-
son et al., 2016; Verdon and Rodríguez-Pradilla, 2023)
and only susceptible regions appear to preferentially
host larger induced events (Schultz et al., 2018; Paw-
ley et al., 2018). Some cases of HF induced seismic-
ity have hosted moderate magnitude events (M3+) that

∗Corresponding author: Ryan.Schultz@sed.ethz.ch

have been felt, or even damaging. For instance, the cur-
rent largest documented case to date was the Decem-
ber 2018ML 5.7 event in the Sichuan Basin of China (Lei
et al., 2019), which caused ~$7MUSD in direct economic
losses alongside human loss and injuries. Concerns
around the risks of induced earthquakes have stymied
resource development, in some cases even resulting in
moratoriums or resource abandonment.

The UK has a controversial history of HF (Williams
et al., 2017) and related induced earthquakes, despite
prior tectonic (and coal mining induced) seismicity
(Figure 1). The most prospective shale gas target in
the UK is the Mississippian aged Bowland Shale (Smith
et al., 2010; Andrews, 2013). The first shale gas explo-
ration licenses were awarded in 2008, with the first well
(Preese Hall 1, PH-1) targeting the Bowland Shale near
Blackpool, Lancashire (Baptie et al., 2022). Stage stimu-
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Figure 1 Map of the study area. Map of the UK including HF plays (purple polygons), HF wells (yellow star), earthquakes
(red circles), and the largest municipalities (white circles).

lation at PH-1 duringMarch-Mayof 2011 resulted in a se-
ries of induced earthquakes, the largest being theML 2.3
event on 1 April (de Pater and Baisch, 2011; Clarke et al.,
2014). The induced events here were felt, leading to the
suspension of the PH-1 operation, and an inquiry into
the induced events (Green et al., 2012). The result of this
inquiry was a regulatory roadmap that outlined moni-
toring requirements, seismic baseline assessment, fault
avoidance strategies, mitigation measures, and a traffic
light protocol (TLP) with a red-light threshold of ML 0.5
(BEIS et al., 2013). Upon triggering a red-light, the oper-
atormust stop injection, reduce thepressure in thewell,
perform well integrity checks, and wait 18 hours before
continuing stimulation (with regulatory approval).

A TLP is a regulatory control system designed with
the intention of limiting the risks of induced seismic-
ity (Majer et al., 2012). TLPs are typically designed with
an escalating series of thresholds: green-light for un-
restricted operation, yellow-light indicating when mit-

igation measures should be enacted, and the red-light
for a regulatory intervention requiring the cessation of
operation. Often (local) magnitude is used for delineat-
ing the yellow/red-light thresholds for practical reasons,
like the simplicity of their estimation (Schultz et al.,
2020a). The first case of a TLP used for induced seis-
micity hazard management was the Berlín geothermal
project in El Salvador (Bommer et al., 2006). Since then,
TLPs have been widely used for induced seismicity risk
management (Ader et al., 2019; Schultz et al., 2020b) –
including in the UK for HF.

The UK TLP was first put into a practical test in late-
2018 with the Preston New Road 1z well (PNR-1z), tar-
geting the Bowland Shale near Blackpool, Lancashire.
HF operations at the PNR-1z well induced six events
larger than ML 0.5 that triggered the red-light, with the
largest (ML 1.6) event on 11 December 2018 being felt by
some people nearby the epicentre (Clarke et al., 2019).
Continuing nearly a year later (August 2019), the second
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Figure 2 Maps of the input parameters for the UK. a) Depth contours for the target formation tops in the Midland Valley
Basin, Bowland Shale, and Weald Basin (Andrews, 2013, 2014; Monaghan, 2014). b) Site amplification map, using slope-
based VS30 as a proxy (Heath et al., 2020). c) Distribution of people throughout the UK (Rose et al., 2019). See also Figures S1,
S2, & S3 for higher resolution versions.

lateral well (PNR-2) on the Preston New Road pad was
hydraulically stimulated; the PNR-2 well also induced
earthquakes, with the largest being ML 2.9 on 26 Au-
gust 2019. Notably, this event occurred more than 72
hours after the shut-in of the last stage (Kettlety et al.,
2020) and was felt strongly near the epicentre (Edwards
et al., 2021). This event led to the abandonment of
this well, with only 7/47 planned stages being stimu-
lated (Cuadrilla Resources Ltd, 2019). Consequently,
this event triggered a review of the induced events (Oil
and Gas Authority, 2018) and ultimately a moratorium
on HF starting 2 November 2019. At the time of this
study’s publication the moratorium is ongoing.

Nevertheless, Russia’s recent conflict against the
Ukraine, and the knock-on effect of accompanying en-
ergy security needs in Europe, led the UK to reconsider
theirHFmoratorium–prompting a report on recentHF
induced seismicity understanding/management (Bap-
tie et al., 2022). Previously, TLPs have been criticized
for their inflexibility to consider events occurring after
well shut-in and assumptions around the temporal se-
quence of largestmagnitudes (Baisch et al., 2019). Since
the UK moratorium, advancements have been made in
understanding the earthquakes that follow well shut-in
(Verdon and Bommer, 2020; Schultz et al., 2022a). As
well, recent approaches have suggested translating seis-
mic risks into equivalent red-light magnitude thresh-
olds to better inform TLP designs (Schultz et al., 2020a,
2021a,b, 2022b).

In this study, we refine the ad hoc approaches of the
past – instead, defining red-light thresholds using a risk-
based approach. Like prior work, we find that risks vary
spatially by orders ofmagnitude and that choosing a tol-
erance for risk allows for a fairer TLP design. In this
case, we compare simulated risks from the 2019 PNR-2
ML 2.9, 2.1, and 1.6 events to calibrate the UK tolerance
for risk. These results indicate that red-light thresholds
should vary from ML 1.2-2.5, depending on exposure.
Furthermore, we justify the importance of the riskmet-
rics we considered and discuss their relevance for TLP

design. Ultimately, a conscientious handling of induced
seismicity risks will be important for the future of HF
in the UK, especially considering the prior controver-
sial history. Careful handling of HF risks will also be
important for green energy development (like geother-
mal, carbon capture, or hydrogen storage), since ‘per-
ception spillover’ can tarnish attitudes toward future in-
dustry (Westlake et al., 2023).

2 Data &Methods

OurTLPapproach is based on risk evaluation and canbe
divided into three main categories: 1) determining the
largestmagnitude event following aHF operation, 2) es-
timating the resulting groundmotionfield, and 3) calcu-
lating the resulting seismic risks. Monte Carlo pertur-
bations capture the variability within risk evaluations,
which are repeated for all potential HF well locations
in the UK (Figure 2). The details of each component
are discussed in subsequent sections and have been de-
scribed in previousworks (Schultz et al., 2020a, 2021a,b,
2022b).

2.1 Trailing seismicity

Trailing seismicity refers to any earthquakes that occur
afterwell injection stops. Sensitivity analysis has shown
that these events are the most critical factor in design-
ing a HF TLP (Schultz et al., 2021a). This is especially
relevant, given that all the red-light events at the PNR-
2 well occurred after stage stimulation was completed
(Kettlety et al., 2020). Trailingmagnitudes are estimated
using a concept analogous to Båth’s law (Båth, 1965),
which states that the difference in magnitude between
a mainshock and the largest aftershock ΔM depends on
the count ratio RS, the Gutenberg-Richter b-value, and
confidence variables ui (Schultz et al., 2022a).

∆M ≈

1

b
log

10

(

1

RS

)

+
1

b
log

10

(

ln (u1)

ln (u2)

)

(1)
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Figure 3 Perturbed input variables for the Monte Carlo analysis. Ten panels show histograms for each of the perturbed
variables of interest: dZ – depth, b – b-value, dM – trailingmagnitude, dGM –GMPE variability, dSA – site amplification pertur-
bation factor, dN1 & dN2 – nuisance function variabilities, Ψo – initial damage state, dLPR – vulnerability function variability,
and dPOP – population perturbation factor.

For the context of HF induced seismicity, we assume
that a stimulation event (larger than the red-light) trig-
gers a regulatory intervention that promptswell shut-in.
Such an event is then followed by additional aftershock-
like events trailing well shut-in. We inform our choice
of b-value to be like those observed in the UK from vari-
ous sources: prior tectonic seismicity baselines suggest
values on the order of 1.01±0.06 (Mosca et al., 2022),
while studies of the HF cases are closer to 1.10±0.10
(Kettlety et al., 2020) and 1.3 (Clarke et al., 2019). Each
of these studies discerned significant variability in their
b-values, depending on the subset of their data (Baptie
et al., 2020). To encompass this range of b-values, we
use a normal distribution with 1.05±0.12. The count ra-
tio RS represents the proportion of earthquakes occur-
ring during stimulation to the total number of induced
earthquakes. We use a distribution of RS values based
on the fit to the empirical data of short-term induced
seismicity globally, like HF (Verdon and Bommer, 2020;
Schultz et al., 2022a). This empiricalRS distribution has
a mean and median value of 77% and 86%, respectively
and was fit to a beta-distribution. As more information
becomes available for induced seismicity caused by HF
in the UK, this RS distribution will be important to up-
date as trailing seismicity is the most important factor
in determining red-lights. In this sense, we can stochas-
tically estimate themagnitude of the largest earthquake
following a red-light (relative to the red-light) ∆M – by
drawing random RS and b-values from their distribu-
tions alongside uniform random values of u1 and u2. As
well, we use a locally calibratedML-MW conversion rela-

tionship (Edwards et al., 2021), a topic that has been ex-
tensively studied for theUK (Butcher et al., 2017; Luckett
et al., 2018; Baptie et al., 2020; Roy et al., 2021). We refer
readers to theprior study that details the statisticalmod-
elling of trailing earthquake magnitudes (Schultz et al.,
2022a).

In addition to simulating the trailing event magni-
tudes, we also simulate the depth distribution of HF
seismicity. The starting point for determining the depth
is the top of the target formation, which provides the
modal depth value and is based on geological assess-
ments of shale targets in the UK. We use depths at for-
mation tops to be conservative in our risk estimates.
We consider the Limestone Coal Formation (Carbonif-
erous) for the Midland Valley Basin (Monaghan, 2014),
the Bowland Shale (Mississippian, Andrews, 2013), and
the Kimmeridge Clay (Upper Jurassic) for the Weald
Basin (Andrews, 2014, Figures 2a & S1). We do not
account for UK legislation (UK Public General Acts,
2015) that prohibits HF operations shallower than 1000
m. We note that no exploration licenses have been
awarded in Scotland, where amoratoriumwas imposed
by the Scottish government in 2015. Additionally, no
HF operations were completed in the Weald Basin.
However, we include these basins to be comprehen-
sive in our analysis and discussions. From the forma-
tion depth, the earthquakes are perturbed with a dis-
tribution that skews to deeper events (Figure 3). Typ-
ically, HF induced events occur near their stimulation
interval, with some cases extending downwards into
basement-rooted faults (Schultz et al., 2020b).
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Figure 4 Risk curves for four locations. a) Populationmap of the UK showing the four locations sampled (coloured shapes)
in the Bowland Shale. Median risk curves are plotted for nuisance at CDI 2 (b), CDI 3 (c), and CDI 4 (d) levels; damage at levels
of DS 1 (e) and DS 2 (f); and LPR (g). Median risk curves are colour coordinated with their map locations. Iso-risk (horizontal
dashed line) and iso-magnitude (vertical dashed line) are shown for reference.

2.2 Hazard Calculation

We use the simulated trailing earthquake scenarios
to evaluate their hazards (Bommer, 2022) through a
ground motion prediction equation (GMPE) – a for-
mula that predicts the amplitude of earthquake ground
motion based on factors such as magnitude, distance,
depth, and site amplification. There are many GM-
PEs that are suitable for this region (Villani et al., 2019;
Cremen et al., 2020), and we select one of them (Ed-
wards et al., 2021). The effects of site amplification (Fig-
ures 2b & S2) are considered by using a global slope-
based proxy for VS30 (Heath et al., 2020), corrected
with non-linear NGA-West2 adjustments to the GMPE
(Boore et al., 2014). The uncertainties in all inputs are
perturbed via their standard errors, with ground mo-
tion also incorporating a spatially correlated intra-event
error calibrated for European data (Esposito and Ier-
volino, 2012; Edwards et al., 2021). Our workflow pri-
marily focuses on Peak Ground Velocity (PGV) as the
key groundmotionmetric for nuisance anddamage, but
for building collapse assessment, we must use the ge-
ometric average of the spectral acceleration over vari-
ous periods (Eads et al., 2015) – an important metric for
assessing structural damage. The range of spectral ac-
celeration periods averaged over (0.01s, 0.1s, 0.2s, 0.3s,
0.4s, 0.5s, 0.6s, 0.7s, 0.85s, & 1.0s) aligns with Gronin-
gen fatality risk studies (Crowley et al., 2017; Crowley
and Pinho, 2020).

2.3 Risk Estimation

The estimated ground motion hazards are then trans-
lated into risk metrics like nuisance impacts, damage
impacts, and chance of fatality. Risk metrics can be
either aggregate (nuisance/damage) or local (individ-
ual chance of fatality). To compute the aggregate met-

rics, we use nuisance/fragility functions that define the
chance of nuisance/damage as a function of groundmo-
tion (Figure S4). For this study, we use PGV-based North
American nuisance functions (Schultz et al., 2021c) and
Groningen fragility functions (Korswagen et al., 2019) to
differentiate the degree of impact. Groningen fragility
functions were chosen for their applicability to smaller
to moderate magnitude (induced) seismicity, similar to
prior studies in the UK (Edwards et al., 2021). For in-
stance, degree of nuisance is categorized by Commu-
nity Decimal Intensity (CDI, Wald et al., 2012) with lev-
els ranging from2-6 corresponding to subjective criteria
of ‘just felt’, ‘exciting’, ‘somewhat frightening’, ‘fright-
ening’, and ‘extremely frightening’, respectively. Simi-
larly, the degree of damage is divided into damage states
(DS, Korswagen et al., 2019), with levels 1-2 correspond-
ing to visible light damage (>0.1 mm crack) and easily
observable light damage (>1 mm crack), respectively.
The third risk metric is a local risk that considers the
chance of a specific type of fatality, known as local per-
sonal risk (LPR), which is the likelihood that a hypothet-
ical person inside of a building for 95%of their timewill
suffer a building collapse death (SodM, Staatstoezicht
opdeMijnen, 2014). To estimate this, weuse the average
Groningen vulnerability function (Crowley et al., 2017;
Crowley and Pinho, 2020), which defines the chance of
fatality as a function of period-averaged spectral accel-
eration. This vulnerability function is more conserva-
tive than the one used in PAGER’s UK estimates (Figure
S5) for global estimates of fatalities (Jaiswal et al., 2009;
Caprio et al., 2015; Jaiswal andWald, 2010). Our vulner-
ability and nuisance functions consider errors in these
functions via a perturbation in their parameters (Fig-
ure S4), respectively (Figure 3). Our damage functions
also include a building pre-damage termΨo (Korswagen
et al., 2019), which we assign a half Gaussian distribu-
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Figure 5 Iso-magnitude maps. a) Number of households impacted by CDI 3 nuisance. b) Number of households impacted
by DS 1 damage. c) Map of LPR, the probability of loss of life. All maps use a red-light threshold of ML 2.5. All maps have their
risk metrics colored on a base-10 logarithmic scale. Damage and LPRmaps are truncated at 10-1 and 10-10, respectively.

tion (0.00+0.15) for perturbations (Figure 3). These er-
ror terms are included to account for uncertainties in
estimating risk metrics via these simplified functions.
The severity of risk is then determined using an ex-

posure model (Figures 2c & S3). The distribution of ex-
posed population from the LandScanmodel (Rose et al.,
2019) is gridded at ~1×1 km. Based on UK census data,
we assume an average of 2.4 residents per household.
The total number of homes affected by aggregate risk
metrics is calculated by summing the expected number
of homes affected at each ‘shake grid’ point (0.05×0.05°).
As earthquakes of moderate magnitude have little to no
far-reaching impact (Nievas et al., 2019), the simulation
of nuisance and damage is limited to 400 and 40 km epi-
central distance, respectively. The population maps are
perturbed to account for variation in population distri-
bution and uncertainties in our household inventory;
each grid point is perturbed by a Poisson-like distribu-
tion (Gaussian with a mean of the grid point’s value and
a standard deviation of the square root of the value),
to account for these uncertainties. LPR only considers
the distance between the earthquake epicentre and the
nearest populated grid point. When necessary, popula-
tion is adjusted to reflect national temporal trends (Fig-
ure S6 U.N.-P.D., 2022).

2.4 Monte Carlo sampling

The final step is to account for the variabilities in indi-
vidual components that will influence the output risk
metrics. We use a 3000-trial Monte Carlo sampling ap-
proach in which all inputs are perturbed randomly via
their previously described distributions (Figure 3). In-
puts are sampled independently, with only nuisance
parameter perturbations having a covariance (Schultz
et al., 2021c). These repeated trials construct the sta-
tistical distribution of our risk metrics; by focusing on
the median values, our red-light thresholds are the 50-
50 chance of a given risk. We chose 3000-trials since this
sample size produces stable median risk metrics esti-
mates. For additional information on the workflow, we
refer the reader to prior works on the subject (Schultz

et al., 2020a, 2021a,b).

3 Results

With this approach (Section 2), we can now analyze the
potential risk of HF cases in the UK. To do so, we be-
gin by examining four test locations that are chosen
to intentionally demonstrate the impact of exposure to
our risk metrics (Figure 4). In each test location, risk
increases monotonically as the red-light magnitude in-
creases. However, the amount of risk in each location
varies significantly for a constant red-light magnitude.
We remind the reader that our approach quantifies the
impacts thatwouldhappen following a red-light (includ-
ing trailing seismicity) – it is unable to discern the like-
lihood of a red-light occurring, or the efficacy of an op-
erator’s mitigation procedures.

Our analysis begins by defining a single red-light
threshold (i.e., iso-magnitude) to examine how our
three risk metrics vary with location. We then con-
sider the impacts from prior UK HF seismicity to estab-
lish regional risk tolerances. Finally, we generate iso-
risk maps that determine red-light thresholds based on
these risk tolerances.

3.1 The iso-magnitude approach

First, we utilize our approach (Section 2) to determine
the severity of risk for the geographic region of the UK.
To do so, we create an ‘earthquake grid’ of 0.100×0.100°
on which we simulate potential HF red-light earth-
quakes from a co-located HF operation. For each grid
point, we assume a single red-light threshold of ML 2.5.
We choose this red-light threshold for two reasons: 1)
this magnitude is below the 2019 ML 2.9 PNR-2 earth-
quake and 2) this is slightly below the low end used for
HF TLPs in North America (Schultz et al., 2021a). That
said, we acknowledge that this choice is arbitrary.

Based on this premise, the impacts of our three esti-
mated risk metrics (nuisance, damage, & LPR) are spa-
tially heterogeneous and vary by orders of magnitude
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Name/Place Date Magnitude (ML) Latitude Longitude Depth (km) Tolerable?

HH-1 2019-02-27 3.2 51.160 -0.248 2.5 Intolerable

PNR-2 2019-08-26 2.9 53.787 -2.964 2.5 Intolerable

PH-1 2011-04-01 2.3 53.818 -2.950 2.3 Intolerable

PNR-2 2019-08-24 2.1 53.786 -2.969 2.1 Aggravating

PNR-2 2019-08-21 1.6 53.785 -2.971 2.1 Tolerable

PNR-1z 2018-12-11 1.6 53.787 -2.965 2.3 Tolerable

Table 1 Catalogue of the prominent (induced) events in the UK considered for our risk tolerance calibrations. See the text
for a description on how event tolerability was chosen.
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(Figure 5). The aggregate risk metrics (nuisance/dam-
age impacts) follow the spatial population distribution,
differing by their length scale. This difference in length
scale has previously been explained by the typical range
of damage/nuisance impacts for moderate magnitude
earthquakes (i.e., 10s/100s of kms, respectively). On
the other hand, LPR appears to spatially correlate most
strongly with the formation depth (Figures 2a & S1).
This is because LPR is a local risk thatwehave estimated
using the distance to the closest populated grid point.
For the population distribution of the UK (Figures 2c &
S3), effectively the epicentral distance is almost always
0 km, thus depth is effectively the only spatially vary-
ing input. This spatial variation in risk has previously
been cited as a reason against iso-magnitude TLP de-
signs (Schultz et al., 2021a,b).

3.2 Calibration of risk tolerances

In order to design fair TLPs, an iso-risk approach should
be used. However, this approach requires making
value-based decisions about acceptable risk tolerances,
which can vary by region depending on the reputation
of the operator and regulator (i.e., the social license
to operate, Smith and Richards, 2015; Thomas et al.,
2017). To address this, we examine prior instances of
HF-induced earthquakes in the UK to measure these
tolerances empirically. We compare prominent (in-
duced) earthquakes in the UK, that came under regu-
latory scrutiny (Table 1). For example, the HF induced
events at PNR (Clarke et al., 2019; Kettlety et al., 2020)
and PH-1 (Pater and Baisch, 2011; Clarke et al., 2014)
are directly relevant for our study. We supplement this
table with recent events near the Horse Hill well (HH-
1), due to public concern (and regulatory scrutiny) that
the events were induced hydrocarbon exploration. We

emphasize that it is unlikely the Horse Hill earthquakes
were induced (Hicks et al., 2019).

We use the known details of these events (Table 1)
and a fit to the only free GMPE parameter (inter-event
Z-score) based on observed shaking intensities. We do
not use the trailing seismicity model in this case, since
the event magnitude is known. From there, we proceed
with the usual steps of our workflow, also utilizing 3000
Monte Carlo trials.

The estimation of the aggregate risk metrics is per-
formed for all the significant (induced) events (Fig-
ures 6, S7, & S8). We separate the events into two bins:
either having a tolerable or intolerable amount of risk,
based on social/political reactions to the events. In this
sense, we consider the ML 2.9 PNR-2 event (and the
Horse Hill or Preese Hall events) as the archetype of
an intolerable amount of risk by UK standards, due to
the public outrage and subsequent moratorium on HF
development. The ML 2.1 PNR-2 events are considered
aggravating due to their public outrage and regulatory
scrutiny, but operations were ultimately allowed to con-
tinue. All other events (Table 1) are considered tolerable
(e.g., ML 1.6 PNR-2) because of a lack of social response
(e.g., regulatory change). Following this logic, we use
these real events to ‘bookend’ UK tolerances to risks, by
starting to constrain the upper/lower bounds to toler-
ances. For all three degrees of nuisance impacts (CDI
2-4), there is a clear separation between tolerable/intol-
erable event impacts (albeit with some overlap). For the
damage impacts (DS 1-2), this separation is not as clear,
with well-overlapping damage estimates from the three
largest PNR-2 events.

From these observations, we begin to infer risk tol-
erances. We consider the intersection between the two
PNR-2 (ML 2.9 & 1.6) nuisance impacts as an empirical
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Figure 7 Iso-risk maps. a) Combination map of the three iso-nuisance maps (Figure S8). b) Combination map of the two
iso-damagemaps (Figure S9). c) Iso-LPRmap. All maps have their tolerances for risk displayed as text.

measure of nuisance tolerance distribution. For dam-
age tolerances, we consider the composite of the two
PNR-2 damage impacts as an empiricalmeasure of dam-
age tolerance distribution. From these empirical tol-
erance distributions, we select the 50th percentile as
our first choice for nuisance/damage tolerances. This
50th percentile choice results in nuisance tolerances
roughly comparable to the modal/median value of the
2019 ML 2.1 PNR-2 event (Figure 6). We note that es-
timates of tolerances from PNR-2 and PH-1 provide
similar estimates (Figures 6 & S7), suggesting this ap-
proach is adequate for assessing a local populations tol-
erance to risks. Our ‘bookending’ approach estimated
values of nuisance tolerance are TCDI2=9571, TCDI3=5478,
TCDI4=2719 impacted homes while damage tolerances
are TDS1=10-1 and TDS2=10-4 impacted homes. Fatality
risk tolerances are selected as 10-6 chance of occurring.
Last, we also provide a brief and qualitative com-

parison the ‘Did You Feel it’ reports collected by the
British Geological Survey. Of all the earthquakes con-
sidered, we focus on the largest event (i.e., the 2019 ML

2.9 PNR-2 earthquake) which had 2266 submitted re-
ports (e.g., Edwards et al., 2021). Submitted reports in-
dicated felt ground shaking intensities (EMS-98) of up to
VI, although most are at V and IV; damage reports indi-
cated 97 DS 1 and 50 DS 2 homes damaged. We empha-
size that these felt/damage accounts are self-reportedby
the public, without expert verification. Our mean mod-
elled values are 6249 CDI 2, 3298 CDI 3, and 1441 CDI
4 homes felt the event alongside 61 DS 1 and 0.01 DS 2
damaged homes. Taken at face-value, our modelled es-
timates of damage are approximately comparable to the
reported values. We note that we intentionally use the
modelled risk estimates of tolerance, rather than the re-
ported metrics, to take advantage of estimation biases
canceling out.

3.3 The iso-risk approach

We now apply an iso-risk approach using the empiri-
cally derived tolerances for aggregate risks in the UK
(Section 3.2). Our tolerance for LPR is 10-6, a conserva-
tive value for the range typically considered (Marzocchi

et al., 2015; Commissie-Meijdam, 2015). Based on the
previous risk curves (Section 3.1) and these risk toler-
ances, we then select red-light thresholds. We will dis-
cuss and justify the details and use of this risk tolerance
later in the paper.

Prior research on nuisance has primarily focused on
CDI 3, as tolerances to this metric are not well estab-
lished (Schultz et al., 2021a,b). However, for the UK, we
have empirically derived tolerances (Figures 6). We cre-
ate separate iso-nuisance maps for each of the CDI 2-
4 degrees (Figure S9). These individual maps are then
combined into a single iso-nuisance map (Figure 7a),
where the smallest red-light threshold from the three
individual maps is selected at each grid point. In ur-
ban regions CDI 2 typically sets the threshold, while CDI
3 and CDI 4 control rural and remote regions, respec-
tively (Figure S9). The differences between individual
iso-nuisance maps are subtle, varying by no more than
+0.4 ML from the combination map. The iso-nuisance
combination map has a spatial dependence on popula-
tion distribution like the corresponding iso-magnitude
map (Figure 5a).

We apply the same logic to the damage impacts risk
metric, creating individual iso-damage maps that are
then combined into a single iso-damage map (Figure
S10). In this combined approach, the red-lights are
entirely controlled by damage at the DS 1 level. It is
worth noting that iso-damage combination exhibits a
spatial dependence correlatedwith population distribu-
tion. The iso-damage map produces red-light thresh-
olds that are roughly comparable to the iso-nuisance de-
rived red-light thresholds.

Third, an iso-LPR map is produced using the same
logic as the previous risk metrics (Figure 5c). Finally,
we design TLP red-lights that will not exceed any of
our risk metrics/tolerances by setting the smallest red-
light threshold at each grid point (Figure 8). The me-
dian/mean values of this iso-risk combination map are
ML ~1.8, ranging betweenML 1.2-2.5, with 10th/90th per-
centiles at roughly ML 1.6/2.2, respectively. When pro-
ducing this combinationmap, nuisance and damage are
roughly equivalent in concern (depending on location);
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Figure 8 Combination map. a) Combination map of the three iso-risk maps (Figure 7). These three iso-risk maps are com-
bined by taking the minimum red-light value at each grid point. b) Map showing which of the three iso-risk maps was the
minimum red-light value for each grid point.

although, bothnuisance anddamage completely eclipse
LPR concerns (Figure 8b).

4 Discussion

We discuss our results and their implications for effec-
tive TLP design in the UK.

4.1 Justification of risk metrics & risk toler-
ance choices

Here we briefly justify the use of our risks metrics and
the tolerances derived for eachmetric. Theuse of LPR is
much more straightforward than the other risks: there
is an obvious need to keep citizens safe from harm and
guidelines on tolerances to this risk (10-6-10-4) already
exist, both for tectonic earthquakes (Marzocchi et al.,
2015) and induced earthquakes (Commissie-Meijdam,
2015). This concern is relevant, since losses, both hu-
man and economic, have already resulted from HF in-
duced earthquakes (Lei et al., 2019).
The inclusion of damage risks is also important, con-

sidering the aforementioned cases of damage. How-
ever, the exact handling of damage (and their toler-
ances) isn’t quite as clear. One example is the Dutch
handling of damage, where residents are entitled to
compensation following a formal report and verify pro-
cess – although there is a general feeling among the
population that this handling is inadequate (van der
Voort and Vanclay, 2015). In the case of the UK, our
estimates suggest that residents are unwilling to accept
any amount of damage, even at the DS 1 level (Fig-
ure 6d). This empirical estimate of damage tolerance

has a tidy correspondence with the UK regulator’s man-
date, which is to “minimize the number of events felt at
the surface by the public and to avoid the possibility of
events capable of causing damage to nearby buildings
or infrastructure” (Clarke et al., 2019; Oil and Gas Au-
thority, 2018). Based on this information, we feel jus-
tified in our choice of (conservative) damage risk toler-
ances.

The inclusion of nuisance is the most nebulous risk
metric: both because of the lack of prior consideration
and predefined tolerances. Despite these limitations,
previous ‘good practice’ guidelines have discussed the
importance of nuisance (Majer et al., 2012) and le-
gal frameworks often have liabilities defined around
nuisance (Cypser and Davis, 1998). Building on this,
many HF cases of regulatory intervention (i.e., enact-
ing a TLP, triggering a red-light, or ending the opera-
tion) have occurred without reports of damage or fatal-
ity (Schultz et al., 2021a,b). Furthermore, other stud-
ies on HF induced earthquakes in the UK have also
highlighted the importance of quantifying/modelling
nuisance (Cremen and Werner, 2020). Together, these
points justify the inclusion of nuisance risks. The next
step is to adequately choose nuisance tolerances. The
definition of the red-light is the last-possible stopping-
point before exceeding a tolerance to risk – i.e., aban-
doning the operation to prevent taking an unaccept-
able risk. Based on this rationale, we have defined our
nuisance tolerance to be between events that did/didn’t
trigger operation-ending regulatory interventions (Fig-
ure 6). In this sense, our selected nuisance tolerance
threatens to end an operation (regardless of the exis-
tence of a predefined red-light). Last, we check these
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Figure 9 Worldwide nuisance tolerance estimates. The distribution of CDI 3 nuisance tolerance (box-and-whisker plots;
boxes show25-50-75percentiles) for theUK (Figure6) is compared toestimates inNorthAmericaand theNetherlands (Schultz
et al., 2021b, 2022b). The50th percentileof thenuisance tolerancedistribution, used toselect thenuisance tolerance, is shown
as green dashed line.

empirically derived nuisance tolerances against other
measured tolerances (Figure 9, Schultz et al., 2022b,
2021b). We find that UK tolerances to nuisance aremost
like the risks implicitly takenbyTLPs inAlberta, despite
the significantly different red-light magnitude thresh-
olds chosen there (i.e., ML 3.0 near Red Deer andML 4.0
near Fox Creek). Based on this, we feel that our inclu-
sion of nuisance within the red-light design is justified.
We note, however, that this approach can easily be re-
peated/updated using different tolerances as new infor-
mation becomes available.

These tolerances result in red-light thresholds that
vary spatially between ML 1.2-2.5 (Figure 8). Compar-
atively, our thresholds are much smaller than the mag-
nitudes of the largest recorded tectonic events onshore
(ML ~5) or offshore (ML ~6, Musson, 2007, 2004) and
smaller still than prior coal mining (ML 3.1, Redmayne,
1988; Redmayne et al., 1998) or potash mining (1989 ML

2.4, Browitt, 1991; Wilson et al., 2015) induced seismic-
ity. These induced events were tolerated by the public,
over a period of decades and in regions coincident with
shale gas basins (Wilson et al., 2015). Cursory examina-
tion of temporal population trends (Figure S6, U.N.-P.D.,

2022) suggests growth of ~10-20% since 1980, which
can’t account for the disparity between our red-lights
and the previously accepted magnitudes. Similarly, our
estimates of risk tolerances for the Horse Hill events
(initially suspected as extraction-related, but found to
be tectonic, Hicks et al., 2019) suggest tolerances ap-
proximately an order of magnitude larger than the ones
derived for HF in the UK. We argue that these obser-
vations are not contradictory. Local tolerances are in-
fluenced by factors such as the type of risk, familiar-
ity with the risk, consent to risk, geopolitical zeitgeist,
personal needs, and past experiences (Marzocchi et al.,
2015). In fact, surveys conducted in the UK indicate
that local population are far less tolerant of earthquakes
caused by HF compared to any other resource exploita-
tion techniques (Evensen et al., 2022), supporting the
differences of our tolerance estimates between HF and
conventional hydrocarbon extraction (Figures 6, S7 &
S8). If anything, this observation demonstrates the im-
portance of maintaining a ‘social license to operate’
through effective outreach and communication (Majer
et al., 2012).

In general, it is important to consider a combination
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of all the risk metrics mentioned. Our approach offers
the advantage of being able to simply combine multi-
ple risk metrics (such as nuisance, damage, and fatal-
ity) and types (local or aggregate) by translating them
into red-light thresholds. After defining the red-light,
we can also link the design of yellow-light thresholds
(Schultz et al., 2020a). Yellow-lights serve as a signal for
operators to take appropriate mitigation measures be-
fore reaching the red-light threshold. However, mag-
nitude ‘jumps’ (Verdon and Bommer, 2020) could cre-
ate green-to-red transitions, rendering the yellow-light
ineffective. Hence, setting an appropriate gap between
yellow- and red-light thresholds is crucial to prevent this
from happening. Previous studies (Schultz et al., 2020a)
have suggested that yellow-light thresholds 2.0 magni-
tudeunits lower than the red-light is sufficient, although
this depends on a jurisdiction’s tolerance for triggering
red-lights.

4.2 Retrospective comparison with the prior
UK TLP

Our workflow enables a comparison with the prior TLP
for the UK, which had a red-light set at ML 0.5 that in-
cluded an 18 hour pause (BEIS et al., 2013). Impor-
tantly, this differs from our definition of an operation-
ending regulatory intervention for the red-light. By our
standard, the prior UK ‘red-light’ is better defined as a
yellow-light with prescriptive mitigation. In the loca-
tion of the PH-1 well (Pater and Baisch, 2011; Clarke
et al., 2014), which initially triggered the enactment of
the prior TLP, our analysis suggests a red-light thresh-
old of ML ~1.7. If the aforementioned (Section 4.1) 2.0
magnitude gap between red-yellow is taken for a new
TLP, this would indicate a yellow-light threshold of ML

-0.3, which is more conservative than the prior value of
ML 0.5. If we instead considered the old threshold as a

proper red-light, we estimate that this scenario would
only be weakly felt (CDI 2) at 10s of homes.

Our results also facilitate a retrospective analysis
against knowncases ofHF induced earthquakes. In par-
ticular, the PNR-2 case is most relevant due to the 2019
ML 2.9 event which prematurely ended operations (Ket-
tlety et al., 2020). In this location, our results suggest
a red-light threshold of ML ~1.7. From the time history
of events in this location, this red-light threshold would
not have been triggered before the seventh (and final)
stage of stimulation; the 26 August 2019ML 2.9 event oc-
curredmore than 72 hours after the completion of stage
seven (Figure 10). The third largest event, which was in-
duced from the sixth stage stimulation (21 August 2019
ML 1.6), falls just below our red-light threshold (ML 1.7).
Following a similar comparison, our red-light thresh-
olds would have been triggered for PH-1 (following the
2011 ML 2.3 event) and would not have been triggered
for PNR-1z (Figures S11 & S12) – as intended by our tol-
erance definitions.

The PNR-2 case highlights the need for updating of
‘static’ or a priori red-lights with incoming real-time in-
formation. Specific to PNR-2, we would expect that the
red-light should decrease with time: the first six stages
showed an anomalously high proportion of trailing seis-
micity (RS=48%) compared to the global average (~86%)
used to define our red-light (Schultz et al., 2020b, 2022a).
Importantly, RS is the most influential parameter for
varying red-light thresholds (Schultz et al., 2021a). Sim-
ilarly, the stage completions at PNR-1z (RS=41%) and
PH-1 (RS=46%) also have a large proportion of trail-
ing events compared to global averages (Schultz et al.,
2022a). These systematically low values ofRS at PNR-1z
and PNR-2 can explain the significant trailing seismicity
observed for each well stage. Because of these trailing
seismicity observations, we would expect that a dynam-
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ically updated red-light would have decreased from our
static value as operations progressed.

To roughly demonstrate these dynamic red-light
changes, we perform a pseudo adaptive update in re-
sponse to the PNR-2 catalogue (Figure 10). Our simplis-
tic approach assumes a change in the red-light thresh-
old based entirely on the change of RS value from the
previous stage: essentially, we draw 106 trailing/red-
light events for a given value of RS , compute the me-
dian ΔM, and update the red-light in comparison to the
difference from the global a priori median ΔM. This
pseudo adaptive approach also demonstrates the sensi-
tivity of red-lights to RS changes. For example, stages
five and six observed deviantRS values of 37% and 25%,
which reduce the red-light of subsequent stages by ~0.2
and ~0.4 MW units (from the static red-light value), re-
spectively. This simple updating process would have
triggered a red-light following the 21 August 2019 ML

1.6 event of stage six at PNR-2, ultimately ending the
operation before the larger events of stage seven. In-
terestingly, this same process applied to PNR-1z still
does not trigger a red-light, which is the intended goal
for this case (Figure S11). Unfortunately, there are in-
sufficient seismological data at the PH-1 case to ade-
quately perform our pseudo adaptive TLP approach,
so we are unable to assess if the ML 2.3 event could
have been avoided (Figure S12). Of course, this analy-
sis has the benefit of hindsight; in practice, it is not well
established how nearby stages are connected to seis-
mogenic faults, linked in seismic response, and how
well measured parameters (like RS) would translate be-
tween stages – or how to forecast any of these considera-
tions. While implementing amore rigorous updating of
red-light values is beyond the scope of this paper (e.g.,
Mignan et al., 2017), theHF events at PNR-2 appear to be
an ideal case to test and develop this type of approach.

4.3 Prospective HF site recommendations

The design of a risk-based TLP for the UK provides a
unique opportunity to begin discussing safer HF sit-
ing locations. The contentious history of HF in the UK
(Williams et al., 2016) and induced earthquakes (Bap-
tie et al., 2022) certainly makes this a significant con-
cern. All of the basins have similar average risks (mean
red-lights of ML ~1.8); however, the Weald Basin (Fig-
ures 5, 7 & 8) is the most homogeneous, only ranging
between ML 1.6-2.0. The Bowland Shale has more dis-
parate range ML 1.2-2.3. The Midland Valley Basin has
the most disparate ranges of red-lights, ML 1.2-2.5 –
largely due to the waterscapes where the Firth of Forth
connects to the North Sea, near Edinburgh.

However, induced seismicity is not the only consid-
eration: the anticipated productivity and the logistics/-
costs of a prospective location alsoplay a significant role
in siting HF wells. The Bowland Shale has been con-
sidered the most prospective basin (Smith et al., 2010;
Andrews, 2013), with operations targeting the western
coast near Blackpool and Preston (e.g, PH-1, PNR-1z, &
PNR-2 inFigure 1). These locationshave red-light values
near ML 1.7, which is a location with slightly below av-
erage risk (owing to exposure). Highest risks are within

the ~20 km vicinity of Manchester (ML ~1.3), Liverpool,
andYork. The lowest Bowland Shale risks (ML 2.3) are in
a wide area near the eastern coast, from Bridlington to
Scarborough. Depending on trade-offs for reduced pro-
ductivity and logistical costs, this region could be a safer
site choice (from the perspective of induced seismicity
risks). Overall, our iso-risk red-light maps (Figure 8) fa-
cilitate comparisons and could be used to site prospec-
tiveHF operations in theUK.Wenote that this approach
focuses solely on the potential exposure to risks. Com-
plementary siting approaches that consider the likeli-
hoodof induced seismicity, dependingon the geological
susceptibility to earthquakes (Pawley et al., 2018; Hicks
et al., 2021), could also aid in choosing safer HF loca-
tions.

4.4 Limitations of our model and results

In this section, we briefly cover the limitations imposed
by our model and the derived results. Firstly, compo-
nents of our approach are based on models that were
translated from other cases (e.g., Groningen fragility
and vulnerability functions). If more HF induced earth-
quakes occur, ourmodel should be refined and updated
accordingly. Wewant to emphasize that our workflow is
adaptable and can incorporate new components or up-
dates as needed. For example, if potential HF induced
earthquakes in the UK are found to be only limited to
a susceptible geographic region, a more targeted ap-
proach that utilizes known building inventories could
improve risk assessments (Edwards et al., 2021). As
well, risks posed to critical infrastructure could be in-
cluded in the red-light determination, in relevant re-
gions.

Our analysis has focused on the median risk values:
i.e., the 50-50 chance of a given risk impact. However,
mean values are more informative being the expected
risk impact. Our risk metrics have a heavy-tailed distri-
bution, implying that the mean values will be strongly
influenced by rare, high-consequence eventswith small
likelihood. Therefore, usingmean values instead ofme-
dian would result in lower red-light thresholds. To bet-
ter constrain these distributions, we would need a re-
gional calibration of trailing count ratios (RS), a better
understanding of the maximum possible magnitudes,
and component models that can extrapolate within ap-
propriate ranges.

Finally, our approach has assumed static tolerances
to risk, where a population suddenly changes their
stance after risk value has been surpassed. Largely, this
is due to the limited amount of data available to calibrate
risk tolerances – our ‘bookending’ approach can only in-
fer a range of values that the tolerance lies between.
In reality, these tolerances may be time-dependent:
such as by diurnal differences in tolerance, influenced
by cumulative impacts from an operation, varying as
the social license adjusts, or in response to growing
urbanization/population increasing the amount of as-
set exposure. Much of our tolerance constraining ap-
proach has been restricted by the limitations of data/-
case availability to make empirical inferences. To im-
prove on these limitations would require methodologi-
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cal improvements for tolerance estimation, conceptual
advances inmodeling social change, or policy direction
that explicitly defines agreeable risk tolerances.

5 Conclusions

To manage hypothetical induced seismicity in the UK,
we have employed a risk-based design of TLP red-lights.
We have relied on previously developed seismic hazard
and risk research for the HF in the UK and the Gronin-
gen gas field (as a reasonable analogue). By contrasting
the ML 2.9, 2.1, and 1.6 PNR-2 events, we were able to
empirically calibrate the UK tolerances to nuisance and
damage risks. These calibrated tolerances are compara-
ble to those established for HF in North America. Our
findings indicate that nuisance and damage impacts im-
pose more stringent red-lights than LPR. Based on our
red-lights, we suggest potential sites where prospective
HFwells could be drilled. The integration of these three
risk metrics (nuisance impacts, damage impacts, and
LPR) provides a quantitative basis for reference red-
light thresholds to inform future HF TLPs in the UK,
should the current moratorium be lifted. These results
can also be adapted for other greener industries such as
deep geothermal energy or carbon/hydrogen storage.
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Abstract The electrical network frequency (ENF) of the alternating current operated on the power grid
is a well-known source of noise in digital recordings. The noise is widespread and appears not just in close
proximity to high-voltage power lines, but also in instruments simply connected to the mains powers grid.
This omnipresent, anthropogenic signal is generally perceived as a nuisance in the processing of geophysical
data. Research has therefore been mainly focused on its elimination from data, while its benefits have gone
largely unexplored. It is shown that mHz fluctuations in the nominal ENF (50/60 Hz) induced by variations
in power usage can be accurately extracted from geophysical data. This information represents a persistent
time-calibration signal that is coherent between instruments over national scales. Cross-correlation of re-
liable reference ENF data published by electrical grid operators with estimated ENF data from geophysical
recordings allows timing errors to be resolved at the 1 s level. Furthermore, it is shown that a polarization
analysis of particle motion at the ENF can detect instrument orientation anomalies. While the source of the
ENFsignal in geophysical dataappears instrumentandsite specific, its general utility in thedetectionof timing
and orientation anomalies is presented.

1 Introduction
Sustaining reliable and continuous operation of instru-
ments in the field is a key objective in the maintenance
of geophysical monitoring infrastructures. This objec-
tive is particularly challenging for remote deployments,
and equipment that cannot easily be accessed, e.g., for
sensors buried at depth inside seismic boreholes. Ac-
tive assessments that involve station maintenance vis-
its are costly, time-consuming, and require perpetual
planning and effort. Methods for passive quality assess-
ment are often pursued due to their advantages in terms
of scalability and reduced cost (McNamara and Boaz,
2006; Ahern et al., 2015; Ringler et al., 2015; Trani et al.,
2017; Petersen et al., 2019; Pedersen et al., 2020; Koy-
mans et al., 2021). Moreover, such passive techniques
do not disturb themeasurement setup itself andmay be
useful in, e.g., citizen science (Raspberry Shake, S.A.,
2016) where the acquisition of high quality data can not
be guaranteed. In the casewhere correction factors can
be estimated, they can also be retroactively applied to
an archived dataset. Data assessment is not exclusively
useful to science, but also serves a purpose to detectma-
licious actors and data tampering that is critical in, e.g.,
the verification of the Comprehensive Nuclear-Test-Ban

∗Corresponding author: koymans@knmi.nl

Treaty (Coyne et al., 2012).

Geophysical data may express characteristic spec-
tral peaks that emerge from the electrical network fre-
quency (ENF) of the alternating current (AC) operated
on the electrical grid. This signal is sometimes referred
to as powerline noise, but notably does not appear exclu-
sively near high voltage power lines and is widespread.
The signal is omnipresent in recordings from, e.g., seis-
mometers (Bormann and Wielandt, 2013), gravimeters
(Imanishi et al., 2022; Křen et al., 2021), microbarom-
eters, and other digital instruments that are connected
to or deployed near any type of electrical infrastructure
or mains power supply. The ENF signal is usually per-
ceived as a nuisance during the processing of geophys-
ical data, and research has mainly been targeting its
elimination (Butler and Russell, 1993; Xia and Miller,
2000; Levkov et al., 2005). For most purposes, the ap-
plication of a narrow band-stop (notch) filter is suffi-
cient to remove the signal. However, ringing artefacts,
higher harmonics, or overlap with the bandwidth of in-
terest sometimes makes the application of such filters
impractical. For example, in seismoelectric acquisition
and seismic exploration, advanced methods for the re-
moval of coherent electrical noise are applied (Butler
and Russell, 1993, 2003). While methods to eliminate
the ENF signal from geophysical data are well known,
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the benefits of its presence are rarely explored. This
study approaches the ENF from a different perspective,
and demonstrates its utility as a signal in geophysics.
In this manuscript, two benefits of detecting the ENF

in geophysical data are explored and used as passive
quality assessment tools. First, the background infor-
mation on the ENF is described (section 2), followed
by an introduction of the data sets that are used (sec-
tion 3.1). After that, the methodologies are described
to (i) extract the ENF signal from spectrograms of geo-
physical data (section 3.2) and compute cross corre-
lations (section 3.3), and (ii) complete a polarization
analysis of the particle motion around the ENF (sec-
tion 3.4). Results from cross correlations between
spectrogram-estimated and reference ENF data are pre-
sented, demonstrating that timing errors with a reso-
lution near the 1 s level can be resolved and verified
(section 4.1). The accuracy of the recovered timing dis-
crepancies are statistically quantified (section 4.2.1) and
checked using teleseismic arrivals (section 4.2.2) that
should be observed simultaneously on stations in close
proximity, providing an alternativeway of detecting rel-
ative time shifts. Results from the polarization analysis
indicate that the method is capable of detecting gross
sensor orientation anomalies (section 4.3). Finally, the
source of the ENF signal in different geophysical instru-
ments is discussed, and comments are provided on pos-
sible future avenues of research (section 5).

2 Background
2.1 Electrical Network Frequency
An abridged description of the electrical grid concerns
power generators that supply electrical energy to con-
sumers. Conceptually, generators are rotating turbines
with magnetic cores that induce AC in coils following
Faraday’s law of electromagnetic induction. All gener-
ators on the grid collectively produce synchronous AC,
with waveforms that are equal in amplitude, phase, and
frequency. Because the electrical energy produced by
the generators cannot be stored it must be immediately
consumed, requiring a delicate balance between pro-
duction and demand. At an instant when more energy
is consumed than produced, the required excess power
is drawn from the rotational inertia of the generators.
This synchronously reduces the rotation speed of the
generators on the grid, and subsequently lowers the ef-
fective ENF. Likewise, a sudden decrease in load causes
the turbines to spin faster, leading to an increase of the
ENF. Electrical grid operators balance the amount of
electrical work done by the generators with the demand
of consumers to keep the ENF stable at 50 Hz for con-
tinental Europe and 60 Hz for the United States. This
balance is diligently maintained, and operational pro-
cedures are in place to limit deviations from the target
ENF to within 10 to 50 mHz.
All electrical components – including geophysical in-

struments – are to some degree susceptible to the sec-
ondary effects of the AC operated on the electrical grid
(fig. 1). Signals may be incurred from stray electromag-
netic fields that are emitted from nearby current carry-

ing wires and operating electronics. Common sources
of the ENF signal being carried over in electric de-
vices are through ground loops, and by direct electro-
magnetic induction of poorly shielded wires and cir-
cuitry. Magnetostriction in transformers (Gange, 2011)
and full-bridge rectifiers (AC → DC) in power supplies
mayproduce vibrations and audible sound at double the
ENF. The well-known audible sound originating from
the ENF is commonly referred to as mains hum. In
broadband seismometers, a known coupling mecha-
nism is through the suspension spring that responds
to changing magnetic fields (Forbriger, 2007). Intense
changingmagnetic fieldsmay even cause thehousing of
instruments to vibrate (Klun et al., 2019). At frequencies
above the operated ENF, overtones at integer multiples
of the ENF can sometimes be observed (Cohen et al.,
2010; Schippkus et al., 2020).

Transformer
EM + Acoustic Acoustic

Arrivals

Acoustic Array

Borehole
Geophones
EM Pickup

Accelerometers
Housing Vibration

Powerline
EM + Acoustic

Power
Supply

Corona Discharge 

(50Hz) Transformer

Hum (100 Hz)

Surface Geophone 
(Battery)

EM Pickup + Vibrations

Medium-V 
Powerline

Figure 1 Overview of suspected sources of the ENF sig-
nal in geophysical data where the colors represent elec-
tromagnetic (red/blue), acoustic (grey), and seismic (black)
coupling. The coupling mechanism varies between instru-
ments and installation site. The signal may be coupled
through physical vibrations, acoustic waves, or by direct
magnetic induction.

While the ENF signal is typically of minor influence,
equipment that integrates amplifiersmay boost it to sig-
nificant amplitudes. While the source of the ENF signal
in high gain equipment is not always directly apparent
from its surrounding, its persistence and omnipresence
remains remarkable.

2.2 ENF Analysis
ENF analysis typically concerns the detection of mHz
variations of the ENF in digital recordings as a func-
tion of time, of which an example is illustrated in fig. 2.
These variations can be extracted from, e.g., audio
(Cooper, 2008), optical (Garg et al., 2011), and geophysi-
cal data (Cohen et al., 2010). Because the AC is operated
synchronously and uniformly on the electrical grid, dig-
ital recordings of the ENF represent a fingerprint that
is coherent nationwide and, because of effectively ran-
dom load fluctuations, represents a signal that is unique
in time. The estimated variations in the ENF from dig-
ital recordings may thus be compared to an indepen-
dent reliable reference measurement of the ENF that is
provided by electrical grid operators. Such analysis of
the ENF has been used to timestamp audio recordings
(Garg et al., 2012) and confirm the authenticity of digital
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records. The successful use of ENF analysis as forensic
evidence (Cooper, 2010) is a testament to the effective-
ness and reliability of the technique.
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Figure 2 Example ofminormHz variations in the ENFdur-
ing two minutes on Jan 13th, 2020 around the nominal Eu-
ropean grid frequency of 50 Hz (grey dashed line). These
data were not recorded by a geophysical instrument but
illustrate reference ENF data that were downloaded from
electrical grid operator TransnetBW. The raw data are plot-
ted in blue, with a smoothed 150 s moving average illus-
trated in green.

3 Methodology
3.1 Instruments and Data Used
Various data types from different sensors are analysed
in order to study the specific character of the ENF in
these instruments. Data from the Netherlands Seis-
mic and Acoustic Network (KNMI, 1993) and E-TEST
temporary deployment (Shahar Shani-Kadmiel et al.,
2020) (fig. 3 and table 1) are treated. The G-network of
the Netherlands Seismic and Acoustic Network (NSAN)
consists of nearly seventy 200 m deep boreholes in the
Groningen province with geophones installed at 50 m
depth intervals, and an accelerometer located at the
surface. Data from the NSAN that belong to a low-
frequency acoustic array installed at the Royal Nether-
lands Meteorological Institute in De Bilt (see supple-
mentary information), and seismo-acoustic arrays at
LOFAR sites in Drenthe are also analysed. The E-
TEST temporary deployment consists of a dense array
of battery-operated surface geophones located in the
south of the province of Limburg without amain power
supply.

3.2 Spectrogram Calculation and ENF Esti-
mation

Independent ENF reference measurements at 1 Hz are
universally accessible and downloaded from, e.g., the
power-grid frequency database (Gorjão et al., 2020) and
the website of TransnetBW GmbH. In this manuscript,
ENFmeasurements from a German provider were used

–data that are synchronouswith the electrical grid oper-
ated in the Netherlands. The reference ENF data were
smoothed using a centered moving average filter over
150 s (e.g., see fig. 2).
Geophysical data from the instruments summarised

in table 1 were pre-processed using ObsPy (Beyreuther
et al., 2010) (read and merged) and spectrograms were
calculated using the SciPy spectrogram method (Virta-
nen et al., 2020) with a segment length of 150 s, em-
ploying a 50 % overlap between consecutive segments.
It was determined empirically that this segment length
provided the most effective trade-off in resolution be-
tween time and frequency to resolve the ENF from the
spectrograms. A linear trend was removed from each
segment and the data were tapered using a cosine win-
dow with a shape parameter of 0.25. A Gaussian filter
was applied in the frequency domain before the ENF
was estimated from the spectrogram. This filter repre-
sents themean and standard deviation of the yearly ENF
signal (N50(µ, σ) = 50.000 Hz, 441 × 10−4 Hz), and elimi-
nates peaks in the spectrogram that are likely unrelated
to the ENF. For each segment, the estimated ENF is rep-
resented by the frequency bin that associates with the
maximum PSD within the 49.85 to 50.15 Hz band. An
identical approach (with modified filter Nf ) was used
for the extraction of overtones of the ENF in higher fre-
quency bands (e.g., at 100 Hz).

3.3 Cross-Correlation Analysis
The estimated variations in the ENF were interpolated
to 1 s and cross-correlated with independent reference
ENF data. A negative delay from the cross-correlation
result implies that the reference signal leads the esti-
mated ENF and is therefore behind true time. A statisti-
cal analysis of the accuracy and precision of themethod
was completed using an ensemble of cross correlations
from instruments that are known to have zero time de-
lay. The accuracy of the method and the recovered
timing errors were further verified at a seismic array
using teleseismic arrivals from an event near the Ker-
madec Islands, NewZealand (2021-03-04T19:28:33UTC).
Because the teleseismic arrivals are characterised by a
near vertical incidence angle, the arrival times for prox-
imal stations are expected to be similar, providing an al-
ternative relative timing reference to compare against
the obtained ENF analysis results.

3.4 ENF Polarization Analysis
Another independent aspect where the ENF signal can
be leveraged is for surface accelerometers in the G-
network that express a significant and strongly po-
larized susceptibility to the ENF. Accelerometer data
were rotated towards a north-east orientation follow-
ing the azimuth provided by the station metadata. The
polarized ENF signal was isolated with a zero-phase
band-pass filter between 49.85 to 50.15 Hz. A princi-
pal component analysis (PCA) was applied to the three-
dimensional particle motion data and eigenvalues (λ1,
λ2, λ3) were recovered, from which the degree of recti-
linearity (Jurkevics, 1988) was calculated:
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Sensor Description Network Sampling Rate
SM6H Borehole geophone G-network (NL) 200
Kinemetrics EpiSensor (ES-T) Strong-motion accelerometer G-network (NL) 200
SM-6/U-B 4.5Hz 375 Sensor B.V. Geophone LOFAR Array (NL) 250
Hyperion Infrasound Sensor Low-frequency sound microphone De Bilt Array (NL) 500
SENSOR Nederland, PE-6/B, 3C Battery operated geophone E-TEST Deployment (3T) 500

Table1 Descriptionsandcharacteristicsof geophysical instrumentsused for variousaspectsof ENFanalysis that are treated
in thismanuscript andsupplementarymaterial. Instrumentand responsedetails areaccessible fromFDSNwebservices (http:
//rdsa.knmi.nl and http://orfeus-eu.org).

1 −

(

λ2 + λ3

2λ1

)

(1)

The azimuth of the principal direction of motion (θ)
was derived from the largest eigenvector u1, as given by
its north and east components: θ = arctan2(u1N

, u1E
).

The goal of this method is to investigate whether the
ENF can be used to verify the instrument orientation as
specified in the station metadata.

4 Results
4.1 Timing Errors from ENF Analysis
An example ENF analysis for instrument EpiSensor ac-
celerometer G180 is shown in fig. 4. The figure il-
lustrates the reference variation in the ENF around
50 Hz (A), the raw seismometer spectrogram expressed
in ground acceleration (B), the spectrogram with the
Guassian filter applied (C), and that the ENF can be ac-
curately recovered from the filtered spectrogram (D).
fig. 5 panel A shows the measured and estimated ENF
time series from fig. 4. The curves were vertically dis-
placed from an average of 50 Hz to illustrate their sim-
ilarity. The full cross-correlation of the measured and
estimated ENF is illustrated in panel B and expresses a
peak at a delay of −1 s (C), meaning the instrument ef-
fectively runs behind true time. An identical analysis
for an acoustic station is presented in the supplemen-
tary information because of additional complications
that were encountered.
The presented example result in figs. 4 and 5 illus-

trates the method for a single instrument, but the ap-
proach has been successfully applied to all instruments
in the NSAN network, including surface accelerome-
ters, geophones, and microbarometers. The results in-
dicate that the proposed method appears capable of
detecting misfits between the estimated and reference
ENF in geophysical data, potentially providing a stable
nationwide timing calibration signal.

4.2 Validation of Timing Error Results
In the following sections, two methods are used to as-
sess the precision and accuracy of the proposedmethod
for the detection of timing anomalies.

4.2.1 Resolution of the Method
An estimate of the statistical significance of the recov-
ered time lags is obtained through an ensemble of cross

correlations between the measured and estimated ENF
from all components of 71 surface accelerometers in
the NSAN. These instruments are known to have ac-
curate timestamps because they obtain timing through
GPS and should thus express a zero-second delay from
true time. fig. 6 shows an ensemble of 211 cross cor-
relations with its average and 95 % confidence interval
in blue. The peaks of all cross correlations and recov-
ered time lags are also illustrated by grey markers. Ac-
celerometers for which the ENF could not be resolved
due to poor data quality or elevated noise have been re-
moved from the ensemble. Themajority of instruments
express a lag of −1 s between the estimated and mea-
sured ENF data, while the others express a 0 s time lag
as expected. The confidence interval on the mean time
lag from this ensemble illustrates the estimated accu-
racy and precision of the method at approximately 1 s.
Furthermore, the repeatability of the methodology be-
tween 211 data channels is a testament to its consis-
tency. Theminor stable deviation from the expected de-
lay of zero may be caused by a non-precise or rounded
off timestamp of the ENF data provided by the grid op-
erator.

4.2.2 Verification Using Teleseismic Arrivals
The accuracy of the recovered timing errorswas further
verified using teleseismic arrivals at geophone ENV1
and nearby LOFAR arrays L106 and L208 of the M8.1
earthquake near the Kermadec Islands, New Zealand
that occurred at 2021-03-04T19:28:33 UTC. The first two
rows of fig. 7 show station ENV1 and L2082 at 24 km
and 13 km distance from LOFAR array L106 (bottom 6
rows) respectively. The predicted seismic arrival times
for the PKIKP phase of the event were calculated with
TauPy (Beyreuther et al., 2010) using the IASP91 model
(Kennett and Engdahl, 1991). The left column in fig. 7
shows that the recorded arrivals of the seismic phase of
the original time-series are misaligned. The right pan-
els show the same data shifted by the recovered delay
from the ENF analysis (marked in the top-left corner of
each panel). Geophone ENV1 and LOFAR station L2081
acquire timing through GPS and have near zero delay,
while the L106 geophones express between −21 to −7 s
delays with the reference ENF. This effect is unsurpris-
ing as the instruments use the Network Time Protocol
(NTP) instead of GPS and may experience clock drift
over timewithout a stable internet connection. With the
expected timing corrections applied, the alignment of
the arrivals is vastly improved. The remainingmisalign-
ment may be a consequence of local geology and site-
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Figure 3 Map of the Netherlands showing four groups and locations of geophysical instruments in the field (G-Network –
geophones and surface accelerometers; E-TEST Deployment – battery operated geophone nodes; LOFAR – seismo-acoustic
array; De Bilt – acoustic array). The acoustic instruments are treated in the supplementary material. Further details on the
instruments are provided in Table 1.

response, and the inherent 1 s resolution limit of the
technique. Furthermore, the timing misfits from the
ENF analysis were calculated over 24 h while the timing
error of the L106 array was observed to vary bymultiple

seconds in a day. At the time of the teleseismic arrival,
the ENF delay appeared to be consistently 6 s behind the
reference data for the entire NSAN network. This effect
was corrected in fig. 7 using an average of many GPS
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Figure 4 A) The reference ENF downloaded from thewebsite of TransnetBWGmbH. B) Acceleration spectrogramof EpiSen-
sor NL.G180..HG1 (Groningen, the Netherlands) between 2020-03-01 and 2020-03-02. C) The modified spectrogram using a
simple Gaussian filter. D) The estimated ENF from the filtered spectrogramderived from themaximumPSD of each time seg-
ment.

locked stations.

4.3 Orientation Anomalies fromENFAnalysis
A polarization analysis of the ENF signal was applied
to three-component data from surface accelerometers
in the G-network. A principal component analysis pro-
vides the dominantmodes of variance of these data (i.e.,
the dominant direction of motion), of which an exam-
ple is illustrated for surface accelerometer G450 (fig. 8).
The three-component data are plotted together in three-
dimensional space and the groundmotion (represented
by the position of a virtual particle) is projected onto
three perpendicular two-dimensional slices. The re-
sults show that in the 49.85 to 50.15 Hz frequency band,
the ground motion has a high probability of being on
the colored elliptical path and not outside or inside of
it, where the probability approaches zero.
Because the polarization was observed to be domi-

nantly in the horizontal plane, the recovered azimuths
from the polarization analysis (leftmost panel of fig. 8)
were projected on geographic maps together with open
electrical infrastructure data to identify potential direc-
tional sources of the ENF. It was however not possible
to identify a regional source of the ENF signal such as
medium and high voltage line and transformers. In-
stead, it was considered that for most instruments, lo-

cal electronics inside the instrument’s housing cabinet
may be a more proximal and likely source of the sig-
nal. The cabinets that host both the accelerometers and
electronics in the G-network is shaped like a rectangu-
lar box (ratio 1:3), with the internal setup organised in
a similar fashion for all installations. Azimuths of the
cabinet in the field (parallel with the elongated side)
were estimated from technical drawings. The direction
of polarized motion that is expressed by the accelerom-
eter data appears to be consistent with the azimuth of
the cabinet (fig. 9, left panel), confirming the source of
the ENF is in fact local. The right panel of fig. 9 shows
the misfit between the azimuth of particle motion and
the cabinet orientationplotted against the degree of rec-
tilinearity. Stations that express a lower degree of rec-
tilinearity naturally have a larger variability on the di-
rection of particle motion, resulting in amore probable
angular misfit. The decreased degree of rectilinearity
may be attributed to a diminished source of the ENF or
instrument sensitivity issues, which can be considered
another instrument health metric.
A clear outlier was identified as station G680 marked

in that expresses a 87◦ near perpendicular angular mis-
fitwith a very strong rectilinearity (fig. 9). Itwashypoth-
esised that the instrument was rotated, or that the hor-
izontal components were swapped during instrument
installation. A field visit confirmed that surface ac-
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with the recovered peak and time delay indicated (−1 s).

celerometer G680 was in fact rotated counter-clockwise
by 90◦ and has been corrected since.

5 Discussion
The applied tracing algorithm (fig. 4D) to estimate the
ENF from spectrograms using the maximum PSD per
time bin is simple yet effective. The intensity of the
ENF above ambient noise does not require the use of
advanced track tracing algorithms (e.g., Lampert and
O’Keefe, 2010). For the applications where the ENF
needs to be eliminated from the data, subtraction algo-
rithms (Butler andRussell, 1993, 2003)maybenefit from
using reference ENF data too. This is particularly true
for extremely (ELF) and very low frequency (VLF) radio
data between 300 to 30 000 Hz (Cohen et al., 2010), since
the affected bandwidth of the ENF fluctuations grows
proportionally with higher overtones. With reference
data, the ENF can be specifically targeted and generic
bandstop filters can be avoided.
Cross correlations between estimated and reference

ENF data provide a reliable, passive technique for
the detection of timing anomalies in geophysical data.
However, the limitations of the method are clear: the
reliability of the timing corrections is contingent on the
ability to accurately resolve the ENF signal from the

data, which is not always easily achieved. The expected
precision and accuracy of the technique illustrated in
fig. 6 and reaches approximately 1 s for instruments that
express a high susceptibility to the ENF. By increasing
the sampling resolution of the reference ENF data, time
discrepancies on the sub-second level may potentially
be discovered. During the analysis of the teleseismic
event (fig. 7) it was found that there was a consistent
delay (6 s) with the reference ENF for the entire NSAN.
This delay is not real considering most of the stations
are GPS locked and show 0 s delays during other peri-
ods. It is expected that this effect may be introduced by
poor timing quality of the reference ENF data itself, or
potentially by another unknown cause that needs to be
investigated further. A similar explanation concerning
inaccurate timestamping of the reference ENFdatamay
also explain the skew towards −1 s in fig. 6. It should
be noted that if the absolute timestamp of the reference
data is inaccurate, relative timing differences between
instruments using the ENF remain resolvable.
Results from the polarization analysis (figs. 8 and 9)

shows that gross orientation anomalies can be success-
fully identified. Even if the source of the ENF signal is
unknown,when the source remains stable through time
(e.g., a non-mobile transformer or the installation cab-
inet), the rectilinearity of geophysical data at the ENF
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should resolve to a zero-time delay. The grey markers in-
dicate the recovered peaks from the cross correlations and
hence the respective delay times with the measured ENF.
The black marker represents the mean time lag and 95 %
confidence interval, illustrating the accuracy and precision
of the method approaches 1 s.

may thus provide a reasonable tool for the detection of
temporal instrumental orientation anomalies. Further-
more, this method may provide a tool to more accu-
rately determine three-dimensional orientations of geo-
phones installed in seismic boreholes that needs to be
investigated. Perhaps, even small orientation anoma-
lies may be discovered that are on the order a few de-
grees.

5.1 Source of the ENF in Geophysical Data
The mechanisms through which the ENF signal is
passed on to geophysical sensor networks remains enig-
matic and appears to vary per instrument type and in-
stallation (fig. 1). In the following section, the expected
sources in the different geophysical instruments are
discussed. Because of the alternative suspected cou-
pling mechanism, acoustic instruments are treated in
the supplementary information.

5.1.1 G-network Accelerometers and Geophones
From the presented polarization analysis it is evident
that the ENF signal is acquired locally in the G-network
accelerometers. Despite this, in the operational NSAN,
a sudden increase in the amplitude of the ENF has been
observed to lead to false event detection in accelerome-
ters deployednear high voltage power lines – suggesting
that large-scale electrical infrastructuremay under cer-
tain circumstances be a significant source of the ENF
signal. Seismoacoustic coupling (e.g., Evers et al., 2007)
from humming and corona discharge (Loeb, 1965) may
provide a coupling mechanism up to 200 m away from
high voltage power lines (Schippkus et al., 2020). The
susceptibility of the G-network accelerometers to the

ENF is strong and highly polarized. It is expected that
the signal would be less dominant if it were induced
along the wires between the sensor and digitizer where
it is not amplified to such dominant amplitudes. Fur-
thermore, accelerometers in the NSAN are connected
with a two-wire differential setup, effectively limiting
the influence of external magnetic fields on grounds
loops specifically, but leaving the sensor itself suscepti-
ble to changing magnetic fields. The recorded power at
the ENF in accelerometers with different gain settings
and sensitivities appears similar across the G-network
when the amplitude of the signal is expressed in phys-
ical ground motion units (acceleration, velocity, or dis-
placement), suggesting that the ENF signal is not elec-
tromagnetic of nature. Alterations in the suspension
spring or coils of the accelerometers (Forbriger, 2007)
have been suggested as a likely source of the signal.
The relationship between the cabinet orientation and
the polarization azimuth of the accelerometer data indi-
cates that physical vibration of the cabinet itself may be
caused by the humming power supply that is mounted
on its inside wall.
The geophones inside the seismic boreholes of the G-

network share surface electronics with the aforemen-
tioned accelerometers. The geophones operate pas-
sively and have no direct power source but are con-
nected to the power grid through a digitizer at the sur-
face. The amplitude of the ENF in these data is orders
of magnitude smaller compared to the accelerometers
and showvaryingdirections of polarizationwithin a sin-
gle borehole. The polarization is strong, yet orienta-
tions vary unpredictably over the 50 m depth levels in-
side the borehole, and because no decrease with depth
inside the boreholes (from 50 to 200 m) could be identi-
fied, it is suggested that the ENF signal is potentially es-
tablished at the surface. For these instruments, it may
be that unshielded signal cables connected to the data-
logger allow for direct induction of straymagnetic fields
from nearby electrical components. A more thorough
assessment of the ENF signal in geophones inside the
seismic boreholes is recommended.

5.1.2 E-TEST Battery Operated Geophones
Surface geophones from the E-TEST temporary deploy-
ment (Shahar Shani-Kadmiel et al., 2020) are fully bat-
tery operated and enclosed within a single unit. These
instruments are of interest because they have no phys-
ical connection to the electrical grid. For these geo-
phones, the ENF signal is only detectable and usable
when the instruments are deployed near towns (fig. 10),
visible overhead power lines, or sub-surface electrical
infrastructure, as revealed by the presence of e.g., street
lights. In the middle of a forest or field, the ENF sig-
nal could not be recovered from the data. It is still un-
known whether the coupling is purely electromagnetic
or through (coupled) waves as a result of the humming
and vibration of the nearby electrical components.

5.2 Further Applications of ENF Analysis
In theprevious sections, thebenefits andversatile appli-
cation of ENF analysis in the passive quality assessment
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Figure9 Left: comparisonbetweenazimuthsof theprincipal directionof accelerometer particlemotion (lightblue) and the
orientation of the installation cabinet (white). Right: Angular misfit between the cabinet orientation and dominant particle
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Figure 10 Columns showing two battery operated geophones in the 3T temporary deployment (Shahar Shani-Kadmiel
et al., 2020). The left column shows geophone node 0NQPA remotely deployed in a forest and shows no trace of the ENF
in its data. The right column represents data from geophone node XFRFA which is located near a town and electrical infras-
tructure. The ENF signal is clearly derived from anthropgenic activity in this area.

of geophysical data was demonstrated. Because the sig-
nal is persistent and omnipresent, some other foresee-
able applications and possibilities for future considera-
tion are discussed below.

Seismometers are considered to be linear time-
invariant (LTI) systems. This description implies that
an input of particular frequency should output a sig-
nal with equal frequency, albeit with modified ampli-
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tude and phase, as described by the instrument’s trans-
fer function. Because the input signal of the ENF iswell-
defined and predictable, its characteristics should be
accurately reflected in the output signal. A number of
LOFAR stations in the NSAN network show an anoma-
lous consistent positive shift in the ENF of 0.01 Hz. This
feature may represent a deviation from a linear re-
sponse, or that there exists a minor drift in the clock
that may stretch sample spacing, providing the appear-
ance of a higher frequency input signal. The latter hy-
pothesis seems most likely considering the stations are
known to use non-commercial dataloggers.
Additionally, the absolute (integrated) amount of

power of the observed ENF in digital recordings varies
significantly as a function of time. Many features are ex-
pressed in this variation, most of which do not yet have
identified sources. The most coherent changes happen
on timescales of minutes to days and occur simultane-
ously and proportionally between all stations in the net-
work. Diurnal variation of the strength of the ENF sig-
nal appears to be to some degree coherent with mea-
sures of the consumer load. An in-depth investigation
on these varying amplitude, including a better under-
standing of couplingmechanisms in geophysical instru-
ments, may provide opportunities for other potential
benefits of ENF analysis to be identified, such as the po-
tential detection of sensitivity anomalies. Furthermore,
the coherency of the varying ENF signal strength be-
tween stations may provide an alternative way to detect
relative timing issues that needs to be investigated.

6 Conclusion
The application of ENF analysis to the passive quality
assessment of geophysical data is a versatile technique
that can be leveraged to identify timing issues at the 1 s
level. It is also demonstrated that a polarization analysis
of accelerometer data at the ENF enabled instrumenta-
tion orientation errors to be detected and resolved. ENF
analysis may thus be considered for the passive detec-
tion of timing errors and sensor orientation anomalies,
and in data where the provided timestampmay be tam-
pered with, or generally unreliable, for example due to
the lack of GPS connectivity. The mechanism through
which the ENF is coupled to geophysical data appears to
be instrument and installation specific and needs to be
investigated further. Despite this, the proposed meth-
ods can potentially be adopted by geophysical monitor-
ing institutes, and opens multiple avenues for further
research.
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Abstract One of most universal statistical properties of earthquakes is the tendency to cluster in space
and time. Yet while clustering is pervasive, individual earthquake sequences can vary markedly in duration,
spatial extent, and time evolution. In July 2014, a prolific earthquake sequence initiated within the Sheldon
Wildlife Refuge in northwest Nevada, USA. The sequence produced 26 M4 earthquakes and several hundred
M3s from 2014 through 2018, with no clear mainshock or obvious driving force. Here we combine a suite of
seismological analysis techniques to better characterize this unusual earthquake sequence. High-precision
relocations reveal a clear, east-dipping normal fault as the dominant structure that intersects with a sec-
ondary, subvertical cross fault. Seismicity occurs in bursts of activity along these two structures before mi-
grating down-dip and eventually transitioning to shallower structures to the east. Inversion of nearly one
hundred moment tensors constrain the overall normal faulting stress regime. Source spectral analysis sug-
gests that the stress drops and rupture properties of these events are typical for tectonic earthquakes in the
western US. While station coverage is sparse in this remote study region, the timely installation of a tempo-
rary seismometer allowsus todetectnearly 70,000earthquakesovera40-month timeperiodwhen the seismic
activity is highest. Such immense productivity is difficult to reconcile with current understanding of crustal
deformation in the region and may be facilitated by local hydrothermal processes and earthquake triggering
at the transitional intersection of subparallel fault systems.

Non-technical summary It is sometimes said that earthquakes hunt in packs, and there is perhaps
no clearer example of this phenomena than a recent earthquake sequencewithin the SheldonWildlife Refuge
in the northwest corner of Nevada, USA. Over a three-year time period, we detectedmore nearly 70,000 earth-
quakes occurring over a spatial footprint of ~5km x 5km. This article uses advanced seismological techniques
to examine the Sheldon sequence in great detail to better understand the factors driving it. Earthquakes are a
regular facet of life in western Nevada and California, so an improved understanding of seismicity and earth-
quake processes can help mitigate risks posed to communities near active fault systems.

1 Introduction
A remarkable sequence of earthquakes occurred in the
far northwest corner of Nevada within the Sheldon Na-
tional Wildlife Refuge. The sequence began in July of
2014 and featured high seismicity rates through 2016,
producing 262 earthquakes with local magnitude ML 3
and greater, and 26 larger than ML 4, with the largest
event of ML 4.73 (November 9, 2015, 13:55 UTC). Of
these, ~100 well-constrainedmoment tensors were gen-
erated by the Nevada Seismological Laboratory (NSL),
with the vast majority of solutions showing normal
faulting in aWNWdirected extension direction (T-axis)
with a small oblique component. The spatiotemporal
evolution of the sequence is complex, featuring several
distinct periods of activity, each including several M4
events with no clear mainshock throughout. The objec-
tive of this article is to provide a comprehensive analy-

∗Corresponding author: dtrugman@unr.edu

sis of the Sheldon sequence informed by a diverse array
of seismological techniques, including high-precision
earthquake locations, detection of small earthquakes
using machine learning algorithms, moment tensor
inversions, and source spectral analysis. As we will
demonstrate, the Sheldon sequence has unique char-
acteristics but is representative of a broader pattern
of highly productive earthquake sequences throughout
the Walker Lane in recent years (Hatch-Ibarra et al.,
2022; Ross et al., 2019; Ruhl et al., 2016a,b, 2021; Trug-
man et al., 2023; Trugman and Shearer, 2017b).

Earthquake locations for events early in the sequence
are poor due to the sparse seismic station coverage in a
remote region of northwest Nevada. Stations frompart-
ner networks in California (NC and BK), Oregon (UO),
and Washington (UW) were incorporated into routine
NSL processing and provided key coverage throughout
the Sheldon sequence (Figure 1). Overall, 7966 earth-
quakes could be located. As activity rates and event
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magnitudes increased, by November 18, 2014, the NSL
had installed a 6-channel (broadband and strong mo-
tion) portable station, COLR, on private land at a dis-
tance of approximately 16 km from the central part
of the sequence and with reliable cellular communica-
tions to Adel, Oregon (about 30 km to the northwest).
Access to the Sheldon NationalWildlife Reserve wilder-
ness study areawas restricted. Temporary station COLR
provided high signal quality for bodywave phase identi-
fication critical to developing high-precision event loca-
tions and machine learning detections for the remain-
der of the sequence. The site operated through Febru-
ary 6, 2018, contributing more than three years of con-
tinuous recordings.

Geologically, the Sheldon sequence occurred directly
east of a series of 16.5 and 15.5 Ma, mid-Miocene sili-
cic centers, the High Rock Caldera Complex (HRCC),
and associated flood basalts (Coble and Mahood, 2016).
These volcanics, along with McDermitt Caldera com-
plex to the east, have been considered the initiation of
the NE trending Snake River Plain-Yellowstone hot-spot
system (Henry et al., 2017; Pierce and Morgan, 1992).
Flood basalts aged 15 Ma and younger east of the HRCC
(Coble and Mahood, 2016) cover the source area of the
Sheldon sequence. Faulting within the basaltic table-
lands is most likely much older and definitive extensive
Quaternary faulting has not been identified.

Current Basin and Range extensional faulting is con-
centrated along the eastern Warner Range in Surprise
Valley about 50 kmwest of the Sheldon sequence (Lerch
et al., 2010, Figure 1). Slip rates for the Surprise Valley
fault have been estimated to be 1 mm/yr and larger. Po-
tential geothermal resources in Surprise Valley have re-
sulted in several studies. The paleoseismic transect of
northwest Nevada presented by Personius et al. (2017)
did not establish significant post-15Ka extensional fault-
ing comparable to SurpriseValley deformation near the
Sheldon source area. It did, however, speculate on
minor potential structures within Long Valley, a basin
in northwest Nevada that borders Miocene tablelands
and escarpments adjacent to the Sheldon sequence (Fig-
ure 1). There is nothing in thepostMiocene geology that
may represent deformation events associatedwith Shel-
don sequence. However, the Long Valley feature within
the basaltic volcanic terrain extends for approximately
150 km north-south and includes the 1968 Adel, Oregon
earthquake sequence (described below).

The most notable recent earthquake activity in the
vicinity of the Sheldon sequence in occurred at Adel, in
southeast Oregon in 1968 (Schaff, 1976, Figure 1). The
largest earthquake of the 1968 sequence was an ML 5.1
on May 30 and caused structural damage in the com-
munity of Adel. The nascent NSL at the time deployed
a local telemetered 4-station analog portable seismic
array and was able to constrain a north striking left-
lateral oblique short period focal mechanism for the
mainshockwith asmany as 200 events recorded per day
during the aftershock sequence. Nearly fifty years later,
an equally notable sequence occurred less than 40 km
to the southeast in the SheldonWildlife Refuge. This ar-
ticle is a report on what unfolded.

2 Data and Methods
In the following sections, we overview the data acqui-
sition, processing, and analysis steps we used to char-
acterize the Sheldon sequence. Derived datasets pro-
duced as part of this study, alongwith the velocitymodel
used in the location analysis, are archived on Zenodo
(see Data and code availability section).

2.1 Catalog andWaveform Data
For the purpose of earthquake monitoring in the state
of Nevada, the NSL maintains an Antelope Datascope
database of phase arrivals, associated events, and con-
tinuous waveforms from regional stations operated by
the NSL and partner networks. All phase arrivals (at
public stations) and earthquake origins determined by
the NSL are also submitted to the US Geological Survey
Comprehensive Catalog (ComCat) for public dissemina-
tion. For each reviewed and cataloged event in the Shel-
don study region (Figure 1), we extract P and S arrival
times from the database, as well as segments of wave-
form data (and metadata) encompassing these phases,
from all recording stations within 250 km. Station cov-
erage is generally sparse in this region, rendering focal
mechanism determination through first motion polar-
ity analysis unviable. Station COLR is the closest (~16
km) broadband sensor by a considerable distance (BK
station MOD is ~56 km), so we also compile continu-
ous data waveform from this station for its entire oper-
ating period (November 2014 to February 2018) for the
purposes of small earthquake single-station detections.
Moment tensor inversionsmay benefit from recordings
at greater distances than are archived routinely by the
NSL, and thus the waveform data and metadata used
for that purpose is downloaded as a separate process
(Beyreuther et al., 2010; Owens et al., 2004).

2.2 Earthquake Locations
We begin our analysis by working to refine the earth-
quake locations of reviewed events in the NSL database.
Our two-step procedure involves both absolute loca-
tion estimates based on analyst phase arrival picks and
relative relocation refinements informed by waveform
cross-correlation. In the first step, we estimate absolute
locations by applying the NonLinLoc algorithm (Lomax
et al., 2000, 2001) to the NSL phase arrival bulletin and a
1D velocity model. The NonLinLoc algorithm explicitly
accounts for station elevations when computing travel
time grids, but there can still be systematic station-
specific misfits due to unmodeled subsurface velocity
structure. To account for this, we first do an initial run
of NonLinLoc to estimate the correction term for each
station-phase combination, and then rerun the location
algorithm after applying the correction term to the ar-
rival time data to achieve the final solution.
We next refine the absolute locations obtained by

NonLinLoc usingGrowClust3D.jl (Trugman et al., 2022),
a relative relocation technique that leverages pre-
cise differential travel times measured from waveform
cross-correlation of pairs of events recorded at com-
mon stations. For these measurements, we focus on
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Figure 1 Overviewmap of the study region and its position within the western US (inset). Earthquakes concentrate within
the Sheldon Wildlife Refuge, marked in red. Regional stations used in location analysis are marked as gold triangles. A nor-
malizedKostrov (1974) summationof Sheldonmoment tensors (redmechanism) demonstrates that normal faultingpredom-
inates during the sequence. The location of the 1968 Adel earthquake sequence, as well as the Surprise Valley (SV) and Long
Valley (LV) fault zones are marked for reference.

a subset of events with ML 1.0 and greater. We iden-
tify all pairs of nearby events within 5 km distance, and
cross-correlate separately both P and S waveform win-
dows at all stations recording both events. We band-
pass filter the waveforms from 1-12 Hz and measure
P and S differential times using 1.5 s and 2.5 s win-
dows, respectively (Trugman et al., 2020); start times for
time windows are determined at stations without listed
phase arrivals through use of theoretical arrival times,
which are later refined by cross-correlation (Trugman
and Shearer, 2017a). Differential travel times are mea-
sured from the peaks of each cross-correlation func-
tion by applying a spline interpolation approach with
subsample precision; measurements are discarded if
the peak sidelobe is within 0.10 units of absolute am-
plitude of the peak value. The differential travel time
database is then used as input to the GrowClust3D.jl
software package, which uses a clustering algorithm
to perform relative event relocations using the same
station-specific travel time grids generated by NonLin-
Loc. For quality-control purposes, we use only differen-
tial times with cross-correlation value of 0.65 or greater
and require at least 8 qualifying differential times to re-
tain an event pair. With this workflow and quality con-
trol, we relocate 3811 of 6533 events with ML 1.0 and
greater. We use the events with refined positions as the

basis for the structural interpretation of the sequence.

2.3 Moment Tensor Inversions

Because sparse azimuthal station coverage precludes
reliable focal mechanism estimates, moment tensor in-
versions provide the most robust means of obtaining
information about the style of faulting for earthquakes
in the Sheldon sequence. To this end, we use MTINV
(Ichinose et al., 1998), a time-domain inversion algo-
rithm applied to long-period surface waves recorded at
regional distances. Three-component waveforms are
downloaded from all available stations with HH and BH
channels within a search radius that depends on the
earthquake size (generally 300 – 500 km) from regional
data centers. Moment tensor inversions of this form are
generally feasible for earthquakes of mid-magnitude 3
and greater; smaller earthquakes do not produce suffi-
cient long-period energy. Because of the extreme pro-
ductivity of the Sheldon sequence, we are able to com-
plete more than 100 such inversions, and use a quality-
controlled subset of 93 moment tensor solutions with
variance reduction >40% for our seismotectonic analy-
sis.
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2.4 Earthquake Detections at Station COLR
The earthquakes listed in NSL and ComCat event
databases are those that arewell-recorded enough at re-
gional distances to produce a viable location estimate.
Because relatively few stations are located within 100
kmof the Sheldon sequence, this database only includes
events that are large enough to be clearly seen at these
distances. If we instead focus on the problem of de-
tection rather than location, it is possible to compile a
muchmore complete listing of events and their approx-
imate size through detailed analysis of the COLR sta-
tion, which is the closest to the source region andwhose
broadband sensor can record small earthquakes with
high fidelity. In this way we recover a detailed time his-
tory of the sequence at very small magnitudes, signif-
icantly below the network detection threshold for this
station distribution geometry. The key assumption here
is that nearly all of the arrivals observed at COLR that
are not seen at more distant stations (and hence miss-
ing from the analyst arrival database) are in fact com-
ing from the Sheldon sequence and not from another
source. This is plausible, given the lowbackground seis-
micity and extreme event rates near Sheldon during this
deployment, and can be confirmed if the detections ex-
hibit short S-minus-P times indicative of a local source.
We apply the open-source SeisBench package (Wool-

lam et al., 2022) to detect P and S arrivals on continu-
ous, three-component waveforms at station COLR from
November 2014 through February 2016. We use the EQ-
Transformer model architecture (Mousavi et al., 2020)
trained on the Stanford Earthquake Dataset (Mousavi
et al., 2019), saving all arrivals with detection probabil-
ities >0.1. We remove duplicate arrivals and those with
unusually low signal-to-noise, and group the remaining
arrivals into events using a simple temporal clustering
algorithms (typical S minus P times at this distance are
<3 s and thus are simple to associate). For each detected
event, we also measure the equivalent Wood-Anderson
displacement Amm (in millimeters) and use that to cal-
culate a single-station local magnitude estimate consis-
tent with the definition used for other NSL events:

(1)ML = log10 Amm + A0(R)

where A0(R) is a nonparametric distance-correction
term (Richter, 1935). Each detected event thus comes
with an origin time and magnitude estimate, assuming
an approximate distance of 16 km from to station COLR.
This is a reasonable approximation given the sequence’s
spatial footprint of ~5 km x 5 km, over which the dis-
tance correction to the magnitude scale varies by about
0.1 magnitude unit.

2.5 Source Spectral Analysis
Earthquake source spectra can provide useful insight
into the rupture characteristics of individual earth-
quakes. Source spectral measurements are often in-
terpreted in relation to a theoretical model in which
the low-frequency asymptote Ω0 of the displacement
source spectra is proportional to seismic moment, and
the corner frequency fc that marks the transition to
high-frequency spectral decay is inversely proportional

to the characteristic source duration of the earthquake
(Boatwright, 1980; Brune, 1970; Madariaga, 1976; Sato
and Hirasawa, 1973). A key challenge in the analysis of
source spectra is the need to correct for path and site ef-
fects to isolate the source contribution to the recorded
spectrum (Abercrombie, 2021; Anderson and Hough,
1984; Hanks, 1982; Hough, 1996). This problem is par-
ticularly acute for the Sheldon sequence, where most
of the stations used in the earthquake locations are at
distances greater than 100 km, where the spectrum at
moderate and high frequencies is severely attenuated.
StationCOLR is a notable exception, withhigh-quality

recordings of thousands of moderate and large events
at a distance less than 20 km. There have been few nor-
mal faultingWalker Lane sequences, and nonewith this
range of magnitudes, to begin to assess regional nor-
mal faulting source processes. For these reasons, we fo-
cus our analysis on the spectra recorded at COLR. Such
single-stationmeasurements should be treated with ap-
propriate caution, as they inevitably neglect variations
in spectral amplitude across the focal sphere that are
caused by radiation pattern and directivity effects. De-
spite this concern, any assessment of the source spec-
tral properties of these earthquakes has the potential to
provide useful insight into the rupture characteristics
of these earthquakes that complements well the other
techniques used in this study.
The S-wave spectra of earthquakes recorded on the

broadband seismometer at COLRgenerally exhibit good
signal-to-noise (SNR) ratios for earthquakes of ML 2.0
and greater within the 0.5-20.0 Hz frequency band. For
each such earthquake, we estimate S-wave spectra from
the vector summation of both horizontal components
using the multitaper technique of Prieto et al. (2009).
Timewindows for the spectral estimates aremagnitude-
dependent and increase from 6.0 s at ML 2.0 to 16.0
s at ML 4.5. Note that these relatively long time win-
dowsmay include someof the S-wave coda, which could
suppress directivity effects (which we neglect in this
work). Spectra are converted in the frequency domain
into units of displacement and resampled with 75 log-
arithmically spaced data points from the 0.2 – 20 Hz.
We exclude from analysis individual frequencies points
with SNR <3 and discard all spectra in which 20% or
greater of frequency points qualify as low SNR by this
criterion.
We perform two types of analyses on this dataset

of COLR spectra. First, for each event (regardless of
size) wemeasure the spectral moment Ω0 from the low-
frequency asymptote and use this to estimate the seis-
mic moment Mc of the earthquake, after correcting for
distance (R), radiation pattern (Uφϕ), and surface am-
plification effects (F ):

(2)M0 =
4πρc3RΩ0

FUφϕ

where ρ and c are the density and wavespeed (e.g., Aki
and Richards, 2002).
This allows us to calibrate an ML - MW relation for

this dataset that is useful in quantifying the total mo-
ment release of the sequence. Second, for a subset of
42 large events (ML 3.5 and greater recorded by COLR),
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we identify nearby smaller events (ML 2-3) as empirical
Green’s functions (EGFs) and form spectral ratios with
the EGFs to correct for path and site effects (e.g., Hough,
1997). Candidate EGFs in this magnitude range are se-
lected based on their spatial proximity (<3 km distance
laterally and vertically) and cross-correlation with the
larger target event. Here we select EGFs with correla-
tion values greater than 0.75 in a frequency band 0.5 -
1.25 Hz, which is above the low-frequency noise band
at COLR and below the corner frequency of ~ ML 3.5
target events (Abercrombie, 2015; Abercrombie et al.,
2017; Ruhl et al., 2017); we would not expect even high-
quality EGFs to correlate with the targets above their
corner frequency.
We input each such spectral ratio associated with

a target event into a Bayesian inference algorithm in
which the primary objective is to measure the target
event corner frequency and its uncertainty (Trugman,
2022). For this work, we assume a Brune (1970) spectral
model of the form:

(3)Si(f) =
Ω0

1 + (f/fc)2

eachevent (EGFand target), whichyields a spectral ratio
model of the form:

(4)Rij(f) =
Ω0[i]

Ω0[j]

1 + (f/fc[j])
2

1 + (f/fc[i])2

where the indices i and j denote target and EGF events
respectively.
Bayesian inference is implemented through the

PyMC software package (Salvatier et al., 2016), which
uses the No U-Turns formulation of the Hamiltonian
Monte Carlo algorithm (Hoffman and Gelman, 2011) to
draw samples from the posterior distribution. The like-
lihood function that connects model parameters to ob-
servations is T-distributed, which helps to account for
outlier datapoints common in spectral ratios (Trugman,
2022). Prior distributions for the moment ratio and tar-
get and EGF corner frequencies are weakly informa-
tive andmagnitude-dependent (Trugman, 2022), scaling
self-similarly with amedian stress drop of 5.0MPa. The
results are not sensitive to the detailed parameteriza-
tions of the prior distributions, since each target event
inversion is constrained by tens to hundreds of EGFs,
and thus the data carries the dominant weight in the
posterior parameter estimates (Trugman, 2022). We fo-
cus our analysis on the corner frequencies of the target
events and not the EGFs, since the latter have large un-
certainties as they are each constrainedby a single spec-
tral ratio. One advantage of this Bayesian framework is
the inherent stability of the prior distributions imposed
on EGF source parameters, which work to mitigate the
potential for biasing mainshock source parameter es-
timates when EGF parameters are poorly constrained
from lack of data (Shearer et al., 2019).

3 Results
3.1 Earthquake Locations and Sequence

Time Evolution
As may be anticipated by the sparse station coverage,
the initial absolute locations fromNonLinLoc arehighly
scattered and uncertain, without any discernable struc-
ture (Figure 2a). These results are comparable to the lo-
cations from the ComCat database, which use the same
phase arrival inputs but a slightly different velocity
model suitable for statewide monitoring purposes. Af-
ter applying GrowClust3D.jl however, the picture sharp-
ens dramatically (Figure 2b). In map view, there is a
dominant structure trending NNE and dipping to the
east, and a secondary branch arcing NNW. These struc-
tures are presently unmapped, positioned several kilo-
meters to the east of the Warner Valley fault, a west-
dipping system listed in theUSGSQuaternaryFaults and
Folds Database (USGS and CGS, 2006). The secondary
NNW branch aligns particularly well with visible fea-
tures of the surface topography. There is also another
shallower cluster of seismicity to the east, closer to the
mapped Guano Valley fault system.
The geometry of sequence is best seen in cross sec-

tion (Figure 2c) or visualized in 3D (Movie S1). Here
the eastward dip of the main fault is readily distin-
guished (dip angle ~67°), with the secondary NNW-
trending cross structure at a steeper, subvertical an-
gle. Earthquake locations for this sequence are best
resolved from November 2014 through February 2018
when station COLRwas operational, which captures the
bulk of the sequence but misses the initial few months.
The spatiotemporal evolution during this time pe-

riod is quite complex and again is best visualized in
animated form (Movie S2). The seismicity exhibits no
systematic migration or diffusion pattern, but instead
features multiple waves of activity separated by times
of near quiescence (Figure 3). The most notable such
instance occurs in May 2015, where seismicity nearly
shuts off before a second burst of events, including sev-
eral MW 4 earthquakes, occurs in July 2015. During the
first year of the sequence, most earthquakes occur on
either the primary, east-dipping fault or the steeply dip-
ping secondary NNW striking cross-fault. The shallow
cluster of events to the east of these structures initiates
later in the sequence, starting in December 2015. There
is also a general tendency for events occurring later in
the sequence to occur deeper on the main structures
than in the early part of the sequence, perhaps indicat-
ing a down-dip migration. Following this overall evo-
lution of the sequence, the primary structures’ activity
rates decline and the sequence is essentially over.

3.2 Moment Tensor and Source Spectral
Analysis

With its plethora of moderate magnitude events, the
Sheldon sequence is particularly amenable to moment
tensor inversions, and we analyze 93 quality-controlled
solutions as part of this study. We display the re-
sults in map view (Figure 4a), color-coding each mech-
anism by the mean horizontal strain ǫM implied by the
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Figure 2 Relocation of the Sheldon sequence. (a) Initial epicentral locations in map view output by NonLinLoc, with faults
from the USGS Quaternary faults database marked in white. (b) Refined locations of these events after applying Grow-
Clust3D.jl. (c) Cross-sections of relocated seismicity, with AA’, BB’, and CC’ defined in panel (b).

moment tensor components in geographic coordinates
(e.g. Becker et al., 2018):

(5)ǫM =
ǫEE + ǫNN

2

Here negative values indicate horizontal compres-
sion (thrust faulting), while positive values indicate ex-
tension (normal faulting). Most are normal faulting
events, though several that align with the secondary
cross-structure are strike-slip. The spatial density of
high-quality moment tensor measurements also allows
us to constrain the regional stress orientation under
the assumption that on average, slip vectors are aligned
with the shear direction resolved on individual fault
planes (Angelier et al., 1982; Gephart and Forsyth, 1984;
Michael, 1984, 1987). Here we adapt the iterative ap-
proach proposed by Vavryčuk (2014) that applies a
Coulomb instability criterion to identify the active fault
plane of each mechanism, which is a-priori ambiguous
due to the symmetry of the seismic radiation pattern.
We do not seek to resolve spatial or temporal variations
in the stress field (Hardebeck andMichael, 2006), just its

average value and uncertainty in our study region. We
estimate the orientations of the three principal stresses
(S1, S2, and S3) and the shape ratio of principal stress
magnitudes:

(6)R =
S1 − S2

S1 − S3

that best fits our dataset, with uncertainties obtained
from bootstrap resampling. As expected, the stress
orientations are consistent with an extensional regime
(Personius et al., 2017) with a modest oblique compo-
nent (Figure 4b): S1 is subvertical (plunge of 71°) with
azimuth of 18°, while S2 is subhorizontal (plunge of 19°)
with an azimuth of 194°.
Through our spectral ratio analysis, we obtain corner

frequency measurements for 42 ML3.5 and greater tar-
get events recorded by COLR (Figure 5). The primary
outcome of this analysis are measurements of corner
frequency which we can then translate to a stress drop
value under the assumption of a circular source:
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Figure 3 Time evolution of the Sheldon sequence during the most active period (2014-2016). (a) Relocated seismicity in
map view, color-coded by occurrence time. (b) Local magnitude ML versus time, with colorscale consistent to (a). The start
date of COLR recordings is marked for reference.

(7)∆σ =
7

16
M0

(

fc

kβ

)3

In this relation, β is the shearwavespeed at the source
(a valueweobtain from the velocitymodel) and k is a nu-
merical constant that depends on the spectral model;
here we use 0.26, appropriate for S-wave spectra with
rupture velocities of 0.8-0.9 β (Kaneko and Shearer,
2014). The distribution of stress drop values (~0.5 –
20 MPa) obtained from this analysis is typical for tec-
tonic earthquakes in California and Nevada (Abercrom-
bie, 2013; Hatch et al., 2018; Ruhl et al., 2017; Shearer
et al., 2022; Trugman, 2022; Trugman et al., 2023; Trug-
man and Shearer, 2017a), suggesting there is nothing
particularly unusual about the rupture properties of the
Sheldonevents. It isworth emphasizing again that these
results should be treated with some caution as they are
obtained from a single, albeit high-quality, station.

3.3 Event-detection and Frequency-
Magnitude Statistics

The magnitudes reported by the NSL are local magni-
tudesML obtained from equivalentWood-Anderson dis-
placements and corrected for distance (Richter, 1935).
These values provide a useful measure of earthquake
size, especially for small events, but do not allow one to
assess the total moment released by the sequence. Mo-
ment tensors are available for most (but not all) of the

larger events and none of the smaller events, so there
is a need to be able to approximate MW in a consistent
manner. To do this, we examine the moment measure-
ments obtained through the spectral analysis at station
COLR. The values are tightly correlated with indepen-
dent measurements obtained in the moment tensor in-
versions (Figure 6a) and thus provide some confidence
in their application.
Through least-squares regression analysis, we find a

consistent scaling of the form:

(8)MW = 1.16 + 0.67ML

for smaller earthquakes (ML <3.5), abovewhich the scal-
ing appears nearly unity (Figure 6b). This break in scal-
ing is well understood in terms of a transition point of
the corner frequency of the earthquake with respect
to the dominant frequencies of a Wood-Anderson mea-
surement (Hanks and Boore, 1984; Munafo et al., 2016;
Uhrhammer et al., 1996). We can use this piecewise lin-
ear relation to estimate MW for all events without mo-
ment tensors, and then compute the total moment re-
leased during the sequence. This equates to about MW
5.6, with the greatest contributions coming from the
bursts of seismicity starting in November 2014 and July
2015 (Figure 6c).
While they do not contributemuch to this overall mo-

ment budget, very small earthquakes (ML <1) can be de-
tected on station COLR. After quality-control, our ma-
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Figure 4 Moment tensor and stress field analysis. (a) Moment tensors of relocated events, color-coded by normalized hor-
izontal strain, where red colors indicate extension and blue colors indicate compression. (b) Results from stress inversion
analysis, showing orientations of principal stressesS1,S2, andS3, as well as the shape ratioR defined in the text. Uncertain-
ties come from 1000 bootstrap resamples of the input moment tensor dataset.

chine learning approach detects nearly 70,000 earth-
quakes during the time period in which the station is
active, more than an order of magnitude greater than
the number listed in the catalog during this time pe-
riod. To confirm that these events are real and not false
detections, we created a separate Antelope Datascope
database to visualize the detected arrivals alongside ex-
isting analyst picks (Figure 7a). Manual scans of sev-
eral active days confirm the quality of these detections,
which identify nearly all of the analyst picks (Figure 7b;
97% have a machine learning arrival within 0.2s) along
with more than 60,000 newly detected events. Short S-
minus-P times for the detections confirm that these are
local to the Sheldon area and not recordings of remote
events. The time evolution of these detections (Fig-
ure 8a) is consistent with what is observed in the orig-
inal monitoring catalog, including the bursts of seis-
micity interspersed with quiescent time periods noted
above.

Through augmentation with our machine learning
catalog, we are able to reduce the magnitude of com-
pleteness (for detected earthquakes) from1.4 to 0.2 (Fig-
ure 7c). Using the “b-positive” estimator designed by
van der Elst (2021) for robustness to potential changes
in magnitude of completeness, we obtain a b-value for

the detection-augmented catalog of 0.74 (95% confi-
dence interval of 0.730-0.754 via bootstrap resampling).
This value is fairly typical for a tectonic earthquake se-
quence, if slightly on the low side, indicating a relative
prevalence of largemagnitude events compared to a se-
quence with a canonical b-value of 1.0 (Gutenberg and
Richter, 1944). Note however that this b-valuemeasure-
ment corresponds to the local magnitude scale ML. If
we instead use equation (8) to convert the local magni-
tudes of small events to approximate moment magni-
tude, the b-value measurement would increase accord-
ingly to ~1.1.

We also explore temporal variations in b-value by
applying the b-positive estimator to sliding 1000-event
windows (Figure 8), with uncertainties again obtained
through bootstrap resampling. The initial part of the
sequence captured by station COLR is characterized by
relatively low b-values, with temporal fluctuations asso-
ciated with bursts of seismicity. During the main part
of the sequence (2014 – 2016), b-values remain mostly
within the 0.65-0.85 range to within the uncertainties.
From late onward, the b-value steadily increased to
~0.95, as large magnitude events became less frequent.
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Figure 5 Spectral ratio and stress drop analysis. (a) S-wave spectral ratios for an example ML 4.2 target event. Recorded
spectral ratios with hundreds of EGFs are shown as black lines, and model fits are shown as red lines. The inferred target
event corner frequency and uncertainty extracted from the posterior distribution are marked in blue. (b) Scaling of corner
frequency with seismic moment for target earthquakes. (c) Distribution of target event stress drops.

4 Discussion
Our detailed analysis of the Sheldon earthquakes char-
acterizes a highly productive sequence that initiated
abruptly in the northwest corner of Nevada but does not
provide any direct explanation for the physical forces
that drive it. Seismicity in the Sheldon sequence is po-
sitioned at the intersection of the Warner Valley and
Guano Valley fault systems listed in the Quaternary
Faults and Folds Database (USGS and CGS, 2006), both
of which have relatively low reported slip rates (<0.2
mm/yr). Most of the Sheldon earthquakes do not oc-
cur directly on either of these mapped faults, which dip
mostly to the west and are geographically offset from
thehypocentral positions. There likely exist other faults
in between the Warner Valley and Guano Valley fault
systems that are not in the USGS database that are ei-
ther discernible in the local geomorphology or listed
in older local geologic maps (Dohrenwend and Moring,
1991). Whether or not the Sheldon earthquakes lie on
these liminal structures or ones that are completely in-
visible from their surface expression, the sequence is
clearly positioned in the transitional zone of deforma-
tion between larger mapped systems.
The Sheldon sequence is by far the most promi-

nent recent seismic activity in the northernmostWalker
Lane (Figure 1), which is the tectonic province that
marks the transition between strike-slip faulting in
western California and extension in the Basin and
Range (Busby, 2013; Faulds et al., 2005; Faulds and
Henry, 2008; Hearn and Humphreys, 1998; Wesnousky,
2005). Sequences like Mogul (Anderson et al., 2009;

Bell et al., 2012; Ruhl et al., 2016a, 2017), Nine Mile
Ranch (Hatch-Ibarra et al., 2022), Ridgecrest (Barnhart
et al., 2020; Ross et al., 2019; Trugman et al., 2020), Lone
Pine (Hauksson et al., 2020), Monte Cristo (Kariche,
2022; Ruhl et al., 2021; Sethanant et al., 2023; Zheng
et al., 2020), and Antelope Valley (Pollitz et al., 2022;
Trugman et al., 2023; Wang et al., 2023) exhibit high
seismicity rates and aftershock productivity along com-
plex and sometimes incipient fault structures, many
of which were not well-mapped in advance of the se-
quence. Throughoutmost of theWalker Lane, transten-
sional crustal deformation is accommodatedby an intri-
cate tapestry of strike-slip and normal faults. The diver-
sity of these sequences reflects this transtension, with
some earthquakes occurring dominantly on strike-slip
structures (e.g., Mogul, NineMile Ranch, Monte Cristo)
and others dominantly on normal faulting structures
(e.g., Lone Pine and Antelope Valley). Strike-slip fault-
ing is the primary mode of deformation on northern
Walker Lane faults (Chupik et al., 2021; Faulds et al.,
2005; Gold et al., 2014; Koehler, 2019), but the Shel-
don sequence is far enough north (past the Mendocino
triple junction, for example) that it may well be clas-
sified as outside of the Walker Lane altogether. The
dominant structure in this region along the northern
California-Nevada border is the Surprise Valley fault
(Figure 1), a classic Basin and Range normal faulting
range front, striking north and accommodating down-
to-the-east slip in an east-west extensional environment
generally consistent with deformation in the Sheldon
sequence. East of the Surprise Valley fault and south-
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Figure 6 Calibration ofmomentmagnitudes. (a) Comparison of MW estimates frommoment tensors versus those obtained
from S-wave spectra at station COLR. (b) Piecewise linear scaling relation of MW and ML obtained from S-waves at COLR. (c)
Cumulative moment release versus time during the sequence.

west of the Sheldon sequence, the LongValley fault sys-
tem (Figure 1) has produced earthquakes as large as
M7.0 over the past 15 ka (Personius et al., 2017). The
Sheldon sequence is subparallel to the complexnetwork
of faults confined within LongValley andmay fit within
its broader deformation footprint.

The complex spatiotemporal evolution of the Sheldon
sequence defies an easy description. Clearly, Sheldon
is not a typical mainshock-aftershock sequence with a
classic Omori (1894) decay in seismicity rate. The se-
quence is swarm-like in its persistent activity for several
years duration (e.g., Hainzl, 2004; Hill, 1977;Mogi, 1963;
Sykes, 1970), but its space-time progression shows no
clear evidence of simple diffusion ormigration patterns
that could be readily linked to fluid injection or flow

(e.g., Ross et al., 2020; Shapiro et al., 1997) or aseismic
slip (e.g., Sadeghi Chorsi et al., 2022; Koper et al., 2018;
Lohman and McGuire, 2007) as the dominant driving
force. No geodetic transients can be clearly observed in
InSAR or regional permanent and campaign GPS mea-
surements (Blewitt et al., 2018), which is perhaps un-
surprising given the depth of seismicity and cumula-
tive moment release equivalent to a mid Mw 5 earth-
quake. The 2016-2019 Cahuilla swarm, another long-
lived sequence in southern California (Cochran et al.,
2023; Hauksson et al., 2019; Ross et al., 2020) provides a
useful comparison to illustrate this point. While both
sequences feature elevated seismicity rates over the
course of several years, the Cahuilla swarm was char-
acterized by a clear, radial migration pattern from a
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Figure7 Earthquakedetections atCOLR. (a) Examplesof two small eventsdetectedby themachine learningalgorithm from
continuous data at COLR. The event shownon the left is aML 2.0 event detected both byNSL analysts and the algorithm; their
picks are overlapping (within 0.05s). The event shown on the right was too small for analysts to locate but was picked up by
the algorithm. (b) Cumulative distribution of absolute time differences of analyst identified picks and the nearest machine
learning pick. This figure shows, for example, that 95% and 90% of P-waves and S-waves (y-axis) have a machine learning
phase arrival listed within 0.1s of the analyst pick (x-axis). (c) Comparison of magnitude distributions of detected events
(purple) and cataloged events (green), with estimatedmagnitude of completeness for each catalog annotated on the x axis.

deep source point before triggering a ML 4 mainshock
and subsequent seismicity (Ross et al., 2020). The Shel-
don sequence, in contrast, did not exhibit such beauti-
ful simplicity, with dozens of M4 events repeatedly trig-
gered in a somewhat chaotic fashion.

The Sheldon sequence features several distinct waves
of intense seismicity, each with several bursts of activ-
ity associatedwith one ormoreML 4+ events, indicating
the importance of earthquake triggering in sustaining,
if not initiating, the sequence. In terms of spatial evo-
lution, these phases include (i) an initiation of seismic-
ity on the main NNE striking, E-dipping normal fault-
ing structure, (ii) a subsequent illumination and com-
plex migration patterns along an NNW trending, near-
vertical cross fault, (iii) eventual migration down-dip to
the east, and (iv) initiation of seismicity on shallower
structures coincident with the Guano Valley faults. The
overall productivity of the Sheldon sequence is truly

immense, featuring 26 ML 4+ and 262 ML 3+ events.
For comparison, the 2008 Mogul, NV sequence (main-
shock Mw 4.9) produced two ML 4+ events and 38 ML
3+ events in total. Although several studies have asso-
ciated earthquake swarm activity with relatively high b-
values (e.g., Holtkamp and Brudzinski, 2011; von Seg-
gern et al., 2008), relatively low b-values we observe
here (0.65 – 0.85) are consistent with other swarms in
extensional tectonic settings within the shallow con-
tinental crust (Ruhl et al., 2016a; Ibs-von Seht et al.,
2008). The gradual increase in b-value observed over
time may indicate a relaxation in differential stress as
the sequence progresses and eventually dissipates (e.g.,
Scholz, 1968, 2015). This trend is also reminiscent of
the 2014 LongValley Caldera swarm, where Shelly et al.
(2016) interpret the b-value evolution in terms of a tran-
sition in fluid confinement, with earthquakes initially
localized to select larger faults (lower b-value) before
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Figure 8 Magnitude distribution and cumulative event count of machine-learning detection (top) and b-value time evolu-
tion (bottom); uncertainties are obtained from bootstrap resampling each 1000-event window used to compute the b-value
at a given timestamp.

eventually diffusing outward in three dimensions and
sampling additional, smaller faults (higher b-value). In
the Sheldon sequence, the b-value is lower during the
most active part of the sequence, where seismicity is
confined to the two primary structures, and increases
significantly in 2017 as these structures deactivate.

While there is no obvious signature of the driving
force for the Sheldon sequence, its position in a tran-
sitional zone of deformation within a volcanic geo-
logic context provides a viable explanation. Earthquake
swarms are commonly associated with hydrothermal
activity throughout thewesternUnited States (Chen and
Shearer, 2011;Hauksson et al., 2013, 2019; Li et al., 2021;
Lohman andMcGuire, 2007; Mesimeri et al., 2021; Ross
et al., 2020; Ross and Cochran, 2021; Shelly and Harde-
beck, 2019; Vidale and Shearer, 2006) and globally (Cox,
2016; Hainzl, 2002, 2004; Ibs-von Seht et al., 2008), and
often occur at the intersection of active faults or within
otherwise transitional deformation zones (Hill, 1977;
Sibson, 1987). The Sheldon sequence fits this paradigm
well, positioned between the Warner and Guano Valley
faults in a weak crustal zone associated with volcanic
terrains. Seismic activity within the Sheldon sequence
appears to be most intense at the intersection of the
east-dipping normal fault and north-northwest-striking
cross-fault, somewhat reminiscent of fracture mesh
structures (Sibson, 1996) observed in several other stud-
ies of earthquake swarms and hydrothermal systems in
thewesternUS (Ross et al., 2017; Shelly et al., 2023). The
complex patterns of seismicity we observe could per-
haps be explained by the interaction of fluid movement

and earthquake-earthquake triggering, releasing elastic
stresses built up progressively over time in this transi-
tional deformation zone. While the remoteness of the
Sheldon sequence makes it a challenging case study in
providing the in-situ observations necessary to resolve
the fine-scaled details of earthquake swarm dynamics,
its occurrence is a useful reminder that such natural
and violent swarm complexity can occur even in unex-
pected places in Nevada.

5 Conclusions

We characterize a highly active earthquake sequence
beneath the Sheldon Wildlife Refuge in northwest
Nevada using a broad set of seismological techniques.
High-precision earthquake locations highlight a pri-
mary fault structure dipping to the east and a subverti-
cal cross-fault striking north-northwest. Moment ten-
sor and stress field analyses show results consistent
with an overall normal faulting regime. The spatiotem-
poral progression of the sequence comprises repeated
bursts of seismicity on these structures separated by
quiescent periods. By leveraging machine learning al-
gorithms, we detect nearly 70,000 events from 2014
– 2016. The physical factors driving the immense pro-
ductivity of this sequence remain to be explained in full
but are broadly consistent with models of earthquake
swarms within transitional deformation zones andmay
combine both hydrothermal and earthquake triggering
processes.
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Abstract Data acquired by broadband seismic stations distributed around the world are used to doc-
ument the exceptionally long duration signal from the tsunami-associated gravity wave that followed the
January 2022 Hunga-Tonga eruption. The first arrivals of this wave, with a frequency of around 2 mHz, are
recorded at the time the tsunami arrives to each station, but the highest recorded frequencies, which reach
40 mHz, arrive 5 days later at some sites, following the prediction of a gravity wave originating at the Hunga-
Tonga region and traveling in deep water. This dispersive signal is detected in most of the stations located in
the Pacific Ocean basin and its coasts, but also in the Indian Ocean, Antarctica, and some stations in North
America located hundreds of kilometers from the coastline. The signal is comparedwith the data gathered af-
ter earthquakes that have produced large tsunamis, showing that the seismic records from the Hunga-Tonga
eruption are very different. Following the hypothesis pointed out by Omira et al 2023, we propose that the
origin of this exceptional characteristic is due to the interaction between the tsunami and atmospheric waves
that travel a little faster.

1 Introduction
On January 15 2022, the Hunga-Tonga (H-T) volcano,
located in the South Pacific Ocean, produced one of
the most powerful volcanic events recorded to date,
with an estimated TNT equivalent yield of 100-200 Mt
(Vergoz et al., 2022) and a plume that reached 55 km
high (Carr et al., 2022). This exceptional eruption gen-
erated a large seismic earthquake and powerful at-
mospheric waves, detected by multiple instruments
throughout the world, from simple weather stations to
satellites, infrasound detectors, microbarographs, tidal
gauges, geodetic stations, and broad-band seismic sta-
tions. The effects of the violent eruption reached even
the ionosphere, where they produced significant vari-
ations in the ionospheric total electron content (TEC)
(e.g. Astafyeva et al., 2022). Probably the most out-
standing feature after the H-T eruption was the atmo-
spheric wave generated by the eruption, characterized
by a sudden variation in pressure. The wave’s passage
was recorded during at least four laps of the planet. Var-
ious publicationshave shown thatmost of the energy in-
jected into the atmosphere propagated as a Lamb wave
(e.g. Amores et al., 2022). Atmospheric Lamb waves are
characterized by their low-frequency range, typically
below 10mHz, their non-dispersive character, and their
ability to travel long distances without significant atten-
uation. Analysis of the Lamb waves generated by the
H-T eruption has shown that their propagation velocity
is close to 310ms-1 and that the pressure variations have
been in the range of hundreds of Pascals (Matoza et al.,
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2022). Wright et al. (2022), based on the analysis of satel-
lite images for several hours, also identified the prop-
agation of gravity waves in the atmosphere, travelling
with phase speeds between 240 and 270 ms-1 and show-
ing frequency dispersion. As these authors pointed out,
gravity waves that remain coherent and spread across
the globe are unprecedented.
The H-T eruption generated an exceptional tsunami,

recorded on a global scale, with a very long duration
and unexpected wave heights in the far field (e.g. Omira
et al., 2022). The onset of this tsunami was detected
earlier than expected by tsunami propagation models,
as the direct tsunami was preceded by a distinct, fast-
travelling, moderate height tsunami that was clearly
detected worldwide, arriving several hours before the
main one (e.g. Carvajal et al., 2022; Zhou et al., 2023;
Ho et al., 2023). This kind of feature, interpreted to
result from the large pressure oscillation generated by
the Lamb wave passing over the location, was first de-
scribed by Harkrider and Press (1967) after the Kraka-
toa eruption and it is often called a meteotsunami (e.g.
Denamiel et al., 2023). The main tsunami waves were
observed on coastal tide gauges distributed throughout
the world, although the largest values, with heights >3
m, were recorded off the coasts of California and Chile
(Carvajal et al., 2022). The arrival time of these waves
agrees well with the theoretical travel times of a free
tsunami wave originating in the vicinity of the volcano
at the time of the eruption and traveling at 198 ms-1,
the speed corresponding to the average depths of the
Pacific waters. As shown by Ho et al. (2023), the dif-
ferences in time and amplitude of both surges are af-
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Figure1 Examples of the long-durationdispersive arrivals detectedat stationson thePacific islandsof Rarotonga (RAR) and
Wake (WAKE), Antarctica (SBA), and Central Chile (PEL). Frequency is represented using a logarithmic scale. White dashed
lines show the gravity dispersion curves.

fected by the bathymetry variations along their path.
Zhou et al. (2023) noticed that the pressure disturbances
produced by the Lamb wave (<200 Pa) are not sufficient
to explain the relatively large amplitudes of the meteot-
sunamiwaves observed in some areas, particularly near
the coast of Japan. They analyzed if this amplification
could be related to the Proudman resonance, and con-
cluded that it is better explained by nearshore amplifi-
cation effects. However, Lynett et al. (2022) suggested
that the air-pressure passing over the deep-water sub-
duction zones in the Pacific triggered a Proudman reso-
nance effect, with eachmajor trench in the PacificBasin
generating a small tsunami. These multiple tsunamis
could explain the persistent sea-level perturbations in
the Pacific coasts.
Themain phase of the eruptive process included four

large explosions, observed in satellite data and generat-
ing seismic waves detected around the world. Themain
explosion, at 04:14 on January 15, 2022, was detected by
global seismic networks, which assigned a magnitude
of 5.8 to the event. This explosion resulted in the ex-

citation of Earth normal modes, with the planet puls-
ing every 4.5minutes formore than 4 hours (Diaz, 2022;
Garza-Girón et al., 2023; Ringler et al., 2022). Broadband
seismometers also recorded the successive passages of
the Lamb waves, showing that the associated pressure
variations were, even after traveling four times around
the planet, strong enough to be detected in an instru-
ment not specifically designed to detect them (Diaz,
2022).
In this contribution, seismic data recorded around

the world are used to document another of the features
that make post-eruption seismic records exceptional:
the recording of surface gravity waves (SGW), in a fre-
quency rangebetween5and50mHz,which canbe iden-
tified continuously in some places for time intervals up
to five days. Although long-lived, dispersive SGW gen-
erated by cyclones have been reported in seismic data
recorded on the Antactic ice shelves (e.g. Cathles et al.,
2009), there are no previous examples to my knowledge
of any signal being recorded continuously for such a
long time interval all around the world. I show some
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representative examples of the signal, compare the seis-
mic records with with hydroacoustic and deep-water
pressure sensor data, analyze the differences between
the seismic signal of the tsunami generated by the H-
T eruption and the seismic records of large tsunamis,
comment on the global distribution of the observations,
and finally discuss the possible origins of this signal.

2 Seismic observations of tsunami-
related dispersive signals

Data from low sampling channels from broadband
seismic stations distributed all over the globe and
integrated into the main worldwide large-scale seis-
mic networks, including the Global Seismograph Net-
work (Albuquerque Seismological Laboratory/USGS,
2014), IRIS/IDA seismic network (Scripps Institution
of Oceanography, 1986), Geoscope (IPGP and EOST,
1982), andGeofon (GEOFONDataCentre, 1993), were re-
trieved, using the IRIS online services, to investigate the
seismic record of the H-T tsunami. Data were merged
into files of seven days of duration, from January 15
to 21, 2022, and transformed to the frequency-time do-
main using Obspy routines based on the classical FFT
transform (Megies et al., 2011; Krischer et al., 2015).
Spectrogramswere calculated using awindow length of
1800 s, with 80% overlap.
As stated above, I will focus on the long-duration dis-

persive signal that dominates the spectrograms in the
5-50 mHz band for time intervals ranging from one to
five days. Fig. 1 shows the records of this signal at four
representative stations located on Rarotonga andWake
Islands in the Pacific Ocean, Scott Base in Antarctica,
and central Chile, covering distances between 1600 and
10000 km from H-T. The strong dispersive character of
this feature, the wave onset propagation time, and the
variable slope of the signal show that its origin is the
main tsunamiwave generated by theH-Teruption prop-
agating across the ocean. To confirm this point, I have
calculated the dispersion curves of a gravity wave as-
suming propagation in deep water. In this case,

vp =

√

g

k
=

d

t
(1)

and

vg =
1

2

√

g

k
(2)

where g is gravity, k is the wavenumber, d is distance, t
is propagation time, and vg and vp are group and phase
velocities, respectively. Τhen,

k =
g

v2
p

=
g

(2vg)2
=

gt2

4d2
(3)

and, from the classical equation

ω =
√

gk = 2πf (4)

we can estimate frequency as a function of time for any
given distance. White dashed lines in Fig. 1 show the re-
sulting curves for each distance range, proving that this
is the origin of the signal. The mismatches observed at

the lower frequencies for distant sites can be explained
by the deepwater hypothesis, and do not affect to the in-
terpretation of the signal. The identification of the first
arrival of the dispersive curve is difficult since, on the
onehand, the high energy Lambwave, with frequencies
below 5 mHz, arrives relatively close and, on the other
hand, the excitation of the normal nodes on Earth gen-
erate a relatively large energy at 0.3 mHz for hours after
the eruption (e.g. Diaz, 2022; Ringler et al., 2022).
The dispersive character of oceanic surface gravity

waves (SGW) was first observed in the late 1950s by
Munk and Snodgrass (1957), who analyzed the incom-
ing swell at Guadalupe Island (Mexico) and showed that
the wave trains had an increasing frequency. Broad-
band seismometers deployed on Antarctic ice shelves
have providedmultiple examples of days-long SGWgen-
erated by storms, as shown by Cathles et al. (2009),
MacAyeal et al. (2006) or Lipovsky (2018). Recently, Hell
et al. (2019) have proposed a method to use these data
to verify the position of high wind speed areas over the
Southern Ocean and Aster et al. (2021) have shown that
the swell interaction with the Ross Ice shelf triggers
small, near-front seismic signals.
SGW related to the Hunga-Tonga eruption have been

observed by Le Bras et al. (2022) in the data recorded by
four of the hydroacoustic sensors deployed in shallow
waters by the International Monitoring System (IMS)
network in the Pacific Ocean. In order to compare with
the seismic records and confirm the common origin of
the signals, I have recovered the data from the H11S1
instrument, located close to Wake Island, where seis-
mic data is available. Additionally, I have recovered the
data from the microbarometric sensor WAKE.IU.LDO,
co-located with the seismic instrumentation. The spec-
trograms of the three sensors, shown at Fig. 2, have
been calculated using the same parametrization in all
the cases but are represented using adapted amplitude
scales to better highlight the amplitude variations. As
observed, the microbarograph (Fig. 2a) clearly records
the passage of the Lamb waves traveling in opposite di-
rections of the great arc (red and orange arrows) and
no evidence of a tsunami-related signal is detected.
The broad-band seismic data (Fig. 2b) is dominated in
this frequency range by the tsunami-related dispersive
wave. The arrival of the seismicwaves, a fewminutes af-
ter the H-T explosion, is observed at frequencies higher
than 10 mHz. The first passage of the Lamb wave is de-
tected as a low frequency signal preceding the arrival
of the oceanic tsunami signal. For frequencies above 20
mHz, several teleseismic events can be identified, the
most prominent corresponding to a M 6.1 earthquake
with epicenter in Papua-Guinea on 16 January around
13:00.
The in-water hydroacoustic sensor (Fig. 2c) shows the

dispersive gravitywave associatedwith the tsunami, vis-
ible between 8 and 50 mHz and clearly consistent with
the seismic data. Le Bras et al. (2022) noted the pres-
ence of a secondary dispersive signal at this station, in-
terpreted as aneffect of the tsunamipropagation though
the Tonga-Kermadec trench. This signal is also clearly
observed in the seismic data, which seems to provide
the most complete record of the event at this location.
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Figure 2 Waveforms and spectrograms for the microbarograph (a), broad-band station (b), and hydroacoustic sensor (c),
located atWake Island (North Pacific). The upper panels show the correspondingwaveform, filteredbetween 0.5 and 70mHz.
The red and orange arrows in (a) show the arrival of Lamb waves. Dotted lines in (b) and (c) show the gravity wave arrival.

3 Uniqueness of the observation
The recording of tsunamis on near-shore seismic sta-
tions has been described previously (e.g., Yuan et al.,
2005; Okal, 2007; Poplavskiy and Le Bras, 2013). How-
ever, the seismic recording of the oceanic gravity wave
presented so far is limited to a few hours of duration
following the tsunami arrival. There are not, to my
knowledge, previous reports of dispersion curves re-
lated to oceanic gravity waves being recorded during
several days by broad-band seismometers. To check
the uniqueness of the event, I have recovered the seis-
mic data recorded during the 5 days following the Chile
2010 M8.8, Tohoku 2011 M9.1, and Sumatra 2004 earth-
quakes, that resulted in three of the largest tsunamis
recorded in the Pacific. Fig. 3 shows the spectrograms
of theH-Tevent compared to those for these large earth-
quakes for stations located at Rarotonga (Cook Islands),
Wake Island, and Eastern Island, all of them in the Pa-
cific Ocean.
As noted, for large earthquakes the spectrograms in

the 0.5-70 mHz range are dominated by arrival of the
surface waves that circle the Earth every 3.5 hours,
showing a decay on their frequency content. The ampli-
tude of the waveform is two orders of magnitude larger
for the earthquakes than for the H-T eruption, indicat-
ing that the seismic energy generated byH-Tmain erup-

tive episode was not exceptional. However, the long-
lived dispersive oceanic gravity wave can only be identi-
fied for the H-T eruption, hence suggesting that this sig-
nal is not only related to the energy associated with the
tsunami, but is probably boosted by a secondary mech-
anism.

4 Geographical distribution of the
tsunami-related seismic signals

As commented above, I have retrieved the data for the
vertical components of seismic stations of the global
scale networks that distribute low sampling channels
(LHZ, 1 sample per second). Data has been recovered
for 134 locations covering Australia, Africa, the Amer-
icas, Europe, and a large number of islands in the Pa-
cific and Indian oceans. The tsunami-associated grav-
ity wave has been identified in 46 of these sites, 34%
of the inspected sites, at distances ranging from 750 to
12500 km fromH-T. Supplementary Figure S1 shows the
waveforms and spectrograms of the stations with posi-
tive identifications of the signal, ordered accordingly to
their distance.
As observed in Fig. 4, this feature has been identified

for most of the stations located on islands in the Pa-
cific basin and near the coasts surrounding this ocean
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Figure 3 5-day long spectrograms after the H-T eruption at 3 sites in the Pacific Ocean, compared to records at the same
sites after the Tohoku 2011M9.1, Chile 2010M8.8, and Sumatra 2004M9.1 earthquakes. For the Sumatra event, WAKE records
are not available and GUMO station is used instead.

(Japan, New Zealand, North, Central, and South Amer-
ica). Although some energy around 10 mHz is observed
at times consistent with the gravity wave arrival, the
two stations located on the Hawai’ian islands (KIP and
POHA) show no evidence of the signal, suggesting that
local conditions play a role in its detection. Fig. 5 shows
the waveforms and the spectrograms at sites along a
transect oriented approximately E-W across the SE Pa-
cific Ocean (Rarotonga, Pitcairn and Eastern Islands),
crossing the southern part of the Andes and reaching
the Atlantic ocean at the South Georgia Islands. Al-
though it is difficult to identify the tsunami-related sig-
nal in the filtered waveforms, the spectrograms clearly
evidence the signal, which can be identified for several

days at the most distant sites and is restricted to fre-
quencies below 50 mHz. The figure also proves that the
dispersive signal is not a local effect, but originates from
the H-T eruption.
Many sites located along the Pacific coasts of North,

Central, and South America detect the signal for inter-
vals of two to four days after the first arrival, despite be-
ing located far from the coasts (Fig. 6a). It should be
noted that the largest water heights reported by coastal
tidal gauges correspond to sensors located in Chile and
westernNorth America (Carvajal et al., 2022). More sur-
prisingly, stations located within the North American
continent, in places likeTucson (Arizona), Albuquerque
(NewMexico), and SouthDakota show a low-energy dis-
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Figure 4 Map showing the locations where the tsunami-related dispersive signal has been identified (red dots). The black
star shows the location of the H-T volcano and thewhite dots show the seismic stationswhere this signal has not been identi-
fied. Topography and bathymetry are from the ETOPO2 Gridded Globe Relief Data (National Geophysical Data Center, 2006).
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Figure 5 West-East transect across the south Pacific and Atlantic Ocean, showing gravitywave dispersion at distances rang-
ing from 1600 to 10800 km.
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Figure 6 (a) Detection of the tsunami gravity wave at stations PEL and COYC, located in central and southern Chile. (b)
Idem for stations located within the North America continent. (c) Idem for stations located in the Indian Ocean. The location
of each station is shown in the inset maps

persive arrival for two to three days after the H-T erup-
tion, consistent with the theoretical dispersion of the
gravitywave generated by this eruption (Fig. 6b). Proba-
bly themost outstanding records of the tsunami-related
gravity wave are obtained at the broad-band stations in-
stalled in small islands of the southern Indian Ocean,
such as PAF in the Kerguelen Islands, CRZF in Ile de la
Possesion, and AIS in Nouvelle Amsterdam Island, at
distances around 10000 km from H-T. As observed in
Fig. 6c, the AIS spectrogram shows the gravity wave ar-
rivals duringmore than six days, disappearing only dur-
ing January 21. This is the site where the dispersive sig-
nal can be identified for the longest time.

5 Discussion and Conclusions
Previous studies based on the analysis of sea level, at-
mospheric, and satellite data have documented the ex-
ceptional nature of the tsunami associated with the H-
T eruption. Its salient features include high propaga-
tion speed, long duration, and unexpectedly large am-
plitudesmeasured in distant coastal areas, in particular
in the Pacific coasts of North and South America (Carva-
jal et al., 2022). The tsunami records show two different
arrivals, the first one coincident with the arrival of the
Lamb wave and the second one starting with the arrival

of the free tsunami wave. The arrival of the Lamb wave
is marked by a clear onset in microbarographs, broad-
band seismic stations, and ocean-bottom pressure sen-
sors, and coincides approximately with the onset times
on the coastal tide gauges, which often show gradually
increasing amplitudes over 2-4 hours. Near-surface hy-
droacoustic sensors in the IMS network do not detect
the arrival of the precursory tsunami associated to the
arrival of the Lamb wave (Le Bras et al., 2022), while
deep-water pressure sensors record a clear pulse, dou-
bling the amplitude of the atmospheric pressure signal
(Matoza et al., 2022).

Omira et al. (2022) have proposed that these tsunami
characteristics can be explained by a moving source
generation mechanism that continuously pumps en-
ergy into the oceanic tsunami. The first water-height
increase will correspond to the direct response of the
ocean surface to the passage of the air-pressure distur-
bance, while the second arrival will correspond to the
resonance between the ocean and the acoustic waves.
According to their model, the interaction between
acoustic and oceanic waves results in an air–water en-
ergy transfer that leads to an increase in the tsunami
wave amplitude and explains the observed characteris-
tics. The broad-band seismic records of these arrivals
provide additional clues to their interpretation. As
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Figure 7 Seismic (a,c) and microbarometric (b,d) records at stations PAYG (a,b) and KMBO (c,d) located in the Galapagos
Islands (Ecuador) and Nairobi (Kenya), respectively. Red and yellow arrows show the arrival of the successive passages of
the Lamb waves following the two directions of the great arc. Dotted lines show the theoretical arrivals of a gravity wave
generated at 200 km from the recording site.

shown in the previous sections, the tsunami-associated
gravity wave has been seismically recorded for up to 5
days by a significant number of sites distributed within
the islands and coasts of the Pacific and Indian Oceans,
but also at some sites located hundreds of kilometres
inland, particularly in North America. Oceanic gravity
waves have been observed before using seismic instru-
ments, mostly associated with the swell generated by
distant storms. However, the global recording of long-
lived dispersivewaves after theH-T signal has to be con-
sidered as an exceptional feature, not observed during
larger earthquake-generated tsunamis, such as the 2004
Sumatra or the 2011 Tohoku events. The most obvious
difference between large earthquakes and theH-T erup-
tion potentially affecting the tsunami generation is the
highly energetic atmospheric Lamb wave generated by
the H-T eruption. Therefore, it seems reasonable to re-
late the long duration dispersive signal observed in seis-
mic data to a local interaction between the free oceanic
tsunami and the arrival of the atmospheric pressure
wave, consistently with the model presented by Omira
et al. (2022). The large pressure variations detected in
the ocean floor pressure sensors, but not in the shallow
water hydroacoustic sensors, are also consistent with
the proposed mechanism.

The inspection of seismic data at some of the sta-
tions, such as CMLA in the Azores Islands, SOK in Sene-
gal, MBAR in Uganda, KMBO in Kenya, or PAYG in the
Galapagos Islands, allows the identification of an addi-
tional dispersive signal immediately after the arrival of
the Lambwave that provides additional support for this
interpretation (Fig. 7). This wave is also detected by the
co-located microbarometric sensors (Fig. 7b and 7d),
suggesting that it corresponds to an atmospheric per-
turbation. The pattern of this dispersive wave does not
depend on the distance to H-T, as evidenced by the sim-
ilar pattern observed at PAYG, located at a distance of
9500 km (Fig. 7a and 7b), and KMBO, at a distance of
15700 km (Fig. 7c and 7d). On the contrary, the arrival
can bemodeled by a local gravitywave, generated at dis-
tances of approximately 100-200 km from the recording
site. This wave seems to be generated locally by the res-
onance effect proposed by Omira et al. (2022), hence ev-
idencing the effects of the bidirectional interaction be-
tween the atmosphere and the oceans. It is important to
note that this local wave can be identified for at least the
first two passages of the Lamb wave, which once again
highlights the high energy and low attenuation of this
wave. However, developing a detailed physical model
of the proposed interaction is needed before accepting
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or discarding this tentative hypothesis.
The seismic record, of more than four days duration,

of a dispersive wave in the 0.5-50 mHz band in broad-
band stations distributed throughout theworld is an un-
usual feature that clearly deserves attention. The ori-
gin of this wave is related to the tsunami generated
by the H-T eruption and its properties are consistent
with the hypothesis of a local resonance between the
free tsunami and the acoustic waves, which has been
proposed to explain the unusual characteristics of the
tsunami. This is further supported by the observation,
in seismic and microbarometric data, of locally gen-
erated gravity waves, interpreted as a nice example of
oceanic, atmospheric, and solid Earth interaction. The
seismic records presented here provide a new proof of
the exceptional nature of theH-T eruption and are a fur-
ther confirmation that broadband seismic records can
contribute, beyond their usual use in seismology, to the
analysis of other sources of vibration recorded in very
different zones of the seismic spectrum.
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Abstract Well-designedmonitoring networks are crucial for obtainingprecise locations,magnitudes and
source parameters, both for natural and induced microearthquakes. The performance of a seismic network
depends on many factors, including network geometry, signal-to-noise ratio (SNR) at the seismic station, in-
strumentation and sampling rate. Therefore, designing a high-quality monitoring network in an urban envi-
ronment is challenging due to the high level of anthropogenic noise and dense building infrastructure, which
can impose geometrical limitations and elevated construction costs for sensor siting. To address these chal-
lenges, we apply a numerical optimization approach to design a microseismic surveillance network for in-
duced earthquakes in the metropolitan area of Munich (Germany), where several geothermal plants exploit
a deep hydrothermal reservoir. First of all, we develop a detailed noise model for the city of Munich, to cap-
ture the heterogeneous noise conditions. Then, we calculate the expected location precision for a randomly
chosen network geometry from the body-wave amplitudes and travel times of a synthetic earthquake catalog
considering the modeled local noise level at each network station. In the next step, to find the optimum net-
work configuration, we use a simulated annealing approach in order tominimize the error ellipsoid volume of
the linearized earthquake location problem. The results indicate that a surface station network cannot reach
the required location precision (0.5 km in epicentre and 2 km in source depth) and detection capability (mag-
nitude of completeness Mc = 1.0) due to the city’s high seismic noise level. In order to reach this goal, bore-
hole stations need to be added to increase the SNR of the microearthquake recordings, the accuracy of their
body-wave arrival times and source parameters. The findings help to better quantify the seismic monitoring
requirements for a safe operation of deep geothermal projects in urban areas.

1 Introduction

The main purpose of seismic networks is to deter-
mine earthquake locations and magnitudes, which is
important for earthquake characterization, hazard as-
sessment and emergency response both for natural and
induced seismicity (e.g., Havskov et al., 2012; Lomax
et al., 2009). Specifically, induced seismicity caused by
geothermal energy production is a growing concern,
since the number of geothermal projects is raising in
search of carbon-free heat and electricity generation
(Hirschberg et al., 2014; Lund and Toth, 2021). In most
cases the induced events have small magnitudes (ML <
2) and are not felt by the local population (Evans et al.,
2012). However, examples like the Deep Heat Mining
Project in Basel, Switzerland (Häring et al., 2008), and
geothermal projects near Strasbourg, France (Schmit-
tbuhl et al., 2021), where induced events with magni-
tudes ML > 3 were recorded, highlight the importance
ofmanaging the induced seismicity risk. Consequently,
a goodmonitoring network is a necessary component of
the risk governance strategy to detect and locate small
magnitude earthquakes, which enable the functioning
of magnitude-based traffic light systems (Kraft et al.,

∗Corresponding author: skeil@geophysik.uni-muenchen.de

2020). The precision of earthquake location depends on
several factors, such as the distribution of seismic sta-
tions, detection of seismic waves and the accuracy of
their observed and calculated arrival times (e.g., Bondár
et al., 2004; Havskov et al., 2012). However, low-SNR
recordings hamper the detection of small magnitude
events and lead to high location uncertainties, which re-
sult in a poor performance of the monitoring network
(e.g., Bormann and Wielandt, 2013). This is especially
an issue in urban areas where often high seismic noise
levels are encountered. Even though, well-designed
monitoring networks are fundamental to allow the de-
tection of weak seismic signals, seismic network plan-
ning is stillmainly performed as amanual task based on
simple design rules, whichmay fail in complex settings.
Several different approaches have been proposed for
the improvement of seismic networks including 1) the
computation of the expected location errors and low-
est detectable magnitude (Stabile et al., 2013; De Lan-
dro et al., 2020), 2) seismic network evaluation through
simulation (e.g., D’Alessandro et al., 2011;Mahani et al.,
2016), 3) correction of teleseismic travel times (e.g., My-
ers and Schultz, 2000), and 4) implementation of the D-
criterion to identify an optimal seismic network config-
uration to decrease the location error (e.g., Steinberg
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Figure 1 a) The upper map shows an overview of Germany with the location of Munich marked. The lower map shows an
overviewof theMunich citywith thegeothermalpowerplant at Schäftlarnstraßeand its three injectionwells. The locationsof
several seismic stations inMunicharemarked. SYBADcorresponds toa180m-deepborehole stationandSYBOB is itsoverlying
surface station. MNH is a permanent surface station and EGA was temporarily installed within a park area. At SYBOB a 4.5 Hz
geophone is installed, at MNH a Mark L4-3D 1 Hz seismometer, at EGA a Trillium Compact 120s seismometer, and at SYBAD a
Trillium Compact PH 20s seismometer. The coordinate system is Gauss-Krüger (GK4). b) Root Power spectral density (PSD)
plots of data recorded at the seismic stations marked in a). The PSDs were computed from the vertical component for one
day of data.

and Rabinowitz, 2003; Kijko, 1977). In the last case, the
optimization problem can be solved using genetic algo-
rithm techniques (e.g., Bartal et al., 2000), simulated an-
nealing (e.g., Hardt and Scherbaum, 1994; Kraft et al.,
2013), or Bayesian techniques (e.g., Coles and Curtis,
2011).

In this studywe are applying themethod of Kraft et al.
(2013), which builds on the simulated annealing ap-
proach proposed by Hardt and Scherbaum (1994). This
approach allows the optimization of seismic networks
in complex settings, taking into account user-specified
velocitymodels and heterogeneous noise conditions, as
well as already existing monitoring stations. The pro-
gram returns expected location uncertainties and de-
tection thresholds of the resulting network.

We apply this method to the metropolitan area of
Munich (Fig. 1 a), where currently 17 deep geothermal
power plants operate (Agemar et al., 2014). This in-
cludes the geothermal project in Schäftlarnstraße (SLS),
which is located in Munich’s inner-city with a total of
six deep wells (3 production, 3 re-injection) and a foot-
print of several square kilometers (Lentsch and Schwe-
ingruber, 2022). Since induced earthquakes were ob-
served at surrounding geothermal power plants with
magnitudes up to 2.4 (Megies and Wassermann, 2014;
Seithel et al., 2019), the induced seismicity risk needs
to be considered also at this recently realized project,
which rises the requirement for a high quality monitor-
ing network. The monitoring network for the geother-

mal power plants south of Munich was already opti-
mized during the MAGS2 project (Megies and Wasser-
mann, 2017), however, the inner-city project SLS had
not been constructed at that time.

Since the number of geothermal projects in Germany
is growing and consequently the risk of induced seis-
micity increases, Baisch et al. (2012) proposed anumber
of seismic monitoring recommendations for induced
seismicity for the German Research College Physics of
the Earth (FKPE). They recommend a monitoring net-
work that is able to reliably detect and locate all earth-
quakes with magnitudes ML ≥ 1 with epicentral un-
certainties of less than 500 m and vertical uncertainties
of less than 2 km. These thresholds should be reached
in an area of 5 km surrounding the target areas of the
geothermal project. For the following quality assess-
ment of themonitoring network in theMunich area, we
are taking these recommendations into account.

First of all, we construct a detailed model of anthro-
pogenic noise in the metropolitan region of Munich to
capture its heterogeneous noise conditions. In the next
step the quality of the existing monitoring network is
evaluated according to the FKPE recommendations. Af-
terwards, a number of numerical network optimization
runs are performed that test how the FKPE recommen-
dations can be met by adding new surface and bore-
holes stations to the existing network.
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2 Methodology

For the network optimization, we use a simulated
annealing code initially developed by Hardt and
Scherbaum (1994) that was substantially extended by
Kraft et al. (2013) (hereafter referred to as NetOpt3D).
Due to license issues, NetOpt3D was recently rewritten
by Antuens et al. (2023) using open software libraries.
For the current analysis, the python wrapper pyNe-
tOpt3D (Megies et al., 2023) was built around the
binaries of Antuens et al. (2023) to handle the input
and output of the optimization code more easily. In the
following, we briefly describe the concept of NetOpt3D
and pyNetOpt3D.
NetOpt3D finds the D-optimal design by minimiz-

ing the volume of the error ellipsoid of the linearized
earthquake location problem (D-criterion, e.g., Kijko,
1977) using a simulated annealing approach (Kirk-
patrick et al., 1983). The simulated annealing param-
eters (e.g. starting temperature, minimum tempera-
ture, cooling schedule, maximum number of temper-
ature steps, temperature reduction by step, and trials
per step) were fine-tuned by trial and error in order to
achieve a slow and smooth convergence of the solution
to the global minimum. In order to solve the optimiza-
tion problem the program computes traveltimes of seis-
mic body waves using the finite difference ray tracer of
Podvin and Lecomte (1991) and a user-defined velocity
model. Furthermore, to evaluate the detectability of an
event at the seismic stations body wave amplitudes are
calculated based on earthquake source processes and
wave propagation effects. Path effects are only treated
in an approximate way by geometrical spreading, con-
stant attenuation and free-surface amplification. The
Brune model (Brune, 1970) is implemented as seismic
source. The SNR is defined as the ratio of the synthetic
body wave amplitude and the observed or estimated
long-termroot-mean-squared ground velocity at the sta-
tion. We choose a SNR of 5 as the threshold for an earth-
quake to be observed at a certain station. In general
a SNR ≥ 3 is considered being sufficient to reliably de-
tect a seismic phase onset in a seismogram (e.g., Hardt
and Scherbaum, 1994; Baisch et al., 2012). However, we
chose a more conservative threshold as the estimated
signal amplitude in our optimization approach corre-
sponds to themaximum expected amplitude of the con-
sidered body wave at the recording station, which may
be significantly larger than the amplitude of the phase
onset (Kraft et al., 2013). We utilize the estimated SNR
of a seismic phase at a station to calculate the expected
uncertainty of the phase’s onset time following the ap-
proachofAki (1976) based on information theory (Shan-
non, 1948). According to Shannon (1948) a simple rela-
tion for the estimation of the information content of a
signal exists:

WTlog2

S2 + N2

N2
(1)

where S2 and N2 represents the power of signal and
noise, respectively, and T is the duration of the time
series. The signal bandwidth W is approximated by
max(fc, fmax). Here fc represents the Brune corner fre-

quency of the event, and fmax corresponds to the high-
frequency band limitation of the radiated field, as es-
timated from the attenuation model of Edwards et al.
(2011) for Switzerland. More details about theNetOpt3D
program, including the annealing schedule and the cal-
culation of body wave traveltimes and amplitudes are
given in Kraft et al. (2013).
In its current form, NetOpt3D is lacking usability and

it is time consuming to set up new optimization prob-
lems. Input files (e.g. velocity models, synthetic earth-
quake catalogs) have to be set up manually in fixed
legacy ASCII formats defined by the underlying C codes
and a large number of helper programs (e.g. Linux shell
scripts) are used for preparational steps and for analysis
and visualization of results. Therefore, the consistent
and easy-to-use Python Application Programming In-
terface (API) pyNetOpt3D was developed that internally
uses NetOpt3D C codes but hides all unwieldy steps
from the user. It enables the start of a complete opti-
mization runwith a single, short Python script using the
newly developed API. All coordinate conversions from
global geographic coordinates (WGS84) to local geode-
tic coordinates (e.g. UTM, Gauß-Krüger, Swiss Grid, ...)
and vice versa are handled automatically. Functionali-
ties to calculate convex hulls, buffers and equistant sta-
tion grids are included. It also enhances reproducibility
by providing (de)serialization of a full optimization run
including all input data and results into a singlefile. Fur-
thermore, pyNetOpt3D provides command line tools to
quickly plot optimization results from a serialized file
on disk.
In order for the NetOpt3D program to perform the op-
timization, a number of user-specified input data is re-
quired, which will be discussed in detail in the next sec-
tions.

3 Ambient Noise Analysis

The detectability of an event at a specific station de-
pends on the amplitude of the earthquake signal and
the noise level at the site. Therefore, an estimate of the
background noise at the existing stations and the po-
tential new network sites is required. First of all, we
investigate the frequency content of the seismic noise
by computing power spectral densities (PSD) at several
stations located in the Munich city (Fig. 1). The sur-
face station SYBOB1 clearly shows higher PSD values
for frequencies above 3 Hz compared to the underlying
180m-deep borehole station SYBAD. The highest power
at SYBOB is observed between 10-20 Hz, while the PSD
values at SYBAD decrease for frequencies above 6 Hz.
The PSD values of the surface station MNH are high
for frequencies larger than 2 Hz. Above 5 Hz the tem-
porary installed station EGA displays PSD values lower
than SYBOB and MNH, which can be explained by the
installationwithin apark area. From these observations
it can be inferred that the anthropogenic noise sources
(e.g. trains, vehicles, construction work, industrial op-
eration) influence the noise amplitudes at high frequen-
cies (>1 Hz), which is consistent with findings of other

1Note that at SYBOB a 4.5 Hz geophone is installed, therefore the data
should not be interpreted for frequencies much lower than 4.5 Hz.
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Figure2 a) Seismicnoise recordedat the surface stationSYBOB inMunich in a frequency rangeof 1 - 20Hz. The95%quantile
of the data is shown by the red lines. The I95 value is computed from the 95%quantiles for 10minute timewindows. b) Violin
plots of I95 values calculated at the surface station SYBOB and the underlying 180m-deep borehole station SYBAD for the east
(E), north (N) and vertical (Z) component. The I95 values were calculated over 5 working days (Monday - Friday) in 10minute
timewindows andwere separated into daytime (6am - 10pm) and nighttime (10pm - 6am). Themedian values aremarked in
the plot.

authors (e.g., Asten and Henstridge, 1984; Groos and
Ritter, 2009). In addition, the noise amplitudes at the
seismic station can be reduced through installation in
boreholes andmore isolated areas, like parks and green
spaces.

Another measure to evaluate the noise level at a site
is the I95 value, which represent the 95th percentiles of
the ground velocity amplitude recordings (Fig. 2 a). We
calculate the I95 values in a frequency range of 1-20 Hz,
which contains the dominant amplitudes of the cultural
noise and corresponds to the main frequency range of
the induced events observed in the Munich area (Me-
gies and Wassermann, 2017). To investigate the vari-
ation of anthropogenic noise, the I95 values are com-
puted at the surface station SYBOB and the borehole sta-
tion SYBAD for 10-minute timewindows during the day-
time and nighttime, respectively. The computed I95 val-
ues are summed in violin plots and the median is taken
as a representative value for the noise amplitude at the
site (Fig. 2 b). A clear variation between daytime and
nighttime is visible. For the surface station SYBOB the
median noise amplitudes are reduced by a factor of 2
during the night. In addition, the noise amplitudes at
the surface station SYBOB are by a factor of 10 larger for
the vertical component compared to the borehole sta-
tion SYBAD.This value is close to a factor of 13 that is es-
timatedusing the simple assumption that thenoise level
in the borehole decreases by a factor of

√

depth[m]. As-
suming the most inconvenient noise conditions for the
detection of microseismic events, we take the median
I95 value during the day as a measure for the noise am-
plitudes at the site. In order to implement the calcu-
lated noise values into the pyNetOpt3D program the I95
values have to be converted to root-mean-square (RMS)

ground velocity values. Assuming that the noise distri-
bution is Gaussian, the I95 values can be converted by
RMS = I95/2 (Neuffer and Kremers, 2017).

To estimate thebackgroundnoise at thepotential new
network sites, a noise map for the Munich area has
to be developed. Kraft (2014, 2016) developed an am-
bient seismic noise model for Europe based on land-
use data derived from satellite imagery by the Euro-
pean Commission project CORINE (Büttner et al., 2004)
and open GIS data on infrastructure from the Open-
StreetMap project. The model is available for Europe
in a 250m × 250m resolution and divides the surface
into three classes that represent good, intermediate and
bad ambient noise conditions. Kraft (2014, 2016) de-
fined following RMS bounds for each noise class: Low:
RMS ≤ 30nm/s, Middle: 30nm/s < RMS ≤ 120nm/s,
High: RMS > 120nm/s. Almost the entire Munich city
is characterized by high ambient noise values (Fig. 3).
By comparing themeasured noise values at the stations
with the values assigned in the noise map, we see that
they are mainly underestimated in the model. There-
fore, for optimizing the seismic monitoring network in
the urban area of Munich a more detailed noise model
is required in order to capture the small-scale heteroge-
neous noise conditions.

Wedevelop such anoisemodel for theMunich city ex-
tending the approach of Kraft (2014, 2016). First of all,
land-use data from the Bavarian surveying administra-
tion (see data availability) is used to categorize the area
into different classes including industrial buildings, res-
idential buildings, sports and recreation areas, vegeta-
tion or water bodies and based on that assign a mini-
mum noise level (Table 1). In the second step, different
types of roads are identified as noise sources and sub-
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Figure 3 Noise map of Munich after Kraft (2014, 2016). The city boundary is outlined by the black line. The area is divided
into threenoise classeswith low, intermediate andhighnoise values. The yellowareas are assigneda valueof 0.015µm/s, the
orange areas 0.06 µm/s and the red areas a value of 0.325 µm/s. The small circles show noise measurements at permanent
and temporary installed seismic stations. The coordinate system is Gauss-Krüger (GK4). In the lower left corner the observed
RMS value at the seismic stations are plotted against the calculated pixel value in the noise model.

divided into different classes based on OpenStreetMap
data (see data availability). Highways are assumed to
have a higher noise contribution, compared to intercity
roads, railways or residential streets. In order to ac-
count for noise propagation away from these sources,
we implement noise-distance relations, that were de-
rived from seismic measurements at distinct noise fea-
tures (Riedl, 2017). Hereby, several seismometers were
installed with increasing distance from the source to
map the decreasing amplitude of the ambient vibra-
tions. As last input traffic volume data from the city of
Munich (see data availability) are implemented to ad-
just the noise level for busy roads. The overall noise
value at one point is then calculated by adding the min-
imum noise level assigned from the land-use data and
the noise contribution of themain sources scaled by the
noise-distance relation. The resulting noise model of
Munich’s inner-city (Fig. 4) has a resolution of 5 × 5 m.
To verify the calculated noise levels we compare them
to the measured noise values at permanent and tempo-
rary installed stations. For sites with low noise level the
calculated values are mostly close to the measured val-
ues. For sites with high noise level our model underes-
timates the RMS value, which is most likely due to noise
sources and site effects that are not mapped into our
model. As can be seen in Fig. 4, our noise model for

Table 1 Land use classes with assigned minimum I95
noise level after Riedl (2017).

Land use class Noise value [µm/s]

Industrial usage 1.2

Housing 0.6

Sports/recreation 0.3

Vegetation, water 0.15

Munich is dominated by street trafficnoise. In addition,
the overall noise level in the city center is higher com-
pared to the surroundings. Nevertheless, even within
the city low noise areas are identified, which might be
suitable for the installation of monitoring stations. We
implement thehigh-resolutionnoisemapof theMunich
city into the larger-scale background noisemap of Kraft
(2014, 2016) for the surrounding areas.
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Figure 4 High-resolution noisemapofMunich’s inner-city. The city boundary is outlined by the black line. Colors represent
the noise level, which is calculated as I95 values in a frequency range of 1-20 Hz and converted to RMS. Circles show locations
of noise measurements from permanent and temporary installed seismic stations. The coordinate system is Gauss-Krüger
(GK4). In the lower left corner the observed RMS value at the seismic stations are plotted against the calculated pixel value in
the noise model.

Figure 5 1D P- and S-wave velocity profiles (Vp, Vs) imple-
mented into pyNetOpt3D for the calculation of body wave
amplitudes and traveltimes.

4 Model Set-up

To calculate the signal-to-noise ratio at the potential sta-
tion, we implement the high resolution noisemodel de-
veloped in section 3. As next step, in order to calculate
bodywave traveltimes, a velocitymodel has to be imple-
mented. In theMunich area, information on the bound-
aries of the main geological units are available from a
structural model developed by the Bavarian State Office
for Environment (Bayerisches Landesamt für Umwelt,
2012). The P-wave velocities within the layers are based
on a 3D seismic survey conducted in 2015/16 as part of
the GRAME project (Hecht and Pletl, 2015), which cov-
ered 170 km2 in the southern and western parts of Mu-
nich. The S-wave velocities are calculated from Vp/Vs
ratios found byWawerzinek et al. (2021) for the Munich
area. The NetOpt3D program is able to implement 3D
velocitymodels, however, in this studywe only consider
a 1D velocity profile (Fig. 5) since we assume that 3D ef-
fects only have a minor influence on the results.

Seismic waves attenuate while propagating and their
amplitudes usually decrease with propagation distance.
To account for seismic attenuation, we implement the
attenuation model of Eulenfeld and Wegler (2016) for
the geothermal project in Unterhaching south of Mu-
nich, since the ray geometry and geologic setting at this
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Figure 6 Set-up of the input data for the network optimization program. TheMunich city boundary is outlined by the black
line. Existing surface and borehole stations, as well as location of injection wells are plotted. The event locations are placed
at the injectionwells. The colors show the computed background noise level as RMS ground velocity. Small circles represent
schematically the grid of possible station locations that can be selected during the optimization process. The coordinate
system is Gauss-Krüger (GK4).

site is very similar to the one expected for other loca-
tions in the study area. They estimated a mean S-wave
quality factor (Qs) of 100 averaged over the whole ray
path, which is constant for frequencies lower than 8Hz.
Due to the lack of further information on the attenua-
tion of P-waves, we set the P-wave quality factor (Qp) to
200, as literature suggests that Qp is approximately two
times higher than Qs (e.g., Fowler, 1990).

For the network optimization a synthetic earthquake
catalogue has to be generated. We place the events in
the crystalline basement at 3 - 4 km depth underneath
the re-injectionwells of the geothermal power plants, as
most of the recorded induced seismicity occurred close
to these locations (Megies and Wassermann, 2014; Sei-
thel et al., 2019). The focal mechanisms for the events
were chosen to resemble those of the known induced
earthquakes and the fault geometry in the study area,
which generally corresponds to left-lateral strike-slip
mechanisms with normal faulting component. We im-
plement the events with MW 1.3, which was converted
from ML 1.0 according to the relation found by Grün-
thal and Wahlström (2003) for earthquakes in central
Europe.

As the optimization algorithm is able to take already

existing stations into account, we implement the exist-
ing surface and borehole stations in the area with their
observed noise levels.

As a last step, we have to define the geographical re-
gion for possible new station locations. We set the sta-
tion perimeter with a maximum distance of 8 km to the
earthquake epicenters, which corresponds to approxi-
mately twice the maximum hypocentral depth. Plac-
ing the stations at greater distance would not improve
the network performance, as will be shown in sec-
tion 5. The station perimeter was then filled by a grid
of possible station locations with a spacing of 100 m,
which is enough to cover the low-noise areas within the
city. With decreasing station spacing the computational
costs increase since a larger number of network config-
urations has to be tested. Locations where it would be
impossible to install a station, e.g. inwater bodies, were
already excluded from this grid.

The final set-up of the input data, generated by pyNe-
tOpt3D and used by the binaries of Antuens et al. (2023)
for the optimization, is shown in Fig. 6.
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Figure 7 Evaluation of monitoring performance for a MW 1.3 event at 3 km depth. The performance of the a) existing
network, b) optimized network with 5 new stations under consideration of all re-injection wells in the region, c) optimized
network with 5 new stations and focus on the three inner-city re-injection wells, is shown. The panels from left to right show
the number of P-arrival detections (i.e., recordingswith SNR≥ 5), the epicentral uncertainty and the vertical uncertainty. The
location of the inner-city geothermal power plant SLS is plotted. The shaded circles around the three SLS re-injection wells
mark a radius of 5 km. The red outline in the epicentral uncertainty plotsmark the 500m contour line. The coordinate system
is Gauss-Krüger (GK4).
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Figure 8 Zoom into the network optimization result for the scenario shown in Fig. 7(c). The pink triangles mark the 5 new
surface stations placed by the algorithm. The colors show the computed background noise level as RMS ground velocity. The
coordinate system is Gauss-Krüger (GK4).

5 Optimization results and discussion

First of all, the performance of the existing network
with a focus on the area surrounding the recently in-
stalled SLS power plant is tested using the NetOpt3D
program without optimization. The performance in
case of a MW 1.3 event at 3 km depth is tested, which
corresponds to theminimumdetectableMW -converted
magnitude recommended by the FKPE (Baisch et al.,
2012), and is hereafter referred to as target event. The
program returns expected location uncertainties and
number of detections (i.e., recordings with SNR ≥ 5).
The largest number of P-wave detections per event is
reached for events occurring south of the city-center,
while this number decreases significantly in the north-
east and in the surrounding of SLS (Fig. 7 a). In the
northernmost part of the 5 km radius surrounding SLS,
the target events would be detected by even less than 3
stations. Since the source model is implemented based
on scaling relations found for Switzerland, the loca-
tion uncertainties have to be calibrated using recorded
events at the geothermal plants in the southern part of
the study area (Megies and Wassermann, 2014). To ob-
tain comparable epicentral and vertical uncertainties,
the computed values are divided by a factor of three. In
this case, the threshold for the FKPE-recommended epi-
central uncertainty of < 500 m is only reached south
of the city-center, while in the vicinity of SLS epicentral
uncertainties of more than 2 km are computed. The 2
km threshold for the vertical uncertainty is once more
mostly reached south of the city-center. In general, the
poor performance of the existing network in the SLS
area can be explained by 1) a lack of monitoring sta-
tions in the northwest and a consequent azimuthal gap
in this region and 2) the high noise levels in the inner-

city, which cause low-SNR recordings resulting in poor
onset-time precision and consequently higher location
uncertainties.

Considering these observations, we next evaluate
how to improve the seismic network by adding new sta-
tions. Weperformanoptimization run for the randomly
chosen number of 5 new surface stations, implement-
ing the input data as shown in Fig. 6. The NetOpt3D
program performs the simulated annealing and returns
the optimal locations for these 5 new stations (Fig. 7 b).
All the new stations are placed in the north-northeast,
which increases the number of P-wave detections and
decreases the epicentral and vertical uncertainties in
this area significantly. Nevertheless, in the vicinity of
SLS the performance only slightly improved, since none
of the stations was placed in the city center. The algo-
rithmplacedmost of the stations in the north-northeast
as the noise levels are lower compared to the city-center
and the code tends to locate stations in the quietest sites
only (Kraft et al., 2013). Furthermore, it resulted in the
largest improvement of the network performance since
the improved SNRat a quiet site overrules the lower SNR
at a geometrically more optimal site (Kraft et al., 2013).
In order to improve the network specifically in the city
center, we perform a new optimization run with 5 new
surface stations, but only considering the three SLS re-
injection wells as event locations. Therefore, the grid
of possible station locations only samples the city cen-
ter. This time the algorithm places the 5 stations closer
to SLS (Fig. 7 c). Accordingly, the number of P-wave
detections increases in this region. In addition, the epi-
central and vertical uncertainties decrease, however, it
is not enough to reach the FKPE-recommended location
accuracy. The reason are the relatively low SNR values,
which results in a poor onset-time precision. Again,
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Figure 9 Evaluation of monitoring performance for a MW 1.3 event at 3 km depth. The performance of the a) optimized
network with 5 new stations considering a station perimeter of 12 km and focus on the three inner-city re-injection wells, b)
optimized network with 15 new stations and focus on the three inner-city re-injection wells, is shown. The panels from left
to right show the number of P-arrival detections (i.e., recordings with SNR ≥ 5), the epicentral uncertainty and the vertical
uncertainty. The location of the inner-city geothermal power plant SLS is plotted. The shaded circles around the three SLS
re-injection wells mark a radius of 5 km. The red outline in the epicentral uncertainty plots mark the 500m contour line. The
coordinate system is Gauss-Krüger (GK4).

the algorithm places the new stations in low noise ar-
eas (Fig. 8), which mainly correspond to park areas
within the city. This highlights the importance of ahigh-
resolution noise map.

To allow the algorithm to choose low-noise areas out-
side of the city, we increase the station perimeter from
8 km to 12 km. Nevertheless, the algorithm still places
four of the new surface stations close to the SLS power
plant and only one station closer to the edge of the city
(Fig. 9 a). The resulting epicentral and vertical uncer-
tainties are similar to the values in Fig. 7 c). Therefore,
we have shown that considering a station perimeter of 8
km is enough, as placing stations at larger distance does
not improve the monitoring performance significantly.
This is most likely related to the decreasing amplitude
of the ground motion away from the epicenter.

To see if a larger number of surface stations could
reach the recommended location precision, the same

optimization run is performed using 15 new stations
(Fig. 9 b). The number of P-wave detections signif-
icantly increases. Nevertheless, even though the epi-
central and vertical uncertainties improve it is not suf-
ficient to reach the FKPE-recommended location preci-
sion in the vicinity of SLS. In fact, adding evenmore sta-
tions does not significantly improve the location preci-
sion any further.

In order to increase the SNR and allow a more accu-
rate determination of the event location, borehole sta-
tions are considered in thenext stepof the optimization.
In section 3 the 180m-deep borehole station SYBADwas
compared to the overlying surface station SYBOB. We
observed that for the vertical component the noise level
in theborehole is a factor of 10 lower than at the surface.
Therefore, to simulate the noise level for borehole sta-
tions inMunichwe divide the noisemodel by a factor of
10 and input it into the NetOpt3D program. Then a net-
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Figure 10 Evaluation of monitoring performance for a MW 1.3 event at 3 km depth. The performance of the a) optimized
network with 5 new 180m-deep borehole stations and focus on the three inner-city re-injection wells, b) optimized network
with 5 new 36m-deep borehole stations and focus on the three inner-city re-injection wells, c) optimized network with 3 new
180m-deep borehole stations and 5 new surface stations and focus on the three inner-city re-injectionwells. The panels from
left to right show the number of P-arrival detections, the epicentral uncertainty and the vertical uncertainty. The location
of the inner-city geothermal power plant SLS is plotted. The shaded circles around the three SLS re-injection wells mark a
radius of 5 km. The red outline in the epicentral uncertainty plots mark the 500 m contour line. The coordinate system is
Gauss-Krüger (GK4).
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work optimization for borehole stations is performed.
We find that at least 5 new borehole stations are suffi-
cient to reach the recommended epicentral uncertainty
of less than 500 m in the surroundings of the SLS re-
injection wells (Fig. 10 a). Additionally, the vertical un-
certainty threshold of < 2 km is reached almost within
the entire 5 km radius, except for some outermost parts.

To estimate the minimum required borehole depth
we stepwise decrease the borehole noise level factor for
the background noise map. We find that a factor of 6 is
sufficient to reach the recommended location accuracy
(Fig. 10 b). Assuming the simple relation of noise de-
creasing with depth by a factor of

√

depth[m] this would
correspond to a borehole depth of 36 m.

Even though borehole stations significantly improve
the quality of the monitoring network, their installa-
tion is not always feasible due to high costs and infras-
tructural limitations. Therefore, we test if less borehole
stations in combinationwith additional surface stations
could also reach the FKPE-recommended location pre-
cision. At first, the optimization is performed for 3 new
borehole stations by scaling the noise map with a fac-
tor 10. This is followed by an optimization run with 5
new surface stations, while fixing the previously deter-
mined borehole stations. The recommended epicentral
and vertical uncertainty thresholds are reached in this
case (Fig. 10 c).

6 Conclusion

Weperformed a network optimization using the python
wrapper pyNetOpt3D around the NetOpt3D program in
order to improve themicroseismicmonitoring for a safe
operation of deep geothermal plants in Munich’s inner-
city. In the first step we constructed a noise model for
the Munich area in order to capture the heterogeneous
noise conditions. This high resolution noise model en-
abled the algorithm to find suitable station locations
even within the city center. The results suggest that
the current monitoring network is not suitable to locate
ML 1 earthquakes with a FKPE-recommended epicen-
tral uncertainty of < 500 m and vertical uncertainty of
< 2 km. We showed that adding solely surface stations
to the inner-city network is not sufficient to reach the
recommended thresholds. The additionof borehole sta-
tions significantly improved the quality of the monitor-
ing network, which indicates that borehole installations
may be indispensable in urban environments. However
borehole installations are not always feasible and come
with high costs. We were able to show that a combi-
nation of new borehole and new surface stations can
be used to record and locate ML 1 events in Munich
with the recommended location precision. This study
presents procedures and shows solutions for improving
the microseismic monitoring within urban areas both
for induced and natural seismicity. Nevertheless, we
emphasise that proper seismic monitoring is only one
component of a comprehensive risk governance strat-
egy for induced seismicity.
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Abstract In this study, we focus on Northwest Iran and exploit a dataset of Rayleigh-wave group-velocity
measurements obtained from ambient noise cross-correlations and earthquakes. We build group-velocity
maps using the recently developed SOLA Backus-Gilbert linear tomographic scheme as well as the more tra-
ditional Fast-marching Surface-wave Tomography method. The SOLA approach produces robust, unbiased
local averages of group velocities with detailed information on their local resolution and uncertainty; how-
ever, it does not as yet allow ray-path updates in the inversion process. The Fast-marching method, on the
other hand, does allow ray-path updates, although it does not provide information on the resolution and un-
certainties of the resulting models (at least not without great computational cost) and may suffer from bias
due to model regularisation. The core of this work consists in comparing these two tomographic methods, in
particular how they perform in the case of strong vs. weak seismic-velocity contrasts and good vs. poor data
coverage. We demonstrate that the only case in which the Fast-marching inversion outperforms the SOLA in-
version is for strong anomaly contrasts in regions with good path coverage; in all other configurations, the
SOLA inversion produces more coherent anomalies with fewer artefacts.

Non-technical summary Seismic tomography is an imaging technique that uses seismic waves
generatedby earthquakes andambient seismic noise cross-correlations to create two- and three-dimensional
images of Earth’s interior. Tomographic images obtained in the past decades have greatly improved our un-
derstanding of the Earth’s heterogeneous structure and dynamics. In this study, we focused on Northwest
Iran, a region with complex structures, and tested two different tomographic methods to better understand
how they perform in regions with different degrees of geological contrasts and data coverage.

1 Introduction

Northwest Iran is part of the Arabia-Eurasia collision,
situated between the Caspian Sea, the southern Cauca-
sus, eastern Anatolia, and the northern Zagros Moun-
tains (Fig. 1a). This strongly deformed and seismi-
cally active region was formed from the closure of the
Neotethys Ocean and the collision of the Arabian plate
with the Central Iran block. It has been the subject
of many imaging studies that aim to answer questions
about its geological history and the processes that have
shaped it. These studies have used body waves (Ali-
naghi et al., 2007; Bavali et al., 2016; Rezaeifar et al.,
2016; Rezaeifar and Kissling, 2020), head waves (Hearn
and Ni, 1994; Sandvol et al., 2001; Al-Lazki et al., 2003;
Gök et al., 2003; Amini et al., 2012; Maheri-Peyrov
et al., 2016; Lü and Chen, 2017), receiver functions (Paul
et al., 2010), shear-wave splitting (Kaviani et al., 2009),
coda attenuation (Rahimi et al., 2010a,b; Naghavi et al.,
2012; Farrokhi et al., 2015; Forrokhi et al., 2016; Iran-

∗Corresponding author: samanaf@stu.iiees.ac.ir

doust et al., 2016), and surface-waves both from earth-
quakes (Maggi and Priestley, 2005; Manaman et al.,
2010; Rahimi et al., 2014; Mortezanejad et al., 2019;
Zandi and Rahimi, 2020; Shakiba et al., 2020) and am-
bient seismic noise cross-correlations (Mottaghi et al.,
2013; Movaghari and Doloei, 2019; Movaghari et al.,
2021).

Among the authors of the surface-wave studies of
the region, some (Maggi and Priestley, 2005; Manaman
et al., 2010) implemented the PartitionedWaveform In-
version scheme of Nolet (1990) and van der Lee and No-
let (1997) that inverts surface-wave seismograms for 1D
path-averaged shear-wave velocity profiles then applies
a tomographic inversion based on the linear-damped-
least squares LSQR algorithm of Paige and Saunders
(1982) to produce 3D shear-wave velocity models. The
others measured surface-wave dispersion then applied
2D tomographic methods to create group and/or phase
velocity maps, using either the linear-inversionmethod
of Ditmar and Yanovskaya (1987) and Yanovskaya and
Ditmar (1990) (Rahimi et al., 2014; Mortezanejad et al.,
2019; Zandi and Rahimi, 2020; Shakiba et al., 2020), or
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Figure 1 (a) The location map of the main seismotectonic units: the volcanic and intrusive rocks (brick red areas); the
Zagros fold and thrust belt (ZFTB); the Sanandaj-Sirjan Zone (SSZ); the Urumieh-Dokhtar Magmatic Arc (UDMA), the Alborz
and Talesh; the South Caspian Basin; and the Lesser Caucasus. Two major active faults are indicated with solid lines: the
North Tabriz Fault (NTF) and the Main Zagros Reverse Fault (MZRF). The locations of the Sahand and Sabalan volcanoes are
shown by black triangles. (b) Locations of the seismic stations and earthquakes used. Triangles indicate stations; red stars
indicate earthquakes. Stations surrounded by circles were used for both earthquakes and ambient noise cross-correlations.

the Fast-marching Surface-wave Tomography method
of Rawlinson and Sambridge (2005) (Mottaghi et al.,
2013; Movaghari and Doloei, 2019; Movaghari et al.,
2021). Of this latter group, some then inverted their
dispersion maps at each point to obtain 3D shear-wave
velocity models, using either a linearised least-squares
inversion (Mottaghi et al., 2013; Movaghari and Doloei,
2019) or a non-linear inversion (Mortezanejad et al.,
2019; Movaghari et al., 2021).

As is common when comparing the results of to-
mographic studies of a single region, the surface-wave
studies mentioned earlier agree on the main structures
of the region – they all show high velocities at shal-
low depth and short periods in the Sanandaj-Sirjan zone
and low velocities in the Zagros fold and thrust belt
– but differ in the details. For example, the group-
velocities from Shakiba et al. (2020) are higher than
those from Mortezanejad et al. (2019) and Zandi and
Rahimi (2020), while the region south of Sahand volcano
has slow group-velocities at short periods in Shakiba
et al. (2020) andMottaghi et al. (2013) and fast velocities
in Mortezanejad et al. (2019), Zandi and Rahimi (2020),
and Movaghari and Doloei (2019). There are multiple
factors contributing to these discrepancies. We have
previously discussed the diverse sources of surface-
wave data (earthquakes or ambient noise) and varia-
tions in tomographic inversion methods. Additionally,
we should consider disparities in uncertainty estimates
for themeasurements, differences inmodel parameter-
isation, and variations in the choice of trade-offparame-

ters. In the absence of consistent resolution and uncer-
tainty estimates of the tomographic models, meaning-
fully comparing them becomes difficult (e.g. Rawlinson
et al., 2014). Of the studies cited above, only those using
the linear-tomographic inversionmethod of Ditmar and
Yanovskaya (1987) and Yanovskaya and Ditmar (1990)
include spatial estimates of tomographic model resolu-
tion and uncertainties (Rahimi et al., 2014; Mortezane-
jad et al., 2019; Zandi and Rahimi, 2020; Shakiba et al.,
2020), though not the full resolution-matrix with which
to also quantify model bias. The other tomographic in-
versionmethods used – the LSQR damped-least squares
inversion method of Paige and Saunders (1982) for the
studies using Partitioned waveform inversion and the
subspace inversion method of Kennett et al. (1988) for
those using Fast-marching seismic tomography – do not
produce the full resolution-matrix either. For a good ex-
planation of why producing the resolution matrix for
such methods is computationally expensive, see Deal
and Nolet (1996).

New seismic tomographic inversionmethods are con-
tinuously being developed, including some that focus
on the question of tomographic model resolution. One
such method is called Subtractive Optimally Localised
Averages (SOLA). This computationally efficient vari-
ant of the Backus–Gilbert linear-inversion paradigm
(Backus and Gilbert, 1967, 1968) was introduced in he-
lioseismology (Pijpers and Thompson, 1992, 1993) then
adapted to seismic tomography (Zaroli, 2016; Zaroli
et al., 2017; Zaroli, 2019; Latallerie et al., 2022). The
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SOLAmethod not only produces full resolution and un-
certainty information for tomographic models, it also
constrains the models to be unbiased, and allows users
direct control on the trade-off between resolution and
uncertainty.
In this study, we apply the SOLA tomographic in-

version of Zaroli (2016) to Northwest Iran to construct
maps of Rayleigh-wave group-velocities, using a dataset
of Rayleigh-wave dispersion measurements obtained
both from earthquakes and from seismic noise cross-
correlations. We compare the resulting tomographic
images with those obtained using the same dataset
and parameterisation but applying the Fast-marching
surface-wave tomography method of Rawlinson and
Sambridge (2005). We focus on how each method per-
forms in cases of strong vs. weak seismic-velocity con-
trasts and good vs. poor data coverage.

2 Geological context

Northwest Iran forms part of the Arabia-Eurasia conti-
nental collision zone and is subject to a local transpres-
sional tectonic regime with a high level of seismicity.
The region is bounded in theNorth by the Lesser Cauca-
sus thrust belt and the Kura depression, in the East by
the Talesh mountains, the Alborz mountains, and the
South Caspian Basin, in the South by the Zagros fold
and thrust belt, and in the West by Eastern Anatolia.
The crust and uppermantle structure of Northwest Iran
has been strongly shaped by the convergence occurring
on the southern edge of the Eurasian plate (e.g. Sengor,
1990).
The region contains two major active faults – the

North Tabriz Fault and the Main Zagros Thrust Fault –
and can be divided into a handful of tectonic units, as
shown in Fig. 1a. TheNorthTabriz Fault (NTF in Fig. 1a)
has a clear surface expression, is considered one of the
most active faults in Northwest Iran, and has been im-
plicated in catastrophic historical earthquakes (Moradi
et al., 2011). The Main Zagros Reverse Fault (MZRF in
Fig. 1a) forms the suture between the Arabian plate and
Central Iran block, which occurred after the closure of
the Neotethys Ocean (Talebian and Jackson, 2002).
To the southwest of this suture, the Zagros Fold and

Thrust Belt (ZFTB in Fig. 1a) contains a 12-km thick
sequence of sediments over an altered Precambrian
basement (Stocklin, 1968), with several active reverse
faults that accommodate surface folding (Jackson and
Fitch, 1981). To the northeast of theMain Zagros Thrust
Fault lies the Sanandaj-Sirjan zone (SSZ in Fig. 1a), a
metamorphic region that extends northwestwards into
Eastern Anatolia and becomes the East-West trend-
ing Bitlis metamorphic massif. To the northeast of
the Sanandaj-Sirjan zone lies the Urmieh-Dokhtar mag-
matic Arc (UMDA in Fig. 1a), composed of intrusive
magmatic rocks related to theNeotethys subductionand
mostly emplaced during the Eocene (Alavi, 1994).
Further northeast, beyond the Alborz and Talesh

mountains, lies the South Caspian Basin, a relatively
aseismic rigid basement block that has affected the de-
formation history of the surrounding continental re-
gions. The South Caspian Basin and the Kura depres-

sion to its west are thought to be a relic back-arc of the
TethyanMesozoic subduction, or possibly a piece of un-
usually thick oceanic-like crust, trapped within a con-
tinental collision zone (Berberian, 1983; Mangino and
Priestley, 1998; Brunet et al., 2003), similar to the Black
Sea (Okay et al., 1994) and the eastern Mediterranean
(de Voogd et al., 1992). Because of the South Caspian
basin’s low elevation and its southwest motion relative
to central Iran, Talebian and Jackson (2002) and Allen
et al. (2003) suggested that it underthrusts the Talesh
andAlborzmountains on its western and southernmar-
gins. Accurate location of local seismicity along these
margins by Aziz Zanjani et al. (2013) indicates that deep
earthquakes beneath the Talesh mountain range only
occur on its Caspian flank, implying that the under-
thrusting beneath the Talesh is not extensive.
Northwest Iran has experienced extensive volcanism

throughout the Cenozoic and contains volcanic rocks
that are Eocene to Quaternary in age. The Sahand and
Sabalan volcanoes (Fig. 1a) are very large structures that
dominate the Pliocene-Quaternary magmatic activity.
The Eocene and Oligocene rocks of NW Iran are related
to arc magmatism (e.g. Agard et al., 2011), while the
late Miocene to Quaternary units are believed to have
formed in a post-collisional setting and become pro-
gressively younger fromWest to East (Sengor and Kidd,
1979; Pang et al., 2013). The earliest post-collisional
magmatism dated by Pang et al. (2013) occurred in the
late Miocene (11 Ma) just east of Lake Urumieh, in the
region of Sahand volcano, and was followed by erup-
tions in the late Miocene to Pliocene (6.5–4.2 Ma) and
then farther east by eruptions at the Sabalan volcano in
the Quaternary (<0.4 Ma).

3 Data Processing and Measurement

We measured Rayleigh-wave group velocity dispersion
curves onboth earthquake recordings andambient seis-
mic noise cross-correlations in Northwest Iran. We
used 55 broad-band and mid-band stations (see Fig. 1b
and Table S1): 32 operated by the Iranian Seismological
Center (IRSC, affiliatedwith the Institute of Geophysics,
University of Tehran) and 23 belonging to the Inter-
national Institute of Earthquake Engineering and Seis-
mology (IIEES, operated by the Iranian National Broad-
band Seismological Center).

3.1 Data processing

We collected vertical component seismograms (due to
noisier signal and the misorientation issue in the hor-
izontal components, documented for Iranian stations
by Movaghari et al. (2021) with clear surface-waves at
distances between 100 and 800 km from 103 M>4.5
earthquakes that occurred between 2012 and 2022. To
equalise the sampling frequency and reduce compu-
tational time and storage, the data were decimated to
2 Hz. We detrended the signals, removed the instru-
ment responses and filtered between 5 and 120 s pe-
riod. We chose the lower limit of this filter to be able
to make measurements at 10 s period to constrain the
crustal structurewithoutmeasuring too close the thefil-
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Figure 2 (a) Example of the vertical component of a seismogram (in velocity) used for dispersion measurements, filtered
between 5 s and 120 s. Horizontal axes show time duration after origin time. The signal is detrended, decimated and station
responses have been removed. Station names and times are shown. (b) Vertical two-sided noise correlation functions sorted
by inter-station distance. The surface-wave move-out is between 2 and 4 km/s. Rayleigh-waves are observable at both posi-
tive (causal) and negative (acausal) lag times. Only the noise correlation functions with signal-to-noise ratios larger than 10
are plotted.

ter’s edge; we chose its upper limit because of the inter-
station distance (mean distance of 506 km) and the sis-
mometer responses. We then visualised the waveforms
and retained those with clear dispersed surface-waves.
An example is shown in Fig. 2a.

We also collected continuous, vertical seismic
records dating between January 2013 and December
2015 from 19 of the 55 available broad-band stations.
Several of the broadband stations in the IRSC and IIEES
networks were deployed after 2015 or at the end of
2014, so did not produce enough continuous data for
our study. Moreover, some stations recorded part of
the time as short-period stations and part of the time
as broadband stations (instrument updates over the
network). In some cases, we had insufficient coinci-
dent recording between two stations to cross-correlate
and produce stable surface waves. We followed the
procedures of Bensen et al. (2007), Lin et al. (2008), and
Poli et al. (2012) to process continuous seismic noise
data, and to extract Rayleigh-waves. We cut continuous
data into one-day segments and decimated them to
two samples per second. Then we removed the trend
and instrument response from the daily segments and
filtered them using a 5–120 s period band. We used a
procedure similar to that of Zigone et al. (2015) to nor-
malise the data and minimise the effects of transients
and data irregularities: we cut the daily traces into
4-hour time windows then removed strong impulsive
signals by discarding windows whose energy exceeded
the daily average by over 30% and those with gaps over
10% of the total duration. We chose to remove signals
based on 4-hour windows because there are often mul-
tiple aftershocks after larger impulsive earthquakes.
We chose 30% for the daily average energy threshold by
experimenting with a representative subset of our data:
for larger values, some high amplitudes still remained
in the signal and could perturb the correlations; for
lower ones, windows without strong amplitudes started
to be removed, reducing the overall amount of data
available for correlation. We chose a 10% gap threshold
to ensure that sufficient noise data was present in
the selected windows before the computation of the

correlation function. We then applied spectral-domain
whitening between 5 and 120 s period and cut the
processed data into one-hour windows to increase
the speed of cross-correlation computation. Finally,
we cross-correlated across all available station pairs
and stacked the correlation functions over the fullest
available time.
Fig. 2b shows the resulting stacked correlation func-

tions sorted by inter-station distance. The amplitudes of
the causal and a-causal parts are almost identical, indi-
cating complete noise homogenisation over the three-
year recording time. We averaged the two sides of each
stacked correlation function to create one-sided sym-
metric correlation functions and evaluated their qual-
ity using the period-dependent signal-to-noise ratio: ra-
tio of the peak amplitude of the narrow-band filtered
surface-wave to the root-mean-square of the trailing
noise. We defined the time window of the surface-wave
signal by the arrival times at themaximum (4 km/s) and
minimum (2 km/s) surface-wave velocities.

3.2 Dispersion Curve Measurements

Wemeasured dispersion curves from seismograms and
noise correlation functions in the same way. We ex-
cluded all paths with an epicentral or inter-station
distance smaller than 100 km (approximately 3 wave-
lengths) to ensure a good sampling of themediumalong
the path and rejected noise correlation functions whose
signal-to-noise ratios were lower than 5. We applied the
automated multiple filter technique of Pedersen et al.
(2003) to create the group-velocity dispersion diagrams,
as shown in Figure 3. We selected the period range
within which the maximum of the dispersion diagram
corresponded to the fundamental mode Rayleigh-wave
while rejecting all parts of the dispersion curves af-
fected by scattered waves, multi-pathing effects, over-
tones, or persistent noise sources.

3.3 Data Uncertainties

Uncertainties are important in all tomographic inver-
sions, but even more so for SOLA Backus-Gilbert inver-

4 SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | SOLA vs. Fast-marching in Northwest Iran

Figure 3 Examples of group-velocity dispersion diagrams for earthquakes and ambient seismic noise cross-correlations.
Diagram (a) wasmeasured from an earthquakewaveform recorded at station HSB station at an epicentral distance of 571 km
and related to the earthquake on 2020-04-29, 17:01:34; diagram (b) was measured from a noise correlation function for the
station pair BZA-GHVR distant 311 km from each other. The color scale represents normalised energy. Themaximum energy
observed at different periods is indicated in red.

Figure 4 (a) From the dispersion diagrams in Fig. 3, we extract plots of energy versus velocity at a given period (in this
example 50 s). We estimate the uncertainty of the velocity measurement from the range of velocities at which the seismic
energy is at least 90% of that at the apex of the curve. (b) Schematic figure of the data error related to the location of the
earthquake. The error ellipse is drawn around the exact location of the events and uniform points with Gaussian distribution
surrounding it.

sions inwhich they trade-offdirectlywith themodel res-
olution. It is impossible to perform a meaningful SOLA
Backus-Gilbert inversion without robust estimates of
data uncertainties. We considered only the two largest
sources of data uncertainties: those connected with
measuring the maximum energy for each period on
the group-velocity dispersion diagrams and those con-
nected with the uncertainties in earthquake locations.
For the ambient seismic noise cross-correlations mea-

surements, only the first kind applies; for the earth-
quake measurements, both apply and are combined as
independent errors.

To extract the group-velocity uncertainties from the
dispersion diagrams, we used the strategy of Zigone
et al. (2015) and Ouattara et al. (2019): we fit a Gaussian
to the energy in the diagram at each period, picked the
maximum of the fitted Gaussian as the group-velocity,
and used the spread of the Gaussian at 90% of the max-
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Figure 5 (a) The number of group-velocitymeasurements at periods of 10, 20, 30, and 50 s. (b) The average group-velocities
at each period; the error bars show the average uncertainties of the measurements at each period.

imum to define the uncertainty (Fig. 4a). The uncer-
tainty is half of the interval at 90% amplitude. Note that
choosing the standard half-width of the fitted Gaussian
would result in over-estimated uncertainties: Gaussian
half-widths correctly estimate the uncertainty of a ran-
dom variable with a normal distribution, but here we
were trying to estimate the uncertainty of picking the
maximum energy of an envelope.

To evaluate the contribution of the location uncer-
tainties to the uncertainties in group-velocities, we used
the latitude and longitude errors given by the Interna-
tional Institute of Earthquake Engineering and Seismol-
ogy (IIEES) and Iran Seismological Center (IRSC) net-
works for each earthquake to plot an error ellipsoid
around the hypocenter and drew points from the result-
ing 2D-Gaussian distribution (Fig. 4b). We used the dis-
tances from each of these points to the station to de-
termine the distribution of the resulting group-velocity
estimates; as this distribution was approximately Gaus-
sian, we considered its σ value as the contribution of the
location uncertainty to the group-velocity uncertainty.

We rejected group-velocity measurements with un-
certainties larger than 0.35 km/s (approximately 10% of
maximum observed velocity at 50s period). The result-
ing number of measurements per period and average
group-velocities are shown in Fig. 5. Maps of the mea-
sured group velocities for each period are shown in Fig-
ure 6.

4 Tomographic Methods

We inverted the group-velocity measurements shown
in Fig. 6 to produce maps of group velocities at peri-
ods of 10, 20, 30, and 50 s using two different tomo-
graphic methods: the Fast-marching surface-wave to-
mography method of Rawlinson and Sambridge (2005)
and the SOLA Backus-Gilbert method of Zaroli (2016)
and Zaroli et al. (2017). For detailed explanations of the
two methods, we refer the reader to these publications.
However, since the main objectives of this study are to
compare the twomethods using an identical dataset and
explore their respective advantages and disadvantages,
we present below an overview of how each method ad-

dresses the forward and inverse aspects of the tomo-
graphic problem.

4.1 Forward Problem

The forward problem is commonly expressed as the fol-
lowing path integral:

(1)to =

∫

path

n(x) ds,

where to is the time taken by the seismic wave to travel
along its path from source to receiver, n(x) is the slow-
ness (inverse of the velocity) of the seismic wave as a
function of position, and s is a parametric variable that
indicates the position along the path. Equation (1) is the
integral form of the well-known eikonal equation that
relates travel-times to the spatial distribution of slow-
nesses. For group-velocity tomography, the equivalent
formulation becomes

(2)
1

Uo

=
1

L

∫

path

ds

U(x)
,

where Uo is the measured group-velocity, U(x) is the
group-velocity as a function of position, and L is the
length of the path.
Equations (1) and (2) are linear in the integrands n(x)

and 1/U(x). If the position of the path is known in ad-
vance, then we can say that the whole tomographic for-
ward problem is linear. However, seismic-wave paths
have a non-linear relationship with the spatial distribu-
tion of seismic velocities. If the velocity anomalies are
small, the ray path can be approximated by the great
circle connecting the source and receiver. Otherwise,
deviations from the great-circle path may be important
and cannot be neglected.
Since the slowness distribution is unknown, tomo-

graphers assume a starting slowness model, then use
an inverse method to update their model based on dif-
ferences (residuals) between the measurements (in our
case group-velocity measurements) and the predicted
values. In the SOLA Backus-Gilbert tomographic inver-
sion, only the slowness distribution is updatedwhile the

6 SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | SOLA vs. Fast-marching in Northwest Iran

Figure 6 Path coverage of group-velocity measurements at periods of 10, 20, 30, and 50 s. Paths are colored by their re-
spective group-velocity values.

ray path is fixed. In the Fast-marching tomographic in-
version, the slowness distribution is updated first, then
used to predict a new path that minimises the travel-
time between source and receiver thanks to an eikonal
solver (for more details on the workings of this specific
eikonal solver, consult Rawlinson and Sambridge, 2005)
and the process is repeated until the paths no longer
move. As the path updates are a non-linear function of
the slowness distributions, methods that perform such
updates are termed non-linear-tomographic methods
(amongstmany examples, see Rawlinson and Spakman,
2016).

4.2 Inverse Problem

The inverse problem in seismic tomography consists
in updating a starting slowness model m to minimise
the residuals between the measurements and the cor-
responding predicted values. For simplicity, the follow-
ing description assumes the slowness distribution is de-
scribed by a set of values that represent slowness in a
discrete set of geographical cells that span the region
of interest. As the path is assumed to be known (al-
beitmore or less accurately, as discussed above), we can

write a discretised version of the integral expressions
for the forward problem as the following matrix equa-
tion:

(3)d = G m + n,

whered is a vector containing all measurements (in our
case 1/Ui for the i’th path), n is a vector containing the
noise on the measurements, m is a vector containing
the slowness value in all cells (in our case 1/Uj for the
j’th cell), andG is amatrix containing the length of each
path in each cell (Gij is the length of path i in cell j). An
equivalent andmore convenient formulation of the for-
wardproblem interpretsm as corrections to the starting
model and d as the residuals.
The point of inverse methods is to estimate the slow-

ness (or the slowness perturbations) m as a function of
the measurements (or measurement differences) d. If
the inversemethod is linear, we canwrite the final slow-
ness estimate as

(4)m̃ = G
−g

d,

where G
−g is called the generalised inverse of G (Pen-

rose, 1955). The process of estimating m̃ is complicated
by many factors, including uncertainties in the mea-
surements and uneven path coverage of the region lead-
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Figure 7 Trade-off curves (L-curves) for Fast-marching (a,b) and SOLA inversions (c). A trade-off between data residual and
model variance for different values of the damping (a) and smoothing (b) parameters for the Fast-marching Surface-wave
Tomography method. (c) A trade-off between average resolution and average uncertainty for the SOLA method for different
values of the trade-off parameter η. The numbers in the boxes show the chosen trade-off value for the period of 10s.

ing to some cells being traversed by many independent
paths and others by none at all. This led to the devel-
opment of various inverse methods, each with its own
advantages, disadvantages, and trade-offs. Some meth-
ods search for an appropriate slowness estimate m̃ by
iteratively perturbing the prior slownessmodel without
trying to construct the generalised inverse G

−g, for ex-
ample, the conjugate gradient method first proposed by
Hestenes and Stiefel (1952) or the LSQR method devel-
oped by Paige and Saunders (1982); others try to esti-
mate G

−g directly, for example the singular value de-
composition method first proposed by Penrose (1955)
and clarified by Lanczos (1961). If G

−g is estimated di-
rectly, we can combine equations (3) and (4) to obtain

(5)m̃ = G
−g(G m + n)

= R m + G
−g

n,

where R = G
−g

G is called the resolution matrix. This
shows that the slowness estimate is actually a weighted
average of the true slowness perturbed by noise. For a
single cell, for example the k’th cell, the estimated slow-

ness is m̃k =
∑M

j=1 Rkjmj +
∑N

i=1 G−g
ki

ni, where the k’th
row of the resolution matrix R acts as an averaging op-
erator called an averaging kernel by Backus and Gilbert
(1968) and denoted A

(k).
Inverse methods can be split into two general cat-

egories, based on the trade-offs they use to stabilise
the inversions. Most inverse methods trade fitting the
measurements against prior beliefs about the slow-
ness distribution (its smoothness, for example); we call
such methods data-fitting inversions and they are often
exemplified by, though not limited to, general least-
squares inversions (e.g. Tarantola and Valette, 1982;
Menke, 2015). Data fitting is the most intuitive inver-
sion paradigm. The measurements force the model
to update and where the measurements lack sensitiv-
ity or have large uncertainties, the model is not modi-
fied (e.g. Scales and Snieder, 1997). The Fast-marching
surface-wave tomography method of Rawlinson and
Sambridge (2005) fits into this paradigm and uses the
subspace inversion method of Kennett et al. (1988) to
minimise an objective function that includes the resid-
uals, a damping factor that discourages changes in the
starting model, and a smoothing factor that constrains
the model smoothness.
Despite its intuitive appeal, data fitting is not the only

inversion paradigm that exists. In the late 1960s, Backus

and Gilbert introduced an inversion paradigm that con-
structed each row of the G

−g matrix independently by
requiring an optimal resolution of the slowness distri-
bution, and proved that the resulting distribution still
fits the measurements (Backus and Gilbert, 1967, 1968).
We call such methods resolution-optimising inversions,
also known as optimised local average (OLA)methods. Al-
though the Backus-Gilbert inversion paradigm can be-
come numerically inefficient when the number of pa-
rameters and data is large and has been deemed dif-
ficult to apply to noisy data (Parker, 1994; Trampert,
1998; Nolet, 2008), it has been successfully applied to
a few tomographic problems at scales ranging from lo-
cal to global (e.g. Chou and Booker, 1979; Trampert and
van Heijst, 2002; Bonadio et al., 2021). The compara-
tively small family of Backus-Gilbert inversionmethods
now contains a highly-efficient method first proposed
in helioseismology (Pijpers and Thompson, 1993) then
adapted to discrete and continuous tomographic inver-
sions by Zaroli (2016), Zaroli et al. (2017), and Zaroli
(2019): the SOLA (Subtractive Optimally Localised Av-
erage) Backus-Gilbert method. It estimates each row of
G

−g by minimising an objective function that includes
the difference between the averaging kernel A

(k) and a
target kernel based on the path distribution, a trade-off
factor called η that regulates the trade-off between res-
olution and uncertainties, and a condition that the sum
of the values in the averaging kernel adds up to 1 (uni-
modular averaging kernels, the condition for obtaining
unbiased model estimates).

4.3 Implementation Details

We used the Fast-marching Surface-wave Tomography
(FMST) package developed by Rawlinson and Sam-
bridge (2005) and the SOLA Backus-Gilbert code devel-
oped by Zaroli (2016) and Zaroli et al. (2017) and adapted
to surface-wave tomography by Latallerie et al. (2022).
We parameterised the slowness space in cells of 0.25◦

in latitude and longitude.
For the Fast-marching method we selected the val-

ues of the damping and smoothing factors of the sub-
space inversion by examining the trade-offs between
data residual and model variance as shown in Fig. 7a,b
(often called L-curves): the chosen values were 5 for the
damping factor and 30 for the smoothing factor, each
located near the elbow of its L-curve.
For the SOLA tomographic method we chose the tar-
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Figure 8 Path densities and SOLA target kernel radii at 10 s period. (a) The number of paths per 0.25◦ cell. (b) Radii of target
kernels derived from the path densities using equation 6; cells containing no paths are masked in white.

Figure 9 Target and averaging kernels for the SOLA inversion at 10 s period. (a) Circular target kernels at locations with
different path densities. (b) Averaging kernels obtained after a SOLA inversion with η = 0.4.

get kernels for each cell to be circles whose radii de-
pended on the logarithm of the path density (Zaroli
et al., 2017; Latallerie et al., 2022):

(6)r(ρ) = rmax − (rmax − rmin)

[
log(ρ − ρmin)

log(ρmax − ρmin)

]
,

where r is the target kernel radius, constrained to lie
between rmin and rmax, and ρ is the path density (sum
of the columns of G) whose minimum and maximum
values are ρmin and ρmax. We chose rmin = 50 km and
rmax = 250 km, based on the dominant wavelengths
and path lengths within the dataset. The path densi-
ties and target kernel radii are shown in Fig. 8. We se-
lected the value of the trade-off parameter η between
resolution and uncertainty of the SOLA inversion by ex-
amining the trade-offs between the average resolution
length and the average model uncertainties as shown
in Fig. 7c. Fig. S3 of the Supplementary materials show
tomographic models, uncertainty maps, and resolution

lengths obtained using a range of η values.

Fig. 9 shows three target kernels and the correspond-
ing averaging kernels produced by the SOLA inversion,
projected onto the 0.25◦ grid. The size of the target ker-
nels increases in regions of poor coverage and the shape
of the averaging kernels shows potential smearing of in-
formation fromoutside the target kernel. As it would be
unwieldy to plot averaging kernels for all points, in the
followingwe summarise the size of the averaging kernel
by a singlenumber, the resolution length,whichwe take
to be the mean of the semi-major and semi-minor axes
of the ellipse that contains 68% of the averaging kernel
(an approach roughly equivalent to that of Yanovskaya
et al., 1998).

5 Results

Figure 10 shows Rayleigh-wave sensitivity kernels as a
function of depth at various periods. Figures 11, 12,
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13, and 14 show the group-velocity maps we obtained
from our combined noise correlation and earthquake
dataset using Fast-marching and SOLA tomographic ap-
proaches for periods of 10, 20, 30 and 50 s respectively.
The figures also show the SOLA resolution lengths and
uncertainties for each period.

Figure 10 Sensitivity kernels of Rayleigh-wave group ve-
locity at different periods.

5.1 Group velocities maps at 10 s period

At periods of 10 s, fundamental-mode Rayleigh-wave
group velocities are expected to be primarily sensitive
to the upper crust (Fig. 10). There is a strong correlation
between the thick sedimentary basins of theupper crust
and low short-period group velocities (e.g. Laske et al.,
2013). Fig. 11 shows that the Fast-marching and SOLA
maps share similar large-scale features though they dif-
fer in several details. Both maps contain high veloci-
ties along theTaleshmountains and the Sanandaj-Sirjan
zone (SSZ in Fig. 11), sandwichedbetween lowvelocities
in the South Caspian Basin and Kura Depression to the
North and East and in Eastern Anatolia and the Zagros
fault thrust belt (ZFTB in Fig. 11) to the South andWest.
The slow velocities in the Caspian Sea basin and

KuraDepressionwere observed in previous studies (e.g.
Mortezanejad et al., 2019) and are related to thick, low-
velocity sediments overlying lower crust thought to be
oceanic in origin (Mangino and Priestley, 1998). The
shape of these low-velocity anomalies seems to bemore
strongly smeared towards the southwest in the Fast-
marching map than in the SOLA map.
The two maps also show a sharp velocity contrast

along the boundary between the Sanadaj-Sirjan zone

and the Zagros fault thrust belt. The fast group veloc-
ities of the Sandaj-Sirjan zone are related to its meta-
morphic Paleozoic-Cretaceous rocks, which show little
to no surface sedimentation or volcanic activity. The
low group velocities in the Zagros fold and thrust belt
are related to weakening and fracturing on shallow and
low-angle reverse faults because of intense deformation
(Jackson and Fitch, 1981) and thickMeso-Cenozoic sedi-
ment cover (Mouthereau, 2011). The boundary between
these two regions more clearly coincides with the main
Zagros reverse fault (MZRF in Fig. 11) in the SOLA map
than in the Fast-marching map. Both maps also show
low velocities in the Urumieh-Dokhtar region (UMDA in
Fig. 11) that in previous studies were attributed to vol-
canic and sedimentary rocks left by lava flows through
pre-existing pyroclastic deposits (e.g. Mottaghi et al.,
2013). The Fast-marching map shows a strong veloc-
ity contrast between this region and the Alborz moun-
tains to the North, a contrast which is more attenuated
in the SOLAmap. In the lesser Caucasus, the SOLAmap
shows low group velocities north of the Sablan volcano
that transition to high group velocities farther East, in
the region of the Sabalan volcano; the low velocities are
less pronounced in the Fast-marching map. The transi-
tion has been seen before and has been interpreted as a
transitionbetweenwarmmagmatic rocks to colder ones
(e.g. Zandi and Rahimi, 2020).

5.2 Group-velocities maps at 20 s period

At periods of 20 seconds, fundamental mode Rayleigh-
wave group velocities are primarily sensitive to the av-
erage shear-wave velocity of the crust at depths up
to 20-25 km (Fig. 10). Fig. 12 shows that the Fast-
marching and SOLAmaps have similar features to those
at 10 s period, with fast velocities in the Sandaj-Sirjan
zone flanked by lower velocities in the South Caspian
Basin and the Zagros fault thrust belt. The strong low-
velocities of the South Caspian and Kura basins visible
in the Fast-marching map are elongated in the direc-
tion of the ray paths (Fig. 6), continuing to suggest these
features may be both smeared and locally biased. The
SOLA resolution lengths at 20 s period (Fig. 12c) are sys-
tematically larger than those at 10 s period (Fig. 11c),
leading to SOLA maps that are smoother with less pro-
nounced velocity contrasts.

5.3 Group-velocities maps at 30 s period

At periods of 30 seconds, fundamental mode Rayleigh-
wave group velocities are expected to be primarily sen-
sitive to the shear-wave velocity of the lower crust and
uppermost mantle (Fig. 10). In continental regions, low
group velocities at these periods indicate either a thick
crust overlying anormal continentalmantle lid or a nor-
mal crust overlying a weak lithospheric mantle, while
high group velocities usually indicate a normal con-
tinental crust over a thick or oceanic-like mantle lid.
Fig. 13 again shows similarities between the two maps,
with stronger smearing in the South Caspian Basin re-
gion in the Fast-marching map. The low velocities in
theTalesh region, visible in both images,may be related
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Figure 11 Tomographic results for group velocities at 10 s period. (a) Group velocity map obtained using Fast-marching
tomography. (b) Group velocity map obtained using SOLA Backus-Gilbert tomography. (c) Resolution lengths and (d) model
variances from the SOLA inversion.

to a thickening of the crust seen by Mortezanejad et al.
(2013) and confirmed by receiver functions that show a
Moho depth of 54 km compared to values of 46 km in
the South Caspian Basin and 47 km in the rest of North-
west Iran (Mortezanejad et al., 2019). The high veloci-
ties in the Zagros fold and thrust belt, although visible
in both models, are smaller than the SOLA resolution
length. Previous studies of the region based on the Fast-
marching method observed a similar high-velocity re-
gion under the belt that contrasts with slower velocities

in the Sandaj-Sirjan zone. This correlates with crustal
thickening from 38 km in the Zagros fold and thrust
belt, to 54 km in the Sandaj-Sirjan zone, to 44 km in the
Urumieh-Dokhtar region (Mortezanejad et al., 2019).

5.4 Group-velocities maps at 50 s period

At periods of 50 seconds, fundamental mode Rayleigh-
wave group velocities are expected to be primarily sen-
sitive to the shear-wave velocity of the uppermost man-
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Figure 12 Tomographic results for group velocities at 20 s period. Panels as in Fig. 11.

tle (Fig. 10). Slow velocities at these periods are usually
attributed to thin or absent lithosphere, while fast ve-
locities are attributed to a stable continental mantle lid
or to an oceanic lithosphere. Fig. 14 shows that Fast-
marching and SOLA group-velocity maps both contain
apparent short-wavelength structures, stronger and at
smaller spatial scales in the Fast-marching map, that
differ significantly between the maps. Disagreement
between tomographic images is common when cov-
erage is poor, as the priors imposed in the inversion
act more strongly in the absence of data. The Fast-

marchingmap contains three prominent features prob-
ably cased by smearing and/or local bias: the elongated
slow velocities in the South Caspian Basin, the fast ve-
locities that trend South-West from the Kura Basin, par-
allel to a group of paths with the same orientation seen
in Fig. 6d; and the high velocity in Zagros fault and
thrust belt (ZFTB). These artefacts are absent from the
SOLA map. It is hard to reconcile the group-velocity
maps in Fig. 14 with previous studies that find deeper
lithosphere-asthenosphere boundaries beneath the Al-
borz and South Caspian Basin (Bavali et al., 2016), or a
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Figure 13 Tomographic results for group velocities at 30 s period. Panels as in Fig. 11.

thick high-velocity mantle lid under the Zagros and the
SouthCaspian Sea (Mangino andPriestley, 1998), or that
the lithosphere beneath the South Caspian Sea may un-
derthrust theTaleshmountains (Mangino andPriestley,
1998; Bavali et al., 2016; Mortezanejad et al., 2019).

6 Discussion

We have constructed a dataset of fundamental mode
group-velocity measurements from noise correlations
and local/regional earthquakes in Northwest Iran and

inverted them with two different techniques – Fast-
marching and SOLA Backus-Gilbert – to obtain the
group-velocity maps shown in Figs. 11 to 14. In the
previous section, we attempted to compare the group-
velocitymaps produced by the two techniques to known
geological features in the region seen by previous stud-
ies. Comparisons between tomographic images are no-
toriously difficult to make as their resolution and un-
certainties differ. In our case, we know the resolution
and uncertainties of the SOLA group-velocity map, but
not those of the Fast-marching one. We have inferred
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Figure 14 Tomographic results for group velocities at 50 s period. Panels as in Fig. 11.

several smearing artefacts and possible local bias in the
Fast-marching maps by singling out regions with poor
coveragewhere there is a convergence of paths, notably
in the South Caspian Basin (g and h in Fig. 9) where
the convergence is due to a few earthquakes on the Ap-
scheron Sill that separates the northern and southern
Caspian. Proving that these features are indeed arte-
facts requires careful construction of ad-hoc synthetic
tests.

As the SOLA Backus-Gilbert tomographic inversion
provides full-resolution and uncertainty information,

we do not need to resort to such ad-hoc tests to iden-
tify robust features in the SOLA maps, but can follow a
simple workflow proposed by Latallerie et al. (2022):

1. assume or construct a relevant reference model of
seismic velocity to which we want to compare the
tomographic images;

2. filter this referencemodelwith the SOLAresolution
to obtain the tomographic image that would be ob-
tained if the Earth resembled the reference model;

3. subtract the filtered reference model from the
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SOLA tomographic image to obtain an anomaly
map;

4. divide the anomaly map by the SOLA uncertainties
σm to obtain anomalies in ”units” of σm;

5. mask regionswhere the anomalies are smaller than
±1σm and/or ±2σm;

6. compare the sizes and shapes of the anomalies that
remain with the resolution lengths and individual
averaging kernels to spot unresolved regions and
artefacts and identify significant anomalies for fur-
ther analysis.

6.1 Anomaly analysis for SOLA group-
velocity maps

Although the outcrop geology of Northwest Iran is well
known (see section 2), transforming this geology into
expected group-velocity maps at different periods re-
quires making assumptions about the detailed shapes
and seismic velocities of these geological bodies at
depth. Although such an endeavor would be scientifi-
cally worthy, it falls outside of our team’s expertise and
would take this study outside of its seismological scope.
Instead, we will take as our reference models uniform
velocities equal to the average group-velocity measured
at each period. Such uniform models remain uniform
after filtering with the SOLA resolution because the av-
eraging kernels (i.e. the rows of the resolution matrix)
are constrained to be uni-modular (the sum of the aver-
aging weights is equal to 1).
Figs 15 and 16 show the deviations of the SOLA to-

mographic maps from the uniform reference models
in units of the model uncertainties, σm, with masks at
±1σm (equivalent to a 68% confidence threshold) and
±2σm (equivalent to a 95% confidence threshold) for re-
gions traversed by at least 3 surface-wave paths. Simply
identifying anomalies as exceeding ±σm or ±2σm is not
enough to declare them significant because even if the
Earth were, in reality, identical to the reference model,
we would still expect 32% of velocities to exceed ±σm

and 5% of them to exceed ±2σm because of how the
measurement uncertainties propagate into model un-
certainties. We could be justified in declaring anoma-
lies to be significant only if more points than expected
exceed the±σm and±2σm thresholds, or if these points
organised geographically in coherent regions and these
anomalous regions could indeed be resolved by the to-
mography (anomalies larger than the resolving lengths)
and showed no indication of smearing. This definition
of significance is stricter than the one used in most to-
mographic studies andhighlights the importance, when
using SOLA, of correctly estimating the data uncertain-
ties that feed into the estimates of σm.
At 10 s period (Fig. 15a,b), 42%of cells in the image ex-

ceed ±1σ and 27% exceed ±2σ; the relevant resolution
lengths and σ values are found in Fig. 11c,d. The large,
slow anomaly in the Caspian basin is significant at both
the 1 and 2-σ thresholds and its size (largest dimension
∼ 100 km×300 km) is of a similar order as the resolution
length (radius of 125-225 km). It shows some smearing

in the NE-SW direction, following the dominant direc-
tion of the paths (Fig. 6); to verify this smearing hypoth-
esis, we can examine the target and averaging kernels at
the same location (Fig. 9), which indeed show evidence
of low amplitude recovery and smearing along the same
direction. We can conclude that the Caspian Basin is in-
deed significantly slower than the rest of the region, and
is probably even slower than indicated in Fig. 11b. With-
out detailing the full analysis for each of the features vis-
ible in the 10 s period maps, we can be confident in the
high velocities shown in the Sanandaj-Sirjan Zone and
their contrast with the slower velocities of the Zagros
Fold and Thrust Belt, at least in the ∼ 100 km either
side of the Iran-Irak border; the higher velocities un-
der the Sabalan volcano also seem significant and well-
resolved. However, many of the small scale features in
the Talesh and Alborzmountainsmay be too small to be
correctly resolved; should we be interested in resolving
them in the future, we would need to improve the data
coverage in this region.

At 20 s period (Fig. 15c,d), 38% of cells in the image
exceed ±1σ and 23% exceed ±2σ; the relevant resolu-
tion lengths and σ values are found in Fig. 12c,d. The
Caspian Basin is again significantly slower than aver-
age, with the same smearing problem. The contrast be-
tween the high velocity Sanandaj-Sirjan Zone and the
low-velocity Zagros Fold and Thrust Belt seems again
both significant andwell-resolved, as do the high veloci-
ties under the Sabalan volcano and in the northwestern-
most corner of Iran, north of the North Tabriz Fault and
the Urumia lake.

At 30 s period (Fig. 16e,f), 22%of cells in the image ex-
ceed ±1σ and 13% exceed ±2σ; the relevant resolution
lengths and σ values are found in Fig. 13c,d. The resolu-
tion lengths are systematically larger than for the 10 and
20 s maps (compare Fig. 13c with Figs. 11c and 12c) and
there are few anomalies that seem well-resolved and
significant at the 2σ level, with the exceptionof thehigh-
velocity anomaly sandwiched between the Sanandaj-
Sirjan Zone end the Urumieh-Dokhtar Magmatic Arc.

At 50 s period (Fig. 16g,h), 14%of cells in the image ex-
ceed±1σ and around 5% exceed±2σ; the relevant reso-
lution lengths andσ values are found inFig. 14c,d. Here,
we no longer have any well-resolved anomalies that are
significant at the 2σ level, meaning that interpreting
the group-velocity variations at this period (Fig. 14a,b)
would probably be meaningless. Should we be inter-
ested in the deeper structure of this region, therefore,
we would need to improve the data coverage and also
reduce the uncertainties in the measurement of group-
velocity dispersion at long periods.

6.2 Fast-marching vs SOLA

Wehave observed that having full-resolution anduncer-
tainty information allows us to visualise robust anoma-
lies and identify artefacts. We have also seen that
the Fast-marching method – more precisely the sub-
space inversion method used by the Fast-marching to-
mographic implementation we used here (Rawlinson
and Sambridge, 2005) – did not provide this information
and so limited our capacity to compare rigorously its re-
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Figure 15 Group-velocity anomalies scaled by the SOLA uncertainties σm at periods of 10 and 20 s. (a), (c), are masked at
±1σm; (b), (d), are masked at ±2σm. Wemasked all cells with fewer than three rays passing through them.

sults with the SOLA results. Despite this, we do not be-
lieve that the current implementation of SOLA Backus-
Gilbert tomography is necessarily the best method to
use in all cases.

All tomography is data-driven: if the sensitivity of the
data does not cover adequately the target region, tomo-
graphic studies that attempt to achieve resolutions finer
than those compatible with the data coverage will pro-
duce images that are unreliable, while those that limit
themselves to the resolution compatible with the data

coveragewill produce images that are uninformative, as
this resolution is too poor to give meaningful informa-
tion. On the other hand, we expect that where data cov-
erage is sufficient and the forward tomographic prob-
lem (G in equation 3) identical at each iteration, then
any well-implemented tomographic inversion should
produce similar features. The relevance of these fea-
tures could be analysed in detail if the inversion also
provided resolution and uncertainty information at a
reasonable computational cost.
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Figure 16 Group-velocity anomalies scaled by the SOLA uncertainties σm at periods of 30, and 50 s. (e) and (g) aremasked
at ±1σm; (f) and (h) are masked at ±2σm. Wemasked all cells with fewer than three rays passing through them.

Therefore, where data coverage is good, both data-
fitting schemes and resolution-fitting tomographic in-
version schemes should provide similar fits to the data
and similar model resolutions and uncertainties. In
such cases, it might be useful to choose the implemen-
tation of the forward problem (constructing G in equa-
tion 3) that is most adapted to the expected velocity
or slowness variations of the region being studied. In
particular, if we expect strong contrasts such as those
created by geological units of different types, forward

schemes that allow ray paths to adapt to the heteroge-
neous velocity or slowness distributions would be likely
to allow the inversion to converge on tomographicmod-
els that are more similar to the true Earth compared to
simpler forward schemes that predict straight ray paths
and do not update them, such as the one implemented
in the context of the SOLA Backus-Gilbert inversion we
used here.

However, where data coverage is poor, we expect the
implementation of the inverse problem to be a strong
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Figure 17 Synthetic tests for different regions. (a) and (d) are unfiltered synthetic model with sharp and weak anomaly
contrasts, respectively. (b) and (e) are filtered models with Fast-marching method. (c) and (f) are filtered model with SOLA
Backus-Gilbert. The ray-coverage used corresponds to the 20 s coverage from Fig. 6.

predictor of the quality of the final tomographic model.
In particular, we expect that having the ability to in-
fluence the resolution, either indirectly through irreg-
ular parameterisation (Curtis and Sieder, 1997; Tram-
pert, 1998; Bijwaard et al., 1998; Sambridge and Gud-
mundsson, 1998; Alinaghi et al., 2007) or directly us-
ing aBackus-Gilbert type inversion (Backus andGilbert,
1968; Trampert and van Heijst, 2002; Zaroli, 2016; Bona-
dio et al., 2021; Latallerie et al., 2022) as we did here,
would limit smearing and local bias artefacts. If full-
resolution and uncertainty information are also avail-
able, then we could extract robust inferences from the
tomographic models, know exactly how informative or
uninformative they are, and spot artefacts.

If we apply this reasoning to the two tomographic
methods we used in this study, we would expect Fast-
marching to outperform (produce amore-interpretable
seismic imagewith fewer smearing artefacts and/or bet-
ter resolution of velocity contrasts) SOLAwhere velocity
contrasts are strong and data coverage is good, for SOLA
and Fast-marching to give equivalent results where ve-
locity contrasts are weak and data coverage is good (in
such cases the advantage may still go to SOLA because
it constrains the resolution to neighboring areas and
produces full-resolution and uncertainty information),
and for SOLA to outperform Fast-marching where data
coverage is poor, regardless of velocity contrasts. We
tested this expectation with a series of synthetic tests
based on the 20 s ray-coverage fromFig. 6: Fig. 17 shows
strong and weak velocity contrasts in regions of poor
ray-coverage (northern parts of Fig. 17a,d) and good

ray-coverage (southern parts of Fig. 17a,d). The only
case in which the Fast-marching inversion outperforms
the SOLA inversion is indeed for the strong anomaly
contrast in a good coverage region (southern part of
Fig. 17b); in all other configurations, the SOLA inversion
produces more coherent anomalies with fewer arte-
facts.

7 Conclusion

We have assembled a data-set of group-velocity mea-
surements from ambient noise cross-correlations and
earthquakes that cover Northwest Iran. Using this data-
set, we have produced group-velocity maps using two
tomographic techniques: the Fast-marching method of
Rawlinson and Sambridge (2005) and the SOLA Backus-
Gilbert approach of Zaroli (2016). We have compared
them with each other and with known geological fea-
tures in the region. Thanks to the resolution and un-
certainty information provided by the SOLA inversion,
we were able to single out robust features of the tomo-
graphic maps – for example the high velocities at short
period (shallow depth) shown in the Sanandaj-Sirjan
Zone and their contrast with the slower velocities of the
Zagros Fold and Thrust Belt (Figs 15 and 16). We were
also able to show that the SOLA method allows us to
minimise artefacts caused by poor coverage and iden-
tify any ones that do remain.

Although the advantages of the SOLA Backus-Gilbert
method for suppressing artefacts and allowing ro-
bust interpretation are clear and significant, the SOLA
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method as currently implemented (without path updat-
ing) may not produce the best tomographic images of
regions with strong seismic-velocity contrasts and good
data coverage. In such situations, the Fast-marching
method may produce superior images albeit without
the resolution and uncertainty information required
for their robust interpretation. We suggest it could
be advantageous to add path-updating capability to the
SOLA Backus-Gilbert method, provided the uncertain-
ties can be correctly estimated and the resolution cor-
rectly taken into account at each iteration.
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Abstract Data-driven approaches to identify geophysical signals have proven beneficial in high dimen-
sional environments where model-driven methods fall short. GNSS offers a source of unsaturated ground
motion observations that are the data currency of ground motion forecasting and rapid seismic hazard as-
sessment and alerting. However, these GNSS-sourced signals are superposed onto hardware-, location- and
time-dependent noise signatures influenced by the Earth’s atmosphere, low-cost or spaceborne oscillators,
and complex radio frequency environments. Eschewing heuristic or physics based models for a data-driven
approach in this context is a step forward in autonomous signal discrimination. However, the performance of
a data-driven approach depends upon substantial representative samples with accurate classifications, and
more complex algorithm architectures for deeper scientific insights compound this need. The existing cat-
alogs of high-rate (≥1Hz) GNSS ground motions are relatively limited. In this work, we model and evaluate
the probabilistic noise of GNSS velocity measurements over a hemispheric network. We generate stochastic
noise time series to augment transferred low-noise strongmotion signals fromwithin 70 kilometers of strong
events (≥ MW 5.0) from an existing inertial catalog. We leverage known signal and noise information to as-
sess feature extraction strategies and quantify augmentation benefits. We find a classifier model trained on
this expanded pseudo-synthetic catalog improves generalization compared to a model trained solely on a
real-GNSS velocity catalog, and offers a framework for future enhanced data driven approaches.

Non-technical summary GlobalNavigationSatellite System (GNSS) signals area sourceof valuable
earthquake ground motion data that is traditionally sourced from inertial-based instruments. Inertial-based
instruments include a class of sensors that use Newton’s first law to directly measure ground velocity or ac-
celeration. Routine noise of GNSS is more complex than the inertial-based instruments, which in turn has
limited the scope of adoption of GNSS in earthquake monitoring. Machine learning applied to the scientific
domain has shown that it can separate signal from noise and offer deeper scientific insights, but our existing
datasets are relatively limited. Implementing an effectivemachine learningmodel for any scientific objective
depends on having a sufficiently large, accurately labeled dataset for training and validating the model. We
present an expanded ”psuedo-synthetic” catalog comprised of transferred real-world signals added to syn-
thetic GNSS velocity noise generated from real world noise analysis. We demonstrate how training a model
on our expanded synthetic dataset outperforms training on limited real data and can support more sophisti-
cated learning objectives offering deeper understanding.

1 Introduction
Distributed observations of coseismic ground motions
are the backbone of accurate ground motion models,
finite fault modeling, and early warning. If available
in real-time, GNSS-derived high rate time differenced
carrier phase (TDCP) velocities (GRAAS and SOLOVIEV,
2004) applied to seismology (Colosimo et al., 2011)
are an additional source of these intrinsic measure-
ments (Parameswaran et al., 2023) that are tradition-
ally sourced from dedicated inertial sensor networks.
If available in near-real time or post processing, GNSS

∗Corresponding author: stdi2687@colorado.edu

velocities can contribute to catalogs of ground motion
measurements used for empirical regional and local
ground motion models (Crowell et al., 2023). GNSS
spatially complements or substitutes existing inertial
ground motion observations (Crowell, 2021), especially
valuable in sparse networks (Grapenthin et al., 2017).
Furthermore, GNSS expands the dynamic range of in-
ertial measurements, and contributes to magnitude es-
timation (Murray et al., 2023) when inertial sensors sat-
urate (Melgar et al., 2013) during the largest, most de-
structive events.

However, ambient GNSS velocity noise remains well
above the noise floor of inertial sensors, largely due to
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sources of uncertainty related to ranging of space-based
weak radio frequency signals. Analysis of high rate po-
sitioning noise (Genrich and Bock, 2006), carrier phase
noise (Wang et al., 2021), andTDCP velocities (Shu et al.,
2018; Crowell et al., 2023) has shed valuable insight into
the factors that influence the ambient noise floor of
these GNSS velocities. To date, the GNSS velocity noise
frequency spectrum has not been evaluated across suf-
ficiently large temporal and spatial scales to statistically
report on the ambient noise across a network. Ambient
noise characterization methods developed in the seis-
mic community offer a statistical approach to represent
ambient noise frequency content for sensor network
monitoring and calibration. The probabilistic spectrum
of GNSS velocity noise illuminates the limit of seismic
signal detection in GNSS.
Improved classification of seismic signals within

GNSS noise will expand the range in which GNSS con-
tributesmaterial groundmotionobservationswithmin-
imal false alerting for denser in situ observations and
early warning integrity. Methods for addressing this
signal to noise (SNR) challenge exist: variations on a
short term average over long term average (STA/LTA)
detection adopted from inertial seismic sensors resolve
static offsets (e.g. Allen and Ziv, 2011; Colombelli et al.,
2013) but filter valuable dynamics encoded in the wave-
forms; threshold based detection methods (e.g. Crow-
ell et al., 2009; Hodgkinson et al., 2020; Dittmann et al.,
2022a) capture dynamics but struggle to balance sensi-
tivity with false alerting, and must mitigate false alerts
with external dependencies such as spatially correlat-
ing or temporallywindowing fromseismic triggers. Ma-
chine learning (ML) models combine a range of feature
inputs to improve the decision confidence in separat-
ing seismic signal from noise (e.g. Meier et al., 2019;
Dittmann et al., 2022b) in stand-alone mode. However,
the generalization performance of any such classifier
or deeper ML model will ultimately be limited by the
model selection and optimization, the extent of the la-
beled catalog for training, and the quality of the labels.
Previous GNSS seismic catalogs illustrate how lim-

ited the observed long-tail, largermagnitude GNSS seis-
mic events datasets are (Ruhl et al., 2018). For ex-
ample, the EarthScope/UNAVCO continuous geodetic
archive began archiving lower sampling rate GNSS ob-
servations in 1993 and 5Hz high rate data retrieval in
2006. Decreased hardware costs coupled with commer-
cial and scientific demand only relatively recently al-
lowed for global high-rate network expansion. Addi-
tional geodetic networks (e.g. INGV: Italy, GEONET:
NZ) complement EarthScope’s high rate catalog wor-
thy of inclusion on the order of doubling, not the or-
der(s) of magnitude needed for deeper learning to an-
swermore sophisticated questions. One solution to this
small data challenge is synthesizing waveforms using
kinematic finite fault ruptures and Green’s functions
(”FakeQuakes,” Melgar et al., 2016; Williamson et al.,
2020). This model-driven approach is invaluable for the
largest, most destructive events, where a data-driven
strategy for these infrequent events is inherently insuf-
ficient. However, this method is not yet practical for
generalizing across global rupture scenarios and great

care must be taken to not bias results with unknown un-
knowns of fault models and groundmotion propagation
of future events. This is an area of active research.
An intermediate real-world-data driven alternative is

to transfer samples from a separate source of our sig-
nals of interest (Hoffmann et al., 2019). Inertial sensors
have existed at more locations for far longer than the
first positioning satellite was launched. Event catalogs
of zero-baseline inertial measurements offer low-noise
ground motion velocities to be transferred as our truth
waveforms of accurately labeled samples. The GNSS
noise probabilistic power spectral density (PPSD) char-
acterization offers the necessary information to super-
pose stochastic noise for training over a range of noise
conditions. The final component to improved gener-
alization are the learning training decisions, includ-
ing model selection and feature engineering. With ap-
propriately applied domain knowledge to increasingly
larger data volumes, the revolution of transferable clas-
sification and regressionmodel algorithm development
is readily adaptable to earth science questions (Bergen
et al., 2019; Kong et al., 2018).
To improve our understanding of GNSS velocity sen-

sitivity relative to ambient noise, expand the quan-
tity of available labeled training data, and improve de-
tection classification performance in a highly variable
noise environment, we characterized the GNSS velocity
noise frequency spectrum from which we augmented
transferred inertial velocity waveforms observed over
80 years with synthetic GNSS velocity time series. This
manuscript presents a framework for expanding the
available, accurately labeled GNSS velocity waveforms
and evaluates the improved signal detection gained
from learning on such a catalog. Finally, we present the
expanded catalog to support evolving, deeper learned
models to train on.

2 Materials and Methods
2.1 Lightweight GNSS Velocity Processing
A GNSS receiver generates precise relative phase es-
timations by tracking the signal carrier wave using a
phase lock loop. To achieve absolute positioning using
carrier phase measurements, a suite of measurement
error source models must be estimated to account for
thermal noise, satellite and receiver oscillators, multi-
path reflections, atmospheric and ionospheric effects
from a 20,000 kilometer signal propagation path, and
unknown carrier cycle integer offsets (Teunissen, 2020).
These correction models incur costs, computationally,
potentially monetarily, and in performance for resolv-
ing carrier phase ambiguities to estimate absolute po-
sition. In past and current implementations of using
geodetic measurements for capturing earthquakes, ab-
solute positions are differenced from an a priori posi-
tion to extract relative topocentric motion, the signal
of interest. TDCP or variometric processing (GRAAS
and SOLOVIEV, 2004) differences these precise carrier
phase measurements in consecutive epochs to remove
temporally correlated error sources and consistent inte-
ger ambiguities. TDCP uses the precision of these mea-
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surements to its advantage, by foregoing absolute po-
sitioning in exchange for precise relative velocity mea-
surements while still benefiting from multi-signal ob-
servability across a visible satellite constellation. In this
context, TDCPadvantageously doesnot require ambigu-
ity resolution convergence, lacks complex error mod-
els which in turn minimizes measurement noise, and
reduces computational requirements. These factors
combined with the simplicity of the algorithmic inputs
makes it ideal for seismic ground deformation appli-
cations (Colosimo et al., 2011; Benedetti et al., 2014;
Hohensinn and Geiger, 2018; Grapenthin et al., 2018;
Parameswaran et al., 2023) at higher rates and poten-
tially on the network edge.
We use the SNIVEL processing method (Crowell,

2021) for estimating 5Hz GPS TDCP. This method uses
the narrow lane GPS-only L1/L2 phase combination,
the Klobuchar ionospheric correction, the Niell tropo-
spheric correction, and broadcast satellite ephemeris.
Observations are weighted as a function of satellite
elevation angle with a seven degree elevation mask.
While development accommodating precise orbits (Shu
et al., 2020), multi-GNSS, cycle slip detection/mitiga-
tion (Fratarcangeli et al., 2018), and higher order noise
source mitigation is ongoing and warranted, the cur-
rent method is capable of capturing ground motions
of nearfield M4.9 and larger sources at teleseismic dis-
tances (Crowell, 2021; Dittmann et al., 2022b).

2.2 Observed High Rate GNSS Velocity Noise
Model and Synthetic Noise

Understanding GNSS noise is imperative to apply-
ing GNSS observations to answer complex geophysi-
cal questions. Such investigations range from low fre-
quency estimation of secular plate velocities (Williams
et al., 2004) to higher frequency (>1Hz) signals, includ-
ing structuralmonitoring (SHENet al., 2019;Hohensinn
et al., 2020), space weather (Yang et al., 2017), and de-
formationmonitoring (Geng et al., 2018; Avallone et al.,
2011). Previous studies show that GNSS position noise is
a combination of white and colored or power-law noise
(Langbein and Bock, 2004). Starting from lowest fre-
quencies, the “dam profile” of exponentially decaying
noise with increased frequency is inferred to be a result
of correlated signal path and processing contributions
including multipath, ephemerides, clocks, and atmo-
spheric effects. GNSS highest frequency position noise
is attributed to receiver thermal noise and often pre-
sented as a white spectrum (Genrich and Bock, 2006).
Receiver thermal noise is parameterized as a function
of incoming signal strength and carrier phase tracking
filter design, including filter bandwidth and sample in-
tegration time. These baseband signal tracking loop
design choices balance dynamic stress response with
thermal noise mitigation (Yang et al., 2017), and are re-
flected in this highest frequency noise profile (Moschas
and Stiros, 2013; Häberling et al., 2015). As an aside, for
these reasons a calibrated high frequency instrument
response, similar to what has become the defacto stan-
dard in digital inertial instruments, has been proposed
(Ebinuma andKato, 2012). Wenote this asworthy of fur-

ther investigation for future efforts integratingTDCP ve-
locity noise into monitoring but have not yet observed
an instrument bias with respect to capturing seismic
strong motion signals in 5Hz velocities.
The EarthScope geodetic archive captures 5Hz data

of stations recording concurrent with larger magnitude
earthquakes. This includes at least 1 hour of “ambient”
5Hzdata antecedent to thehour inwhich the event takes
place. We process with SNIVEL all available 5Hz pre-
event hour long windows for our ambient GNSS veloc-
ity dataset. This dataset consists of 1507 hours from 904
stations since 2007 distributed from the Caribbean to
Alaska. We use this sample space to be representative
of GNSS velocity distributions both spatially and tempo-
rally.
We evaluated the spectrum of GNSS TDCP noise

over this sample set by adopting a seismic ambient
noise characterization method of McNamara and Bu-
land (2004) modified for GNSS displacements byMelgar
et al. (2020). In this approach, further modified for 5Hz
GNSS velocities, we calculated the power spectral den-
sity of 10 minute 5Hz single component velocity win-
dows. We evaluated power spectral densities (PSD) at
periods from 205s down to 0.4s in 512 bins. PSDs were
smoothed in octave intervals and then stacked across
73 aligned frequency bins over all available PSD seg-
ments. The result is a probabilistic power spectral den-
sity (PPSD), or distribution of power spectral densities
over the samples included. These PPSDs have been
adopted for seismic network monitoring (Casey et al.,
2018) and offer valuable insight for anticipated signal
sensitivity. We combined horizontal topocentric com-
ponents into a single PPSD and then estimated an inde-
pendent vertical PPSD, given GNSS vertical noise is ap-
proximately 3-5 times larger.
We stored 19 distribution slices (every 5th percentile

from 5% to 95%) of the real-world noise quantiles from
which to generate synthetic stochastic noise time se-
ries (See the pre-event time window of Figure 2). We
adopted the approach of Melgar et al. (2020) for GNSS
position displacements, first proposed by Boore (1983)
and further developed by Graves and Pitarka (2010). In
this approach, we were able to maintain the frequency
content of the noise at respective reference levels while
randomizing the phase for generating unique time se-
ries. We accommodated amplitude loss in the domain
transformationswith linear scaling. For additional con-
text of this strategy, Lin et al. (2021) demonstrated an
ML application leveraging the Melgar et al. (2020) ap-
proach for generating displacement noise time series
superposed on synthesized FakeQuake displacements
to train a deep learning model estimating Chilean sub-
duction zone moment magnitudes.

2.3 Strong Motion Observations and Aug-
mentation

Our signals of interest are velocity waveforms from
medium to larger earthquakes ( >M5.0) which GNSS ve-
locities are sensitive to (Dittmann et al., 2022a). The
Next Generation Attenuation for Western United States
2.0 (NGAW2) project (Ancheta et al., 2014) is a database
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Figure 1 (a) A histogram comparing the EarthScope 5Hz GNSS catalog (“GNSS”) with the NGA West-2 database (“NGAW2”)
for events observed by stations within 70 kilometers and sensitivity radii. The scatter plot in (b) shows the individual event
magnitudes as a function of time, and the secondary axis line plot is the cumulative station count over time observing the
events. In the cumulative line plot, the dashed line is the “NGAW2” and the solid line is “GNSS”.

of global strong motion measurements and response
spectral ordinates from “shallow crustal earthquakes in
active tectonic regimes” spanning over 75 years includ-
ing 21,339 three component records from 599 events
ranging M3.0 to M7.9. Global seismic networks con-
tribute strong motion accelerograms or broadband ve-
locity measurements that are processed by the NGAW2
project into acceleration, velocity, and displacement
waveforms. The processing consists of an acausal But-
terworth filter to reduce high- and low-frequency noise
and an instrument response correction; further infor-
mation regarding processing is given by Ancheta et al.
(2014). The records were visually inspected for cor-
ner frequency determination, quality, and complete-
ness, making the catalog an ideal source of low-noise
larger ground motion measurements. A primary appli-
cation of such a catalog is for ground motion predic-
tion research to inform earthquake engineering. We
use the processed velocity waveforms as our noise-free
signal. It is worth noting that the seismic community
has coalesced around several extensive labeled datasets
to benchmark and facilitate rapid growth of deep learn-
ing models for a variety of applications (Mousavi and
Beroza, 2022). We considered the several existing cu-
rated seismic ML catalogs (Woollam et al., 2022), but
found these predominantly emphasizedweaker signals.
This is logical given the signal-to-noise challenges from
inertialmeasurements looking toML for use in seismol-
ogy, but provides insufficient amplitudes for detection
in synthesized GNSS strong motion observations.

We focus our effort on the portion of the database
containing nearfield (≤70 km radius) observations of
M5.0 toM7.9within expected sensitivity radius of 1cm/s
peak ground velocity given the scaling laws of Fang et al.
(2020) for rapid hazard applications. Future work is
extensible to the limits of detection above the noise

floor (>1000km). We collected 2007 waveforms from
217 events (Figure 1). The processed velocity time series
are offered at either 100 or 200 Hz sampling rate. We
low pass filtered these waveforms with a filter corner
frequency of 2.5Hz and then downsampled to 5Hz. We
adopted a recursive short-term average over long-term
average (STA/LTA) detection algorithm to label ground
motion on each individual component. We found this
is a sufficient automatic detector given its performance
(Withers et al., 1998) in these relatively strong signals
and factoring in the subsequent noise injected into our
system. We used a 5 second short-term window and 10
second long-termwindowwith a detection threshold ra-
tio of 1.5. This metric was chosen through trial and er-
ror for its sensitivity for our larger strongmotion signals
of interest (Trnkoczy, 2012).

We exploited our “noise-free” signal waveforms and
realistic stochastic noise generation by adopting data
augmentation of transferred signals. Data augmenta-
tion is a formof regularization inwhich the size of a data
catalog is artificially increased by creating augmented
copies of our original waveforms (Zhu et al., 2020).
Augmentation not only expands extents of a data cata-
log, valuable in relatively limited event datasets such as
ours, but also improves generalization (Bishop, 1995).
Successful augmentation trains a classifier to learn fea-
tures or patterns in the presence of a larger range of au-
thentic noise factors (Iwana and Uchida, 2021). In our
application, we injected a synthetic noise time series
derived from a single reference level of noise spectrum
withuniquephase values (Figure 2). Wedid this at seven
noise reference levels on equivalent intervals from the
5th to 95th percentile to augment each strong motion
waveform, a form of magnitude augmentation or jitter.
We also buffered each augmented waveformwith a ran-
domnumber of samples tomisalign the samples in time
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Figure 2 Example of three component waveforms from a single event NGAW2 waveform from Chi-Chi, Taiwan (2003, M6.2
50Km radius) with three levels of synthetic noise added (5%, 50%, and 95% quantiles). (a) and (b) are the horizontal compo-
nents, H0 and H1 respectively. (c) is the vertical waveform and noise component.

relative to eachwaveformreplica. This resulted in seven
different pseudo-synthetic observational waveforms for
each station-event pair. This approachminimized over-
fitting in ourmodels by training on a range of noise for a
given signal at different offsets in each feature window,
and expanded our catalog seven-fold from 2,007 strong
motion waveforms to 14,049 pseudo synthetic GNSS ve-
locity waveforms (Figure 1).
Additionally, we included the ambient catalog used

in creation of the PPSDs to ensure the classifier is both
trained on and tested against real-world GNSS velocity
noise. This strategy was particularly important for po-
tential disturbances not captured by the ambient syn-
thetic noise generation process, such as the most infre-

quent events that might get statistically removed from
the stochastic power spectrum but could result in detri-
mental false alerts if their signature is not learned. For
example, the lowest frequency offsets from processing
artifacts are infrequent enough to barely impact the
probabilistic spectrum, but if not these are not included
in training they could present as a synchronized event.
We validated the performance of training a classifier
on this synthetic catalog against the previously labeled
EarthScope 5HzGNSS velocities (seeData and code avail-
ability). For description of this dataset, please refer to
Dittmannet al. (2022b). This curated catalog ofGNSS ve-
locity waveforms was processed identically as the noise
catalog of this work; but one fundamental difference
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is it is labeled through visual inspection instead of a
known “truth” of our lowest noise inertial waveforms.

2.4 Model Selection, Feature Engineering
and Training

First we validated the performance of a classifier
trained on our strong motion waveforms relative to our
previous GNSS velocity catalog approach. We used a
random forest classifier (Breiman, 2001) for our detec-
tion model. Random forest is an ensemble method of
decision trees. A decision tree is an algorithm that splits
inputs along features to classify samples. A single deci-
sion tree can be biased by the initial features selected to
seed the splitting; random forest overcomes this poten-
tial bias by running an ensemble of decision trees and
having each cast a vote, where the majority eventually
rules. We set up a binary classification that is demon-
strated to have high accuracy and balance of sensitiv-
ity and false alerting in GNSS velocities. By keeping our
model consistent with our previous work, we validated
the newly formed catalog.
For validation comparison, we preserved our strat-

egy fromDittmann et al. (2022b) of 30s overlappingwin-
dows. Future work will further optimize this sampling
strategy with respect to sensitivity and real-time per-
formance. From each window sample, we extracted a
series of features to test their performance for our sig-
nal detection classification. In the time domain, we ex-
tract metrics akin to the traditional thresholding meth-
ods, including the four largest amplitudes, the median,
and the median absolute deviation. In the frequency
domain we included the entire PSD range over the 5Hz
sampling of 30s windows, which includes periods from
1 second to 30 seconds. Variations on both of these
time and frequencymetricswere evaluated in our previ-
ous work, with the lower frequency (3s-15s period) hor-
izontal PSD themost influential for the classifiermodel.
However, while the overall performance over the en-
tire catalog was a marked improvement from the cur-
rent, variability in the false positive rate of the ambient
dataset combined with missed detections of nearfield
smaller magnitude events warrants further investiga-
tion.
Each sample consisted of one or a combination of

these features for 30 second windows for all three com-
ponents (Figure 3). STA/LTA labels were reduced to a
single positive or negative outcome from 450 samples
(150 samples per window x 3 components). Given our
knowledge of signal relative to noise in this synthetic
dataset, we also assigned a SNR metric for each sam-
ple, which was the peak single difference between sig-
nal power and noise power across all frequency bins.
Weemployed a similar nested cross validation approach
to our previouswork for comparison and validation. Be-
cause the number of discrete events is still relatively
small, we wished to minimize the potential bias from
random validation and testing set selection.
In nested cross validation (Bishop and Nasrabadi,

2007), we ran 10 different testing scenarios, where each
scenario keeps aside a different subset of one tenth of
the events. Within each fold, we also ran an inner loop

of 5 fold cross validation across a grid search of hyper-
parameters. This technique further minimized overfit-
ting hyperparameters by cross validating across a range
of sample subsets. Our hyperparameters included the
depth of nodes, or the number of decision splits, the
number of estimators or decision trees, classweighting,
a strategy that can assist with imbalanced datasets such
as ours, and finally a SNR training threshold. This last
hyperparameter was uniquely available to this pseudo-
synthetic dataset; we generated the noise added to the
signal, and so with this information we can accurately
quantify the relative detectability. Using this as a hy-
perparameter allowed us to optimize training sets to in-
clude the largest extent of low signal-to-noise samples
that benefit themodel, while avoiding degradingmodel
performance with undetectable low SNR.
In cross validation, we optimized the model on F1

scores, a balance of precision and recall. F1 is the har-
monic mean of precision and recall. Precision is equal
to the number of true positives (TP) over the sum of TP
and false positives (FP), and recall is the number of TP
over the sum of TP and false negtives (FN). Dittmann
et al. (see 2022b).

3 Results and Discussion
3.1 Noise Characteristics
In TDCP velocity noise, we observe a V-shaped noise
spectral profile in the PPSD (Figure 4). Periods longer
than 6s follow a power law profile, likely reflecting cor-
related errors such as multipath and atmospheric ef-
fects not completely removed in the time differenc-
ing. This result is aligned with Melgar et al. (2020),
which identified 1Hz PPP displacement noise as a red
noise with a dam profile down to their Nyquist fre-
quency. They infer that multipath and troposphere
are the primary sources of the PPP “random walk”
correlated noise signature (5s-200s period), and antic-
ipate a spectral flattening to white noise around their
maximum resolvable frequency (0.5 Hz) (Melgar et al.,
2020). 1Hz PPP PPSD had a corner around 3 seconds,
while in TDCP the lower frequency power law corner
is at 6 seconds period. Another notable difference
with TDCP processing reflected in this profile is the ab-
sence of absolute atmospheric models. In TDCP, the
single slant path phase differences with first order cor-
rections remove all but higher order gradients. Unfil-
tered time-differenced velocitieswill not accumulate er-
ror from potentially biased corrections models, a chal-
lengeof PPP. Shuet al. (2020) noted that inclusionof pre-
cise satellite clocks and orbits can significantly reduce
longer period drifts existing in displacements derived
from GNSS variometric velocities that otherwise must
be detrended.
At approximately 4-6s period the noise spectrum in-

flects and begins increasing at amirrored power law ex-
ponential to the lower frequencies. In TDCP at higher
rates (>1Hz), Crowell et al. (2023) observes in multiple
sample rates from a single receiver that TDCP velocities
have increased noise in the time domain, roughly a fac-
tor of 7 of standard deviation from 1 Hz to 10 Hz veloci-
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Number of
Station-Event
Waveforms

Number of
Samples

Labeling
Strategy

GNSS Event Catalog
(<70km) (Dittmann et al., 2022b) 247 5,187 visual

inspection
Ambient Noise
Training 1,507 88,893 assumed

event-free
Ambient Noise
Testing 1,507 85,806 assumed

event-free

NGAW2 2,007 60,330 zero-noise
truth labels

NGAW2
with Augmentation 14,049 422,309 zero-noise

truth labels

Table 1 Extent and strategy of catalogs used in this research of noise and M5+ events within expected detectability and
70km radius.

ties. In the frequencydomain these velocities present as
a reverse power law of increasing noise as frequency in-
creases, flattening at a corner around 0.2s period (5Hz).
We observe a similar spectral shape in our PPSDs. Fur-
thermore, Shu et al. (2018) processed up to 50Hz and
identified a spectral “knee” around 3.5Hz; the highest
frequencies observed in our study terminated at this
“knee”. We infer this highest frequency (>1Hz) corre-
lated noise to be predominantly influenced by receiver
thermal noise, and likely receiver baseband design de-
pendent (Moschas andStiros, 2013). Crowell et al. (2023)
also finds that the lowest noise power in the frequency
domain exists in the 1-10s periods of the highest sam-
ple rate observations (20Hz in their study), notable given
this intersects the spectral region of the seismic ground
motion waveforms of interest. Given the spectrum at
higher sampling rates, there is likely potential for im-
proved screening of TDCP velocities for our signals of
interest to reduce temporal aliasing (Hohensinn et al.,
2020; Crowell et al., 2023).
A future PPSDproduct from continuous single station

measurements would enable quantitative comparisons
of the ambient noise levels from one station to another
for monitoring and performance analysis. These noise
levels, presented in a domain familiar scheme, are a
meaningful proxy for the relative sensitivity to observe
ground motions. Routine outliers can be observed and
correlated to disturbances or events, a potentially valu-
able tool for network monitoring. In this study, with-
out continuous 5Hz observations, it is not possible to
assess time or spatially related variability outside the
semi-arbitrary windows currently available.

3.2 Pseudo Synthetic Model Performance
We evaluated three different feature selection strate-
gies by deploying three independent scenarios of ran-
dom forest hyperparameter tuning andmodel fitting on
identical training and testing splits. An advantage of our
psuedo-synthetic approach is our knowledge at the in-
dividual waveform level about discrete true signals rel-
ative to artificial noise across our synthetic catalog. Our
feature sets were time, frequency, and a combined time
and frequency set “psd-t”. Overall, we found the highest

performance from the largest feature vector of all avail-
able features (Figure 5). We found the PSD-only per-
formance similar to the “psd-t” combined feature vec-
tors, which aligns with our feature importances from
Dittmann et al. (2022b).
The overall F1 scores of Figure 5(a) indicate the op-

timal classifier will include both sets of information,
but the PSD-only and time-only F1 scores suggest that
the frequency domain information is most valuable for
its stand alone performance relative to time only fea-
tures. A benefit of our random forest model is read-
ily extracted feature importance information (Figure
6). When our random forest model was presented with
the time and frequency information, the trained model
distributed feature importances across spatial compo-
nents and features. The horizontal components (East-
/North) contributed more than the vertical, consistent
with previous findings aligned with increased vertical
GNSS noise relative to signals (Figure 4, Genrich and
Bock, 2006). Contrary to the stand alone performance
of Figure 5(a), discrete time domain features have con-
siderably more importance than the frequency domain
features. However, the sum of all frequency features in
Figure 6(b) is greater than the cumulative time domain
features for each respective component.
Within the frequency domain, the most valuable fea-

tures are in the 2-5s period range. This shape is distinct
from our previous classifier Dittmann et al. (2022b),
where the most valuable features were the lowest fre-
quency power spectra (6-30s).
Fromamodel explainability perspective, we interpret

that this importance distribution reflects the strength
of the ensemble decision tree algorithm to distribute
its decisions across all features with encoded informa-
tion to optimize performance. An equivalent algorithm
would be difficult to implement and generalize using
traditional thresholds or filtering of this combined in-
formation. From a domain interpretability perspective,
the relative value of signal amplitudes and signal fre-
quency content is comparable after factoring in the dis-
tribution of frequency importances across significantly
more bins. Amodel trained on these combined features
gets the best-of-all-worlds benefits that traditional ap-
proaches (e.g. STA/LTA, threshold) lack. Additionally,
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Figure 3 Demonstration of waveforms, noise and feature selection. The green timeseries in (a) is a downsampled NGAW2
waveform of a relatively weak signal for our application (a M5.5 at 12.5 km). The orange is a randomly generated noise time
seriesusing the50thpercentilenoise spectrum. Thegray shading is the regionofdetection triggeredby the recursiveSTA/LTA.
The sum of these time series (b) is then used as our observation. In the time domain (b) the features selected include the 4
largest amplitudes (solidmagenta circles), themedian, and themedian absolutedeviations, all indicated for thiswaveform in
magenta. Finally, we also compute the power spectral density using a periodogram (in purple) and extract the power at each
frequency bin. The original signal and noise periodograms are shown as well, for reference, though they are not included in
the feature extraction.
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Figure 4 GNSS velocity PPSDs. Panel (a) is the combined horizontal components, panel (b) is the vertical component. Hor-
izontal black lines are references for white noise timeseries of 3 respective standard deviations (5 cm/s, 1cm/s, 0.1cm/s).

the difference between the importances of this classi-
fier and the previous classifier we infer is due to the na-
ture of the labeling; these psuedo synthetic waveforms
are labeled with low-noise “truth” models, so higher
frequency, including more pulse-like signals, are more
readily labeled. This is in contrast to the visual inspec-

tion, in which the human eye is inherently drawn to
and presumably biased by longer period coherent sig-
nals. We will further evaluate in the validation sec-
tion that training on augmented psuedo synthetic wave-
forms outperforms human-level classification perfor-
mance.
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Figure 5 Testing feature extraction strategies across the NGAW2 synthetic dataset. Precision, recall, and F1 scores are pre-
sented as a function of feature extraction strategies across the entire catalog in 10 fold nested cross validation. “PSD” are
the frequency domain features, “time” are the time domain features, and “psd-t” are the same time and frequency features
concatenated into a single feature vector.

Figure6 Feature importances for our random forest classificationmodel cross validated and trainedon the entireNGAWest
2 syntheticGNSSdataset and theambientnoisedataset. Panel (a) shows the concatenated importances for all features across
all components when a model is trained on all the features at once; the pink shading represents time domain features, the
unshaded section are the frequency domain features. The second panel (b) is a close up of the North component features,
with the same background shading schema. Every other feature is labeled for reference, max1 is largest amplitude, max2 is
second largest, ..., 1.0s is the power in the 1s period bin of the PSD; for a single window example, see 3.

3.3 Quantifying Augmentation
Figure 1 and Table 1 make evident that transferred sig-
nals with data augmentation significantly expanded the

GNSS velocity catalog with respect to the number of
unique waveforms. Additionally, data augmentation is
an opportunity to expand sample feature space by lever-
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aging our knowledge of the signals relative to the noise
to train high quality labels with elevated noise environ-
ments (Zhu et al., 2020). We quantified the performance
impact of augmentation by comparing models trained
with and without augmentation. We ran identical com-
plete nested cross validation testing scenarios using two
different training tactics. In the first, we allowed the
model to train on all 7 replicas of eachwaveform. In the
second, we only provided the lowest noise waveform in
training. Panels (a-b) of Figure 7 are from the first train-
ing scenario with augmentation. We tested on all repli-
cas of the testing set waveforms, but for visualization
purposes the leftpanel (a) is theperformanceof the 20th
percentilemedian noisewaveforms, and the right panel
(b) is the performance of the 80th percentile high noise
waveforms. The 20th or 80th percentiles are chosen to
represent the “high” and “low” noise levels. SNR met-
rics were derived from the known noise time series and
known signal periodograms. With data augmentation,
we observed decreasing SNR for the same catalog while
testing against increased noise levels (from panel a to
b or c to d), with an overall true positive rate from 90%
to 84%. When we compared the 20% noise levels with
and without data augmentation (panels a, c), we notice
a similar drop in performance without augmentation.
Finally, when we looked at the highest noise samples
without augmentation, we see a dramatic decrease in
performance despite testing on the identical waveforms
with the same SNR, from 90% to 75%.

3.4 ValidationwithObservedHighRateGNSS
Velocity Event Waveforms

Finally, to validate our synthesis of GNSS velocity wave-
forms against real-world GNSS velocities, we reran a
nested cross validation experiment with the entire real-
world GNSS velocity catalog of Dittmann et al. (2022b)
as a reference to compare the synthetically generated
model. Similar in testing design to the previous com-
parison of data augmentation, we evaluated the perfor-
mance of two classification models against the same
semi-random testing subsets in the nested cross vali-
dation loops and reported on the mean performance.
In this testing split scenario, one model was fit on the
remaining ‘real’ data using hyperparameters extracted
from k-fold cross validation for each training set, while
the other model was fit on the entire synthetic GNSS ve-
locities catalog. All other feature engineering strategies
were held consistent and both models were evaluated
against the same ‘real’ testing sets. The synthetic GNSS
trained model yielded better performance metrics, in-
cluding increased precision, recall, and F1 (Figure 8).
This performance can best be explained by the extent of
training sets: the syntheticmodel was trained on 14,049
waveforms, where the “real”modelwas trained on ~200,
depending on the nested cross validation run testing
slice. The added extent and density of information in
the transferred and augmented training data improved
model generalization for unseen events.
Additionally, we ran an ambient test where we take

the best fit model from each dataset and applied it to a
yet unseen ambient noise dataset (for dataset descrip-

tion, see Table 1). We found the GNSS velocity trained
model had a nearly identical false positive rate, where
false positive rate is one minus the true negative rate
(Figure 8). This further validates that our noise training
and augmentation strategy was effective in improving
performance in difficult noise conditions, as our perfor-
mance improvement in the event catalog did not come
at the expense of ambient performance.
From these improved classification results we infer

that transferred, augmented “synthetic” waveforms are
not only a valid substitute for high-rate GNSS measure-
ments to partially overcome modern, smaller GNSS
seismic datasets, butmay outperformhuman-level clas-
sification performance. A future deployed classifier
will be trained on the combination of data catalogs
to achieve the best generalization performance for
yet-to-occur events. This real-world versus pseudo-
synthetic comparison and validation result also sug-
gests that evolved transfer learning across measure-
ment domains, including exploration of fine-tuning of
more mature seismic deep ML models with GNSS ve-
locities, could further advance GNSS seismology chal-
lenges.

4 Conclusions
We find the ambient GNSS velocity noise distribution’s
shape to be consistent with previous high-rate GNSS po-
sitioning noise analysis and spectral amplitudes, and
find the noise distribution to be useful for signal sen-
sitivity, synthetic noise generation, and future network
monitoring. We find that frequency, time, and com-
bined feature extraction strategies vary slightly un-
der different SNR regions and that data augmenta-
tion boosts overall performance by training a model in
higher noise settings.
Finally, we find that amodel trained on these pseudo-

synthetic waveforms, with the full suite of augmenta-
tion, outperforms themodel trained on strictlyGNSS ve-
locity waveforms over themagnitudes (MW 5.0-8.0) and
hypocentral distances (≤70 km) tested in this analysis.
Augmentation improves detection around the noise-
signal boundaries. The immediate benefit is an im-
proved classification model from an expanded catalog
that canbe retrained on the combinedpseudo-synthetic
and real catalog for unseen events. Such a classifier will
be embedded in enhanced network operations and haz-
ard monitoring for automated, stand-alone event de-
tection. The subsequent benefit is an expanded train-
ing catalog (Dittmann et al., 2023) and framework that
supports deeper learningmodels that are “data hungry”
(Mousavi and Beroza, 2022). This includes expanding
functional learning outputs, such as denoising, regres-
sion for magnitude inversion, and forecasting. With
respect to future training of the largest events using
this catalog, we identify possible limitations of this ap-
proach for specific experimental hypotheses due to the
potential for introducing magnitude saturation of iner-
tial instruments into our model training, a phenomena
we are explicitly avoiding by using GNSS as a source.
Similarly, more sophisticated source-dependent learn-
ing (e.g. forecasting) will need to consider the distribu-
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Figure 7 Comparing event detection with training on augmented noise samples across noise levels. Each panel includes
the peak SNR of the waveform for each event as a function of radius from the event. This SNR metric is the peak of signal
power to noise power for any frequency bin of periodograms calculated for all samples for all components for a given station-
event waveform. The plot marker radius is determined by the event magnitude. The top panels (a-b) are testing the 20th
noisemodel and 80th noisemodel of each station-event waveform using a classifier trained on all augmented samples. 20th
and 80th are chosen to represent “low” and “high” noise. The markers are colored by a binary detected/not detected. The
bottom panels (c-d) are testing the 20th/80th noise model waveforms with no data augmentation. This illustrates the value
of augmentation for detection in noise, in addition to the approximate threshold of detection given our knowledge of signal
and noise in this pseudo synthetic dataset. “TPR” - True Positive Rate.

tion of the NGAW2 source catalog used, specifically ac-
counting for subduction events. Further investigations
using this framework, perhaps paired with fully syn-
thetic methods, is warranted. A loose ML integration
of stand-alone inertial waveforms and this expanded
GNSS-sourced waveforms enables fine-tuning (Yosinski
et al., 2014) or transfer of existing inertial-based seis-
mic detectionMLmodels, such as Mousavi et al. (2020);
Seydoux et al. (2020). Tighter amalgamation of stand-
alone sensor sources benefiting from improved classifi-
cation could include GNSS-sourced velocity waveforms
directly in groundmotion catalogs (Crowell et al., 2023)
and operational monitoring systems. Such approaches
would further blur distinctions between inertial and
GNSS seismic signal sources, shifting from representa-
tions of different fields of earth sciences towards inde-
pendent observational inputs with complimentary dy-
namic ranges and respective noise models.

Data and code availability

The inertial seismic records are available from the Pa-
cific Earthquake Engineering Research Center (PEER)
Next Generation Attenuation for Western United States
2.0 (https://ngawest2.berkeley.edu/, Ancheta et al.,
2014).
The 5Hz GNSS data used for TDCP processing in

the study are available from the Geodetic Facility for
the Advancement of Geoscience (GAGE) Global Nav-
igation Satellite Systems (GNSS) archives as main-
tained by EarthScope Inc. (previously UNAVCO,
Inc). The data are available in RINEX (v.2.11) for-
mat at https://data.unavco.org/archive/gnss/highrate/5-
Hz/rinex/. SNIVEL code used for TDCP velocity process-
ing is developed openly at https://github.com/crowellbw/
SNIVEL (Accessed December 2021) (Crowell, 2021).
SNIVEL 5Hz velocity timeseries used in this study are
preserved at (Dittmann, 2022). Labeled 5HzGNSS veloc-
ity samples andpseudo synthetic samples are preserved
at (Dittmann et al., 2023).
Version 1.0.1 of the scikit-learn software used for ran-
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Figure 8 Testing performance of real GNSS velocity events as a function of training catalog used. These are themean scores
across the 10 testing folds of thenested cross validation. Thepurple results are fromamodel generatedusing cross validation
of the remaining real gnss dataset; the green results are from the bulk model fit to the entire NGAW2 synthetic dataset. Each
uses the “psd-t” feature extraction method (combined time and frequency features). The ambient true negative rate (TNR)
is estimated using a separate dataset of unseen ambient data. TNR is (true negatives) / (true negatives + false positives), or
equivalent to oneminus the false positive rate. The annotated text is the difference between the two approaches.

dom forest classification is preserved at (Grisel et al.,
2021) and developed openly at https://github.com/scikit-
learn/scikit-learn (Pedregosa et al., 2011). Figures were
made with Matplotlib version 3.5.1 (Caswell et al.,
2021), available under the Matplotlib license at https:
//matplotlib.org/.
Version 1.2.1 of the obspy software used for seis-

mic data handling and PPSD generation is preserved
at (Team, 2020) and developed openly at https://
github.com/obspy/obspy (Krischer et al., 2015). Soft-
ware used to generate psuedo synthetic waveforms and
train, test and validate models is available at https://
github.com/timdittmann/psuedosynth_gnss_velocities
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Abstract Within two hours on 01 July 2022, three earthquakes of Mw 5.8–6.0 hit the SE Fars Arc, Iran.
In the followingmonths, the region, characterized by the collision of the Iranian and the Arabian plate, thrust
faulting, and salt diapirism,was stroke bymore than 120 aftershocks ofmL 3.1–5.2, ofwhich twoof the largest
events occurredwithin oneminute on 23 July 2022 in spatial vicinity to each other. We analyzedboth the large
mainshocks and aftershocks using different techniques, such as the inversion of seismic and satellite defor-
mation data in a joint process, and aftershock relocation. Our results indicate the activation of thrust faults
within the lower sedimentary cover of the region along with high aftershock activity at significantly larger
depths, supporting themodel of a crustal strain decoupling during the collision in the Fars Arc. We resolved a
magnitude difference of > 0.2 magnitude units between seismic and joint seismic and satellite deformation
inversions probably caused by afterslip, thereby allowing to bridge between results from international agen-
cies and earlier studies. We also find evidence for an event doublet and triplet activating the same or adjacent
faults within the sedimentary cover and the basement.

Non-technical summary On01July 2022, threemoderate earthquakeswithmagnitudesof5.8–6.0

occurred in the Zagros mountain range in the Hormozghan province, SE Iran. Their close occurrence in space
and time impedes the analysis of such events. Using seismic and satellite deformation data with well-proven
and newly developed earthquake parameter estimation tools, we found evidence for south-dipping thrust
events within the shallow sedimentary layer. The relocation of more than 120 aftershocks with local magni-
tudes 3.1–5.2 revealed a strong spatial concentration in larger depths of 10–15 km beneath the mainshocks.
This result is consistent with the scenario of shallow-depth mainshocks followed by separated, deeper after-
shock sequences, as already observed at the western edge of the Hormuz Strait.

1 Introduction
The north-south convergence of ∼2–3 cm yr−1 between
the Arabian and Eurasian plates has led to active fault-
ing and folding, volcanic activities, mountainous ter-
rain, and variable crustal thickness in the Iranian
Plateau (IP) (e.g., Stoecklin, 1968; Vernant et al., 2004).
This convergence gave rise to the 1800 km long and
200–300 km wide Zagros continental collision zone in
the southwestern part of the IP, which accommodates
approximately one-third to one-half of the plate motion
(e.g., Vernant et al., 2004; Masson et al., 2005). The
Zagros mountain range, which is one of the seismi-
cally most active regions in the Alpine-Himalayan oro-
genic belt, is subdivided into three major tectonostrati-

∗Corresponding author: mmetz@gfz-potsdam.de

graphic domains from SW to NE: (1) the Mesopotamia-
Persian Gulf Foreland Basin, (2) the Zagros Fold-Thrust
Belt (ZFTB), and (3)High Zagros Zone (HZZ). The Simply
Folded Belt (SFB) or Zagros Foreland Folded Belt (ZFFB)
as a subdomain of ZFTB, is the topographically lower-
elevation part of the range where most of the active de-
formation in the Zagros is concentrated (e.g., Falcon,
1974; Hessami et al., 2001; Talebian and Jackson, 2004;
Alavi, 2007; Oveisi et al., 2009). The SFB itself is later-
ally subdivided into four physiographic provinces from
NWto SE, namely the Kirkuk Embayment, the Lurestan
Arc, the Dezful Embayment, and the Fars Arc (FA, see
Fig. 1a) (e.g., Stoecklin, 1968; Alavi, 2007; Nissen et al.,
2011; Jamalreyhani et al., 2023). The collision zone in
the foreland involves 10–15 km thick sections of sedi-
mentary rocks, including extended layers of evaporites

1
SEISMICA | ISSN 2816-9387 | volume 2.2 | 2023

https://doi.org/10.26443/seismica.v2i2.953
https://orcid.org/0000-0002-9912-5502
https://orcid.org/0000-0001-7534-9504
https://orcid.org/0000-0003-3735-178X
https://orcid.org/0000-0003-4181-7175
https://orcid.org/0000-0001-8461-674X
https://orcid.org/0000-0001-6432-7422


SEISMICA | RESEARCH ARTICLE | Insights into the 2022 earthquake sequence in SE Iran

and salt decoupling the deformation in the sedimen-
tary strata from the Arabian continental basement (e.g.,
Stoecklin, 1968; Jamalreyhani et al., 2023). This excep-
tional setting has resulted in one of the world’s most
productive oil and gas basins (Jamalreyhani et al., 2021).
Earthquake multiples and doublets are loosely de-

fined as two (doublet) or more (multiple) triggered and
sub-sequential mainshocks of comparable size ruptur-
ing the same or adjacent faults within a short time (e.g.,
Lay and Kanamori, 1980; Ammon et al., 2008). The
occurrence of doublets is explained by heterogeneous
stress on pre-existing faults with geometrical complex-
ities (e.g., steps, bends) and stress transfers from the
first to the second event of the doublet (e.g., Xu and
Schwartz, 1993; Jia et al., 2020; Zhang et al., 2021; Tay-
maz et al., 2022; Astiz et al., 1988). Doublets have been
observed in different tectonic settings, as (1) within
subduction zones (Lay and Kanamori, 1980; Xu and
Schwartz, 1993; Ammon et al., 2008; Lay, 2015; Ye et al.,
2013, 2016; Jia et al., 2020), (2) in collision zones (e.g.,
Thapa et al., 2018), (3) strike-slip fault systems (e.g.,
Zhang et al., 2021; Sokos et al., 2015; Dal Zilio and Am-
puero, 2023), or (4) on normal faults in sedimentary
basins (e.g., Cesca et al., 2013).
The central IP and its bounding tectonic structure

were hit by several doublets or multiple earthquakes
during the last decade, like the NW Iranian 2012 Ahar-
Varzagan and 2020 Qotur-Ravian doublets (Ansari, 2016;
Ghods et al., 2015; Donner et al., 2015; Momeni and
Tatar, 2018; Taymaz et al., 2022), or the December 2017
Hojedk triplet in SE Iran (e.g., Freund, 1970; Walker
and Jackson, 2002; Savidge et al., 2019; Asayesh et al.,
2020) (Fig. 1a). The occurrence of doublets in the ZFTB
is associated with the complex thrust and fold belts in
the Zagros mountains with a highly deformed and slid-
ing sedimentary and evaporitic cover with massive syn-
cline and anticline structures (Roustaei et al., 2010).
More recently, the ZFTB hosted doublets in Southern
Iran, the so-called 2021 Fin doublet (Fathian et al., 2022;
Rezapour and Jamalreyhani, 2022), and the 2022 Charak
events. These events drew the attention of scientists to
the region to better understand thephysicalmechanism
of earthquake doublets, which is crucial for hazard and
risk assessment.
Our study area is located in the FA, which is the

∼700 km-long segment situated in the East of the SFB
with a high-rate seismicity zone in Zagros (Fig. 1b)
(e.g., Karasözen et al., 2019). The FA is bounded by
the Kazerun Fault in the West and the Bandar Abbas
syntaxis in the East and works as the transition zone
to the Makran accretionary to the East (Edey et al.,
2020) (Fig. 1b). The seismicity of the FA is dominated
by shallow thrust events on steeply dipping (30◦–60◦)
blind faults in the sedimentary cover or the underly-
ing crystalline basement (e.g., Jahani et al., 2009; Nis-
sen et al., 2011). Tatar et al. (2004) revealed 10 mm yr−1

present-day shortening trending NNE-SSW at the cen-
ter of the FA. There, surface shortening is accommo-
dated by severalW-E to NW-SE trending, symmetric an-
ticlines and synclines with amplitudes within the scale
of kilometers and wavelengths of ∼10–20 km (e.g., Edey
et al., 2020). The relationship between buried seismic

faults and surface anticlines in the FA is still debated
(Walker et al., 2005). Several surface diapirs, which in-
dicate the presence of the Precambrian-Cambrian Hor-
muz salt layer between the basement and sedimentary
cover, are also observed in the FA (Jahani et al., 2009).
The occurrence of anthropogenic earthquakes has re-
cently been reported in this collision zone (Jamalrey-
hani et al., 2021, and references therein).
On 14 November 2021, the Fin area in the FA was

struck by an earthquake doublet (Mw 6.2 and Mw 6.3)
(Nemati, 2022; Fathian et al., 2022; Rezapour and Jamal-
reyhani, 2022) co-located with an earlier sequence of
earthquakes (Mw 4.9–5.7) on 25 March 2006 (Roustaei
et al., 2010) (Figs. 1c, 2). Furthermore, our study area
experienced many significant single events in 2021, in-
cluding the 16 March NW Lenge earthquake (Mw 5.9),
the 15 June Charak earthquake (Mw 5.5), the 21 June
Mogham earthquake (Mw 5.2), and the second Charak
earthquake on 25 June (Mw 5.6). Some other events,
such as the 2005 Qeshm and the 2006 Fin earthquakes,
ruptured the lower sedimentary cover and were ac-
companied by aftershocks in significantly greater depth
(Nissen et al., 2010, 2011, 2014). This vertical separation
of main- and aftershocks might be driven by the main-
shock, causing stress changes within the deeper and
harder Hormuz layer. As a result of the stress perturba-
tion, the Hormuz salt may flow, leading to a breakup of
intercalated, harder, non-evaporitic sediments and sur-
rounding rocks (Nissen et al., 2014).
Within this tectonic frame, three earthquake se-

quences with event magnitudes of Mw 5.3–6.1 and a se-
ries of aftershocks stroke theHormozgan Province. The
sequences occurred on 01 July 2022 (three earthquakes
of Mw 5.7–6.1), further sequence A, on 23 July 2022 (two
earthquakes of Mw 5.3–5.6), further sequence B, and
on 30 November 2022 (one earthquake of Mw 5.6), fur-
ther sequence C (Figs. 1c and 2, Tab. 1). All sequences
hit the same region SW from the Fin doublet, W from
the 2005–2009 seismic sequence on the Island of Qeshm
and close to the mapped Zagros Foredeep Fault (ZFF)
and Mountain Front Fault (MFF). Different agencies re-
ported the fault mechanisms for these earthquakes,
which mainly indicate pure thrust faulting with ENE-
WSW to ESE-WNW striking, and N-S oriented shorten-
ing. Reported locations scatter primarily along the east-
ern termination of the ZFF. The only exception is earth-
quake B2 located ∼25 km to the N along the MFF with a
strongoblique component. Using satellite geodesyYang
et al. (2023) suggests that two south-dipping, ESE strik-
ing thrust faults were activated during the mainshocks
A1 and A3 with dip angles of 65◦ and 33◦, a peak slip
of ∼1.1 m and ∼1.3 m, and a geodetic moment release
equivalent to Mw 6.22 and Mw 6.23, respectively. Both,
A2 and A3, and B1 and B2 occurred in quick succession
with interevent times of 60–80 s.
Analysis of earthquake doublets or sequences is chal-

lenging, especially when interevent times are smaller
than the travel time of surface waves to a station. Then,
timewindows and stations need to be selected carefully
to avoid any overlay of seismic signals (e.g., Jia et al.,
2022; Metz et al., 2022). The joint inversion of mul-
tiple sources using seismograms and near-field data,
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Figure 1 a) The Iranian plateau and its seismotectonic settings. Red circles areM > 5 earthquakes from 1900 to 2022 from
the USGS catalog. The magenta stars show the location of the 2012 Ahar-Varzagan doublet, the 2020 Qotur-Ravian doublet,
and the 2017 Hojedk triplet. The Fars Arc (FA), Dezful embayment (DE), Lurestan Arc (LA), and the Kirkuk embayment (KE)
from SE to NW are four tectonostratigraphic domains of the most active part of the Zagros (the Simply Folded Belt). b) SE
part of the Zagros Mountains at the leading edge of the Arabia-Eurasia collision zone and focal mechanism of moderate and
large events (Mw ≥ 5) from the gCMT catalog until October 2021. Black lines showmajor mapped active faults. c) A zoom-in
of the Hormozghan area. The white hexagons show the historical events (Ambraseys and Melville, 2005) and colored circles
demonstrate the seismicity from November 2021 until December 2022 from the Iranian Seismological Center (IRSC) catalog.
Colored stars depict 33 events with M > 4.5 during this period. For 20 of them, gCMT reported focal mechanisms (black
beach balls). The dashed rectangle depicts the location of Fig. 2.

e.g., static displacements derived from InSAR (Stein-
berg et al., 2020, 2022), can help to constrain the geom-
etry of and the dislocation on the activated faults within
a sequence. Inversions of the rupture kinematics on a
doublet fault network can resolve the onset and prop-
agation of the ruptures (e.g., Metz et al., 2022). The
back projection of the radiated high-frequency energy
helps to unravel the rupture processes (e.g., Daout et al.,
2020; Steinberg et al., 2022; Metz et al., 2022). Further-
more, the analysis of aftershocks might help to detect

the faults activated during a sequence or doublet (e.g.,
Ammon et al., 2008; Ghods et al., 2015; Donner et al.,
2015; He et al., 2018; Metz et al., 2022).

In this regard, we analyze the July–December 2022
earthquake sequence. We want to clarify if sequence
A or B can be classified as an earthquake doublet (or
triplet) according to the definition given in the introduc-
tion. In this context, we test a newly developed triplet
inversion schemeusing a combination of satellite defor-
mation with seismic data covering epicentral distances
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Table 1 Selected standard centroidmoment tensor inver-
sion results publishedbydifferent agencies for 01 July 2022,
23 July 2022 and 30 November 2022 earthquakes. Centroid
times are given.

ID Agency Time Lat, Lon Depth Mw Strike, Dip, Rake
Sequence A: 01 July 2022
A1 gCMT 21:32:08 26.68◦, 55.18◦ 12 km 6.1 113◦, 52◦, 110◦

282◦, 42◦, 66◦

GEOFON 21:32:08 26.89◦, 55.23◦ 10 km 6.0 103◦, 52◦, 98◦

271◦, 39◦, 80◦

USGS 21:32:08 26.942◦, 55.227◦ 10 km 6.0 95◦, 51◦, 83◦

286◦, 39◦, 98◦

A2 GEOFON 23:24:13 26.85◦, 55.29◦ 10 km 5.9 -, -, -
-, -, -

USGS 23:24:14 26.920◦, 55.219◦ 10 km 5.7 96◦, 47◦, 100◦

262◦, 47◦, 80◦

A3 gCMT 23:25:15 26.69◦, 55.13◦ 12 km 6.1 121◦, 45◦, 138◦

245◦, 62◦, 54◦

GEOFON 23:25:15 26.82◦, 55.33◦ 10 km 6.0 110◦, 22◦, 118◦

261◦, 71◦, 79◦

USGS 23:25:15 26.887◦, 55.285◦ 10 km 6.0 94◦, 34◦, 96◦

267◦, 56◦, 86◦

Sequence B: 23 July 2022
B1 gCMT 16:07:56 26.65◦, 55.52◦ 12 km 5.5 56◦, 59◦, 34◦

307◦, 62◦, 144◦

GEOFON 16:07:49 26.75◦, 55.28◦ 10 km 5.3 82◦, 33◦, 108◦

240◦, 59◦, 79◦

USGS 16:07:48 26.880◦, 55.210◦ 10 km 5.3 126◦, 35◦, 133◦

258◦, 65◦, 65◦

B2 gCMT 16:09:08 26.73◦, 55.22◦ 12 km 5.6 128◦, 65◦, 148◦

233◦, 61◦, 29◦

GEOFON 16:09:08 26.98◦, 55.52◦ 10 km 5.5 120◦, 48◦, 140◦

240◦, 61◦, 50◦

USGS 16:09:07 27.002◦, 55.366◦ 10 km 5.4 121◦, 58◦, 150◦

228◦, 64◦, 36◦

Sequence C: 30 November 2022
C1 gCMT 15:17:43 26.69◦, 55.21◦ 12 km 5.6 107◦, 54◦, 101◦

270◦, 40◦, 77◦

GEOFON 15:17:43 26.83◦, 55.29◦ 10 km 5.6 101◦, 68◦, 91◦

278◦, 22◦, 28◦

USGS 15:17:41 26.887◦, 55.239◦ 5 km 5.6 94◦, 65◦, 86◦

285◦, 26◦, 99◦

Agencies:
gCMT - Global CMT (Dziewoński et al., 1981; Ekström et al., 2012)
GEOFON - GEOFON program using data from the GEVN partner networks (Quinteros et al., 2021)
USGS - USGS National Earthquake Information Center, PDE

from local to teleseismic. We also aim at understand-
ing the interaction of main- and aftershocks in the re-
gion using relocated aftershocks. The joint analysis of
different data sets and main- and aftershocks shall pro-
vide deeper insights into source mechanisms and rup-
ture kinematics of the mainshocks. Our work comple-
ments studies focusing on satellite deformation data
(e.g., Yang et al., 2023) by resolving temporal aspects
and rupture parameters and constraining the position
of the activated fault system from aftershocks.

2 Materials andmethods
We want to understand the characteristics of the July–
November 2022, SE Iran, mainshocks (Tab. 1) from
point and finite fault inversions using seismic and, if
available, satellite deformation data. Complementing
our analyses we relocate aftershocks to gain insights
into the stress transfer and the activation of fault planes
caused by the mainshocks. In the following, we intro-
duce the pre-processing applied to the satellite defor-
mation data. This dataset is used in the joint multiple
source inversions. We also explain the settings of the
single- and multiple-earthquake-inversion approaches
for the point source and the finite fault models, which
are used to study the mainshocks. Furthermore, the
methodology for an independent measure of the focal

depth based on teleseismic body wave phases is pre-
sented. Finally, a brief introduction of the aftershock
relocation is given.

2.1 InSAR data pre-processing
Interferometric Synthetic Aperture Radar (InSAR) sur-
face displacement measurements are crucial to con-
strain earthquake locations, particularly in finite fault
inversions (e.g., Ide, 2007; Steinberg et al., 2020). For
our multisource inversion approaches, we use interfer-
ograms recorded on Sentinel-1. The unwrapped and
geocoded interferograms were obtained from an as-
cending orbit (track 130, 22 June 2022, to 04 July 2022)
and a descending orbit (track 166, 25 June 2022, to
07 July 2022), each with a 12-day temporal baseline,
via the COMET-LiCSAR web portal along with essen-
tial metadata and coherence data. The Generic Atmo-
spheric CorrectionOnline Service (GACOS) offers tropo-
spheric delay products (Yu et al., 2017, 2018b,a), which
aim at reducing tropospheric noise in interferograms.
However, due to the negative impact of GACOS-based
corrections on unwrapped interferograms, we opted to
employ a linear method that leverages the correlation
between phase and elevation for stratified tropospheric
noise correction (Doin et al., 2015).
We processed InSAR time series for the tracks 130 (as-

cending) and 166 (descending) using the open-source
Miami InSAR time-series software in Python (MintPy,
Yunjun et al., 2022) and theHybridPluggable Processing
Pipeline (HyP3) service (Hogenson et al., 2016). HyP3 is
a cloud-native infrastructure that offers a generic pro-
cessing platform for SAR data, including interferomet-
ric processing. It streamlines the generation of interfer-
ograms, coherence maps, and unwrapped phase prod-
ucts by automating the necessary processing steps. The
HyP3 service facilitated our processing of Sentinel-1
data, enabling consistent and efficient generation of in-
terferometric products. The results demonstrated sim-
ilar deformation patterns for both ascending and de-
scending tracks, providing consistency and confidence
in our findings.
Corrected displacement maps are post-processed us-

ing the software toolbox Kite (Isken et al., 2017) (Fig. 3).
Post-processing includes an empirical variance-
covariance estimation of the data error as an input for
data weighting within the later inversion (Sudhaus and
Jónsson, 2009) and irregular quadtree subsampling
(Jónsson et al., 2002) (Fig. 7).

2.2 Bayesian moment tensor (MT) inversion
of themainshocks

We performed moment tensor (MT) point source in-
versions on both the individual mainshocks and also
jointly on the whole sequence A using the Bayesian in-
version softwareGrond (Heimann et al., 2018). Utilizing
a particle swarmmethod combinedwith bootstrapping,
Grond estimates non-linear uncertainties of all inver-
sion parameters. We fit the MT components (full and
deviatoric for the individual source inversions and dou-
ble couple (DC) for the joint inversion), centroid loca-
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Figure2 (a) Seismicity from IRSC inSouthern Iranbefore01July2022 (greydots) andafter (coloreddots), includingGEOFON
MT solutions (or location for A2) for the mainshocks. Colors of the dots and MTs indicate the time after 1 July (red), after
22 July (blue), or after 30 November (yellow), respectively. (b) shows the temporal seismicity evolution (mL, cumulative
moment, and the number of events) using the IRSC catalog with the same color coding as in (a). Major tectonic/seismic
features highlighted/annotated in (a) are the Mountain Front Fault (MFF), the Zagros Foredeep Fault (ZFF), the Simply Folded
Belt (SFB), and the Bandar-e-Lengeh anticline (BELA).

Figure 3 Ground deformation derived from satellite data
from ascending (left) and descending tracks of Sentinel 1.
Track ID and acquiring dates are shown in the bottom left.
The line of sight (LOS) and satellite track (azimuth) direc-
tions are indicated by arrows. The displayed deformation
is used as input for the joint inversions. BELA indicates the
Bandar-e-Lengeh anticline.

tion, time, and duration based on waveform and static
ground displacement fits.
Individual earthquake inversions used teleseismic

and regional body wave signals, recorded at 18 teleseis-
mic and seven regional stations with an epicentral dis-
tance of ∼230–10 000 km with carefully selected time
windows to ensure less overlap between the signals
emitted by subsequent earthquakes. Due to inacces-
sible regional data, all inversions for C1 used only the

teleseismic dataset. Before inversion, data was visually
inspected, and all noisy, incomplete, or corrupted sig-
nals were removed. All waveforms have been fitted as
bandpass-filtered displacements (0.015–0.06 Hz for A1
and A3, 0.02–0.06 Hz for A2, B1, B2, and C1) in time do-
main on the vertical and transverse components. Lower
frequency limits were chosen to suppress low-frequent
noise. Relatively low upper-frequency limits diminish
high-frequent site effects and reduce the effect of struc-
tural inhomogeneities not captured within our ground
model on the data fit. Synthetic waveforms were gener-
ated based on Green’s functions calculated with QSEIS
(Wang, 1999) using the AK135 global and a regional ve-
locitymodel (Karasözen et al., 2019; Jamalreyhani et al.,
2021).
A joint inversion scheme described as the double DC

or double single force source by Carrillo Ponce et al.
(2021) was adapted and then used for the earthquakes
of sequence A. The original approach allows for simul-
taneous source estimates via parameterizing the tem-
poral and spatial distance between subevents with the
focus on single, but complex earthquakes. It subse-
quently enables the use of seismic records character-
ized by overlapping signals of different subevents. Fur-
thermore, ground displacements recorded by InSAR
with their coarse temporal resolution can be fitted to
the superposed synthetic ground displacements of all
inverted subevents.
The mentioned double DC inversion scheme was

enhanced for simultaneous inversions of three earth-
quakes as required for a complete assessment of se-
quence A. These inversions used seismic and satellite
deformation data within separate and joint runs. Satel-
lite deformation data was fitted to synthetic ground dis-
placements calculated with PSGRN and PSCMP (Wang
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et al., 2003; Wang, 2005; Wang et al., 2006) using the
regional velocity model by Karasözen et al. (2019); Ja-
malreyhani et al. (2021). An interpretation of the triple
source inversion must be done with care as more free
parameters within the inversion may also lead to over-
fitting or the fitting of noise signals. The double source
setup could not be applied to sequence B due to high
noise levels on the satellite deformation.
Throughout this paper, we will always refer to the

mean model and the standard deviations derived from
the inversions.

2.3 Bayesian inversion of the finite faults
Extended rupture characteristics have been estimated
using the pseudo-dynamic rupture (PDR) (Metz, 2019;
Dahm et al., 2021). This extended rupture model de-
pends on a flexible boundary elementmethod based on
Okada (1992) to iteratively estimate the instantaneous
dislocation on the fault from a prescribed stress drop
behind amoving rupture front. The rupture front prop-
agation is estimated using the 2D Eikonal equation and
the rupture velocity linearly scalingwith the shear wave
velocity of the regional velocity model by Karasözen
et al. (2019); Jamalreyhani et al. (2021). The further
parametrization was chosen as in Metz et al. (2022) fit-
ting 13 parameters per fault: the top edge location (lat,
lon, depth), the rupture orientation (strike, dip), length
and width of the rupture plane, the maximum shear
slip, the rake, the relative origin coordinates, the ori-
gin time, and the scaling factor between the rupture and
shear wave velocity.
The inversion settings are the same as for the MT

inversions using individual and joint inversion ap-
proaches. Due to the lack of regional data for C1 and
noisy satellite deformation records for sequence B, we
performed PDR inversions only on the earthquakes of
sequence A.

2.4 Focal depth estimation from teleseismic
depth phases

We want to validate the depth estimates of our point
source andfinite fault inversions. Here, we apply a tech-
nique for an accurate focal depth computation based on
the teleseismic delay between direct P phases and sur-
face reflected, pP, phases using the abedeto tool (https:
//github.com/HerrMuellerluedenscheid/abedeto). Using
the arrival time difference between the two phases (pP-
P) recorded on several arrays at teleseismic distances
(Fig. S18, Tab. S6 in supplementary material), we inde-
pendently calculated the focal depth for the six great-
est events as previously applied in the Zagros region (Ja-
malreyhani et al., 2021). The observed waveforms are
stacked for each array to increase the signal-to-ratio. In
order to create synthetic waveforms, first Green’s func-
tions are computedusing a reflectivity approach (QSEIS;
Wang, 1999) by taking into account themoment tensors
calculated in this study. TheGreen’s functions are based
on local crustal velocity models at the source and array
locations (CRUST2.0; Bassin et al., 2000), and a mantle
model (AK135; Kennett et al., 1995).

2.5 Relocation of aftershocks
Earthquake relocation is vital to improve the spa-
tial resolution of seismic sequences. We used the
GrowClust3D.jl relocation method (Trugman and
Shearer, 2017; Trugman et al., 2023), which implements
a cluster-based relocation scheme based on relative
time shifts between P- and S-wave arrivals of events
with similar waveforms. The method requires a high
waveform similarity among the different events and
clustered initial locations.
Time shifts are converted into distance and azimuths

using pre-calculated travel times based on a 1D veloc-
ity model; the required ray tracing was performed us-
ing the same regional ground model as for the inver-
sions (Karasözen et al., 2019; Jamalreyhani et al., 2021).
Due to limitations in waveform data access, we adopted
the scheme to handle picked Pg, Pn, Sg, and Sn arrivals
derived from the IRSC catalog. Required relative time
shifts for two events were obtained by subtracting abso-
lute arrival times for matching stations.
This approach allows getting a first-order relocation

of the catalog with the limitations caused by the arrival
time picks provided only to the tenth of a second and
the lack of quality control parameters like the cross-
correlation coefficient. In total, 120 aftershocks of all
three sequences A, B, and C with mL larger than 3.0
from01 July 2022until 12December 2022were relocated
(Fig. 2).

3 Results
In the following we will summarize our findings. We
start with the pure seismic inversions of both point
and finite source models. Thereafter, results from the
joint satellite deformation and seismic data inversions
are presented. We will also show results from the fo-
cal depth estimation. Finally, outcomes from the after-
shock relocation are shown. Due to indications for dom-
inant southward dipping thrusting (Yang et al., 2023) we
will discuss our point source results emphasizing the
south-dipping nodal planes.
The analysis of seismic data yields robust MT solu-

tions for seven events with Mw larger than 5.3 from
01 July 2022 to 30 November 2022 (Figs. 4a,b, S1–S6,
Tabs. 2, S1, S2). All indicate rupture on E-W striking
planes (88◦–118◦) with one focal plane dipping with
37◦–68◦ towards the South. Dips vary from shallow
37◦–39◦ (A3, B1) to more than 60◦ (A1, B2, C1). While
events A1, A2, and C1 show rather pure thrust (rake of
80◦–100◦), events A3 (rake of 120◦) and especially B1 and
B2 (rake of 132◦–142◦) indicate oblique faulting. The
magnitudes of the events range from 5.27 for event B1
to 6.01 for event A3 with the highest magnitudes ob-
served for sequence A (Mw 5.73–6.01). All centroids of
sequence A are located close to each other beneath or
slightly to the North of the Bandar-e-Lengeh anticline
(BELA) in depths of 6.8–8.0 km. B1 and B2 occurred in
larger depths of 10.4–11.5 km, with B1 being co-located
with sequence A and B2 shifted by 10 km towards the
North. The later event C1 shows a strong location mi-
gration towards the West by ≈20 km. Its centroid lays
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Figure 4 Results of seismic inversions with centroids from full MT inversions as map (a) and along the profile (b). PDR
inversion results using seismic data are shown as map (c) and profile (d) with their centroids (dots), rupture plane locations,
final slip, ruptureorigin (green star) and rupturepropagationcontour lines (every2 s, grey lines in (c)). Grey lines in (d) indicate
the PDR rupture plane locations and orientations through their respective centroids. The topography in the profiles (b, d) is
shown along the profile A–A’ (dark grey) and along parallel lines extracted every 0.01◦ longitude from 55.15◦W to 55.45◦W
(light grey). Increasing transparency scales with increasing distance to the profile A–A’.

beneath the BELA at a shallow depth of 5.4 km.

Independent finite fault solutions obtained from seis-
mic data for sequence A yield preferred orientations of
the fault plane butwithminimalmisfit differences com-
pared to the inversions for the auxiliary nodal plane
(Figs. 4, S7–S9, Tabs. 2, S4). Preferred fault planes
strike towards West (260◦) and dip towards North by
28◦ for A2 or strike East (102◦–107◦) with a southward
dip of 41◦–61◦ for A1 and A3. Rakes of 85◦–115◦ in-
dicate pure thrust faulting with a slight oblique com-
ponent for A3. Source plane extents range from 9.5 ±

2.3 km × 3.4 ± 1.5 km in length and width for A3 up
to 19.3 ± 3.0 km × 8.1 ± 1.3 km for A2. Resolved top
edge depths are similar through all events of sequenceA
ranging from 3.1 ± 0.7 km for A1 to 4.1 ± 0.6 km for A3
(Tab. S4). Significant uncertainties indicate a poor reso-

lution of the rupture origin location and hence the rup-
ture propagation. However, all events of sequence A
yield prevailing westward motion along the respective
fault planes. Centroids derived from thePDRare similar
to theMT solutions in location,magnitude, and orienta-
tion. Inferred centroid depths are slightly smaller, with
5.2–6.2 km. Also, the magnitude estimate for event A2
deviates from the MT solutions with Mw 5.87 compared
to 5.73 ± 0.03.

Modeled waveforms show a high fit in amplitude and
phase for both CMTand PDR inversions (Figs. 6 top row,
S1–S9). PDR fits of the mean model of A1 indicate an
overestimation of the amplitude at the displayed station
GE.SANI. Fits for the later event A2 are characterized
by a slight amplitude deficit of the modeled compared
to the observed waveforms for both PDR and CMT solu-

7
SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Insights into the 2022 earthquake sequence in SE Iran

Figure 5 Results of joint seismic and satellite deformation data inversions with centroids from joint 3 DC inversion as map
(a) andalong theprofile (b). JointPDR inversion results using seismic and satellitedeformationdataare shownasmap (c) and
profile (d) with their centroids (dots), rupture plane locations, final slip, rupture origin (green star) and rupture propagation
contour lines (every 2 s, grey lines in (c)). Grey lines in (d) indicate the PDR rupture plane locations and orientations through
their respective centroids. The topography in the profiles (b, d) is shown along the profile A–A’ (dark grey) and along parallel
lines extracted every 0.01◦ longitude from 55.15◦W to 55.45◦W (light grey). Increasing transparency scales with increasing
distance to the profile A–A’.

tions.

For sequence A, joint inversions were carried out
using seismic and satellite deformation data within a
triple source inversion scheme. The triple source in-
version accounts for the limited temporal resolution
of satellite deformation data, which only measures the
overlapping effect of the three sources. The triple DC
point source inversion fits the seismic, and the satel-
lite deformation data and yields results in agreement
with our previous seismic inversions (Figs. 5a,b, 6, 7a,b,
S10, Tabs. 2, S3). All mechanisms indicate thrust fault-
ing along an E-W striking plane. The MT for A3 shows
a significantly smaller oblique proportion and a much
larger dip towards the South (78◦) of one of its nodal
planes compared to the similarly oriented plane of the

pure seismic inversion (39◦). The moment release indi-
cates the highest magnitude for A1 with Mw 6.27, which
is about 0.3 magnitude units larger than the magnitude
estimate for A1 from the pure seismic single source in-
version. Synthetic waveforms (Figs. 6, S10) show sig-
nificantly larger amplitudes compared to the observed
and the synthetic traces from thepure seismic inversion
(Fig. S1), suggesting that the satellite deformation data
forces the seismic moment of A1 to have larger values.
On the other hand, magnitude estimates for A2 and the
correspondingwaveformfits are similar to the observed
traces. Finally, waveform amplitudes and the magni-
tude for A3 are underestimated when compared to the
observed traces and the seismicmodeling, respectively.

In general, the locations of the centroid double cou-
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Figure 6 P-wave fits for sequence A (left A1, right A2 and A3) displayed on the vertical displacement records of station
GE.SANI (distance ≈8215 km, azimuth ≈119◦) for seismic (top row) and joint inversions (bottom row). Observed, restituted
and filtered records are given in black, fitted traces in colored lines. Horizontal grey lines indicate the peak amplitude of the
observed records with the value given asApeak. Grey backgroundwith the top labels indicate themajor P-wave signal of the
different events.

Figure 7 InSAR fits for joint 3DC (ascending - a, descending - b) and 3PDR (ascending - c, descending - d) inversions with
quadtree subsampled observed data (1st column), the mean model fit (2nd column) and the corresponding residual (3rd
column). BELA indicates the Bandar-e-Lengeh anticline.

ple MTs are resolved well with the largest errors for A2
(max. 5.1 km horizontal and 2.7 vertical error - Tab. S3).
The depth of A2 (11.9 km) is significantly larger than es-
timated from seismic data (7.9 km).

The joint inversion of three PDR finite fault planes
yields stable estimates, especially for A1, withmore sig-
nificant uncertainties for A2 andA3. All events are char-
acterized as E-W striking thrust earthquakes with south
dipping source planes (Figs. 5c,d, 6, 7, S11, Tabs. 2,
S5). Fault orientations are mainly in agreement with

results from the other inversion approaches. Contrary
to the single PDR inversion, the joint inversion favors a
south-dipping fault plane for A2. For A3, we obtain a
large oblique component but with larger uncertainties
(rake of 134◦ ± 22◦) compared to point source and sin-
gle finite fault inversions. The estimated seismic mo-
ment from the mean model centroid defines A1 as the
largest event with Mw 6.42 and a maximum shear dislo-
cation of 2.26 ± 0.37 m, while A2 and A3 released a mo-
ment equivalent to Mw 5.91 (slip of 0.39 ± 0.20 m) and
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Mw 5.98 (slip of 0.50±0.24 m). For A1 and A2, bothmag-
nitudes and maximum dislocations are overestimated
compared to all other inversion approaches. The largest
magnitude (> 0.4 magnitude units), and slip increase
(∼1.4 m), compared to the single point source or PDR
seismic inversions, is observed for A1.

Waveform fits (Figs. 6, S11) indicate good phase re-
trieval, especially for A1 and A2. Slight phase shifts
are observable for some records of A3. Similarly to the
triple DC inversion, we obtain an amplitude overestima-
tion for A1, but here even more prominent. In general,
waveform amplitudes for A2 and A3 fit well.

Satellite deformation data shows a high correlation
in the estimated deformation pattern with residuals of
∼10 cm. The ascending track fit is characterized by
an underestimation of themaximumdeformationmea-
sured at the BELA. In contrast, the descending track
shows larger residuals along the NE boundary of the
BELA (Fig. 7c,d). Both, centroid location and depth of
A1 beneath the northern edge of the BELA are in good
agreement with solutions from the other inversion ap-
proaches. Centroids of A2 and A3 are co-located south
of the BELA beneath the Tangeh Khoran, indicating a
shift of∼ 10±8–9 km towards the South compared to the
other inversion results (Tab. S5). The respective depths
are in the range of 10.1–11.1 km, up to 6 km larger than
the results from our other inversion approaches.

Focal depths of the mainshocks estimated from P-
wave phase arrival time differences are in the range
of 7.0–11.0 km (Figs. S12–S17, Tabs. 2, S6). Smallest
focal depths are obtained for C1 (7.0 km), and A1 and
A2 (8.0 km). The origin depth for A3 is estimated with
10.0 km, while largest focal depths of 11.0 km are found
forB1 andB2. The stackedwaveformfits are rather good
for the smaller events B1, B2, and C1. The larger events
of sequence A generate more complex P-waves due to a
longer rupture duration and, hence, source time func-
tions. Therefore, stacked waveform fits are not as good
as for the smaller events.

120 aftershocks of the IRSC catalog from 01 July 2022
to 12 December 2022 have been relocated with average
vertical (depth) and horizontal location shifts and un-
certainties of 0.41 ± 0.39 km and 0.67 ± 0.82 km, respec-
tively (Figs. 8, S19, Tab. S7). The simultaneous opti-
mization of the origin times yields an average shift of
0.1±0.1 s. Themajority of events are located indepths of
10–15 km scattering within a ∼10 km × 10 km wide area
around 26.8◦ lat, 55.35◦ lon. They are characterized by
minor location errors (Fig. S12). Larger errors in the re-
location of up to 3 km horizontally and 2 km in depth are
observed for the few events located towards the North
and SW of the major aftershock area. The location of
most aftershocks fits well with inversion results from
both MT and PDR inversions, except the MT solution of
C1. The westward location shift of C1 compared to se-
quences A and B (Fig. 4) is not reflected in the relocated
aftershocks. We also do not resolve any scattering of af-
tershocks along preferred planes.

4 Discussion and interpretation
The analyzed earthquakes between 01 July 2022 and
12 December 2022 highlight the interaction of large,
shallow thrust earthquakes in the sedimentary layer
with smaller aftershocks in the upper basement or
deeper sedimentary cover (Fig. 9), which is a peculiarity
of the continent-continent collision in the ZagrosMoun-
tains (see e.g., Nissen et al., 2011, 2014). Using different
inversion approaches, we can also resolve significant
differences in the earthquake parameter estimates due
to uncaptured tectonic processes or uncertainties in the
used ground models. In the following, we will discuss
our results related to regional tectonics, the effect of the
incorporated satellite deformation data and its seismo-
logical implications, and the quality of the newly devel-
oped triple source inversion scheme.

4.1 Mainshockmechanisms and location
The earthquakes in Zagros generally have low to strong
magnitudes up to Mw 7.3 and commonly occur on
blind faults (Barnhart et al., 2013; Karasözen et al.,
2019; Asayesh et al., 2022; Jamalreyhani et al., 2022;
Nissen et al., 2019), often in depths of 8–14 km (e.g.,
Ni and Barazangi, 1986; Baker et al., 1993; Hessami
et al., 2001; Talebian and Jackson, 2004; Jamalreyhani
et al., 2021; Nissen et al., 2019). Ruptures often occur
in the sedimentary layer, called a “competent group”,
which spans from ≈4–8.5 km depth in the south east-
ern FA. The competent group is decoupled from the
crystalline basement by the Hormuz Salt Formation at
about 8–10 km (Nissen et al., 2011), a formation interca-
latedwith stronger non-evaporitic layers. The centroids
of the earthquakes A1, A3, and C1 locate in a depth of
5–8 km depth (Figs. 4, 5), which indicates an activation
of faults in the lower competent group. This interpreta-
tion is supported by Roustaei et al. (2010); Nissen et al.
(2010, 2011); Barnhart et al. (2013); Elliott et al. (2015)
who found thatmostMw > 5 events occur in the shallow
sedimentary layer between ∼5–10 km. Estimated focal
depths for A1, A3, and C1 of 7.0–10.0 km are in line with
results of our inversion and of the given studies (Tab. 2).
The later earthquake sequence B (and perhaps also

A2) occurred at a larger depth of 10.5–11.5 km, shown
by both centroid and focal depths, indicating a possi-
ble stress transfer from the shallow primary events A1
and A3 into depth with an activation of the deeper sed-
imentary Hormuz layer, interface between sediments
and basement and/or faults within the crystalline base-
ment. Both, stress transfer and the activation of sig-
nificantly deeper strata are also evident from the af-
tershock depth range of 10–15 km below the Bandar-e-
Lengeh anticline (BELA), which fits well with earlier es-
timates of aftershock depths, e.g., for the 2005Qeshmor
2006 Fin earthquakes (e.g., Talebian and Jackson, 2004;
Tatar et al., 2004; Nissen et al., 2011; Yaminifard et al.,
2012). The scenario of a shallow mainshock followed
by a separated, deeper aftershock sequence has been
observed and described by Nissen et al. (2011); Yamini-
fard et al. (2012) for the 2005 Qeshm earthquake. The
pattern may indicate that characteristic earthquakes in
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Table 2 Centroid locations and orientations derived from MT and PDR inversions using both seismic and a joint seismic
and InSAR dataset. The ensemblemean solution is given. Full set of resolved parameters including uncertainties are given in
Tables S1–S5. Also, results from teleseismic focal depth estimation are given.

ID Method Time Lat, Lon Depth Mw max. Slip Strike, Dip, Rake
Sequence A: 01 July 2022
A1 MTs 21:32:08.7 26.856◦, 55.417◦ 8.0 km 5.97 - 100◦, 58◦, 101◦

260◦, 33◦, 83◦

MTj 21:32:06.3 26.835◦, 55.340◦ 8.3 km 6.27 - 94◦, 66◦, 79◦

299◦, 26◦, 113◦

PDRs 21:32:08.8 26.861◦, 55.390◦ 6.2 km 5.96 0.82 m 102◦, 61◦, 102◦

PDRj 21:32:09.4 26.851◦, 55.292◦ 8.2 km 6.42 2.26 m 98◦, 67◦, 87◦

TELE - - 8.0 km - - -
A2 MTs 23:24:14.8 26.884◦, 55.210◦ 7.9 km 5.73 - 93◦, 59◦, 95◦

264◦, 32◦, 83◦

MTj 23:24:15.7 26.826◦, 55.153◦ 11.9 km 5.78 - 85◦, 65◦, 94◦

256◦, 25◦, 82◦

PDRs 23:24:14.6 26.896◦, 55.234◦ 5.2 km 5.87 0.24 m 260◦, 28◦, 85◦

PDRj 23:24:11.6 26.748◦, 55.301◦ 11.1 km 5.91 0.39 m 102◦, 59◦, 86◦

TELE - - 8.0 km - - -
A3 MTs 23:25:14:3 26.858◦, 55.252◦ 6.8 km 6.01 - 104◦, 39◦, 120◦

248◦, 57◦, 69◦

MTj 23:25:15.5 26.858◦, 55.270◦ 6.1 km 5.93 - 92◦, 78◦, 95◦

251◦, 13◦, 69◦

PDRs 23:25:14.5 26.838◦, 55.272◦ 5.6 km 5.98 2.83 m 107◦, 41◦, 115◦

PDRj 23:25:20.9 26.756◦, 55.226◦ 10.1 km 5.98 0.50 m 106◦, 48◦, 134◦

TELE - - 10.0 km - - -
Sequence B: 23 July 2022
B1 MTs 16:07:47.6 26.891◦, 55.293◦ 10.4 km 5.27 - 118◦, 37◦, 132◦

250◦, 64◦, 64◦

TELE - - 11.0 km - - -
B2 MTs 16:09:07.8 26.993◦, 55.372◦ 11.5 km 5.42 - 116◦, 60◦, 142◦

227◦, 58◦, 36◦

TELE - - 11.0 km - - -
Sequence C: 30 November 2022
C1 MTs 15:17:46.9 26.914◦, 54.936◦ 5.4 km 5.63 - 88◦, 68◦, 83◦

286◦, 23◦, 107◦

TELE - - 7.0 km - - -
Methods:
MTs - Full moment tensor inversion from seismic data.
MTj - Joint inversion of triple DC sources from seismic and InSAR data.
PDRs - PDR inversion from seismic data.
PDRj - Joint inversion of triple PDR sources from seismic and InSAR data.
TELE - Focal depth estimation from teleseismic depth phases.
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Figure 8 Map (a) and profile (b) of the IRSC catalog after relocation between 01 July 2022 and 12 December 2022. Main-
shocks of sequences A, B and C are excluded. Colors indicate the time after sequence A (red), B (blue) or C (yellow). Points
scale with reported local magnitude. The topography in the profile (b) is shown along the profile A–A’ (dark grey) and along
parallel lines extracted every 0.01◦ longitude from 55.15◦W to 55.45◦W (light grey). Increasing transparency scales with in-
creasing distance to the profile A–A’.

Figure 9 Interpretation of the tectonic processes during the July–December 2022 sequence. Phase I (top row) indicates the
rupture processes on the 01 July 2022while phase II (bottom row) resolves the later events. Moment tensors do not show cor-
rect rotations but shall illustrate general trends in location andmechanism. We show three interpretation possibilities using
an activation of the detachment plane (left), a listric fault cutting through the sediments (center), or a rupture independent
of the sediment to basement interface (right). North is indicated at each profile. The profiles are also referenced to the profile
A–A’ shown in Figs. 4, 5, and 8.

the competent group of the sedimentary cover are con-
trolled by a combination of stress and forces from the
horizontal collision and buoyant salt movements, while
the crystalline basement of the crust is moving as a de-
coupled, rigid body beneath the ZFFB. Aftershocks can
be induced in the basement if Coulomb stress changes
occur. However, the crustal shortening in the base-
ment is either accommodated by ductile deformation,

or through crustal thickening as observed further to the
north beneath the HZZ.

In addition to thrust faulting and shortening, trans-
verse strike-slip faults play a role in the evolution of Za-
gros. For instance, Talebian and Jackson (2004) empha-
sized the importance of strike-slip faults in the base-
ment of the southeastern-most Zagros, which has also
been revealed by Yaminifard et al. (2012) studying after-
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shocks of the 2005 Qeshm Island event.
Sequence A is dominated by the two largest thrust

events of Mw ∼ 6.0 (A1 and A3). Satellite deforma-
tion data (InSAR) show largest displacements on the
BELA andminor deformation towardsNorth (Figs. 3, 7).
From thedeformationpatternYang et al. (2023) have de-
rived two southward dipping rupture planes with dips
of 33–65◦. Despite the steeply dipping planes, no sur-
face ruptureswere observed. This is, however, common
for thrust events in Zagros mountains (e.g., Berberian,
1995; Regard et al., 2004; Yamini-Fard et al., 2007; Edey
et al., 2020). From our joint seismic and InSAR inver-
sion, we found a southward dipping plane of 48◦ ± 13◦

(Triple PDR) or 78◦ ± 2◦ (Triple DC) (Tabs. 2, S3) for the
second large event of sequence A (A3). However, Yang
et al. (2023) interpret A3 as a possible southward dip-
ping but low angle, shallow splay fault of A1 with a dip
of about 33◦.
The results of our single PDR seismic inversions yield

similar dip angles as the triple PDR inversion between
41◦ and 48◦ on the southward dipping plane, support-
ing the results by USGS, gCMT, and GEOFON. Prevailing
dips for thrust events are up to 60◦ (Jahani et al., 2009;
Nissen et al., 2011). The steep dip estimate of 78◦ for
A3 from the triple DC inversion is well above this range.
It could be a result of our triple source inversion setup
with many free parameters, allowing for overfitting of
small amplitude satellite deformation data (Fig. 7). The
poor waveform fits from the triple DC inversion for A3
compared to the single MT inversion support the inter-
pretation of overfitting satellite deformation data at the
expense of the waveform data fit (Figs. 6, S3, S10).
Event A2 is characterized by rather good waveform

fits (Fig. 6) and comparable solutions through all ap-
plied techniques and inversion setups. However, the
joint inversions yield a significantly larger centroid
depth of 11.1–11.9 km vs. 5.2–7.9 km. The larger depth
would imply that A2 ruptured within the upper base-
ment, lower sediments or along their interface. The
low-angle northward dipping rupture plane, resolved
from PDR inversions, fits well with the latter interpre-
tation of a low-angle detachment earthquake along the
interface (Nissen et al., 2011) (Fig. 9 left column). Re-
solved dips of more than 20◦ make this scenario un-
likely.
Instead of a steeply northward dipping fault plane,

the ZFF could also be of listrical shape propagating into
the sediment-basement interface as indicated by Jahani
et al. (2009) (Fig. 9 center column). Such fault shape
could accommodate events with intermediate north
dipping focal planes as observed.
A rupture of listric or ramp-flat faults within the base-

ment, as suggested for the 2017 Mw 7.3 Sarpol-e Zahab
earthquake (e.g., Fathian et al., 2021; Guo et al., 2022;
Zhao et al., 2023) is unlikely in our case. A centroid
depth at the top level of the basement andno observable
spatial clustering of aftershocks along listric lineaments
in the basement, prohibit such interpretation. We also
obtain a origin depth of 8 km indicating a rupturewithin
the lower sediments, and not within the basement. Fur-
ther investigations of the fault geometry, e.g., by using
teleseismic body waves (e.g., Braunmiller and Nábělek,

1996), are not easily applicable here due to the rather
small magnitude, and hence, the small rupture plane
extent of A2, and the complex rheology in the study
area, which is not fully reflected in our ground models.
We favor the interpretation of Yang et al. (2023), as-

suming A2 as a foreshock to A3 on the thrust fault plane
of A1 or A3 (Fig. 9 right column). The shallow cen-
troid and focal point depths from seismic inversions
and from P-wave phases arrival differences, and the
similar focal plane orientations support their hypothe-
sis. Coulomb failure stress changes caused by A1 or A2
on the fault plane of A3 calculated by Yang et al. (2023)
also strengthen this interpretation.
Our finite fault inversions with slip estimates for the

two largest events of 0.82±0.25 m (single PDR) or 2.26±

0.37 m (triple PDR) for A1 and 2.82 ± 0.88 m (single
PDR) or 0.50 ± 0.24 m (triple PDR) for A3 support find-
ings on different recent earthquakes in the FA (e.g.,
for 2005 Qeshm, 2006 Fin, 2008 Qeshm or 2013 Khaki-
Shonbe earthquakes) that coseismic slip is mainly ac-
commodatedwithin the competent group (Lohman and
Barnhart, 2010; Elliott et al., 2015; Nissen et al., 2007,
2010; Roustaei et al., 2010; Jamalreyhani et al., 2021).
Slips are significantly larger than results from Yang

et al. (2023), who estimate peak dislocations of up
∼1.25 m. From seismic data, we also estimate different
locations for the high slip patch of A1 compared to Yang
et al. (2023). It is shifted further to the East with respect
to their results. The joint finite fault inversion yields
swapped locations of A1 and A3 compared to Yang et al.
(2023). While they resolve A1 to the west of A3, we ob-
tain the opposite results. This could be caused by the
limited temporal resolution in the study of Yang et al.
(2023) as based only on satellite deformation data.
Besides the slip, first-order estimates of the rupture

kinematics are obtained fromourfinite fault inversions.
Although shipping with larger uncertainties (Tab. S4),
single PDR inversion solutions indicate dominant west-
ward rupture propagation. This indicates that the ear-
lier A1 ruptured into the region of A2 and A3 (Figs. 4,
5).

4.2 Vertical separation of aftershocks
Both, relocated aftershocks, and the larger earthquakes
B1 and B2 are spatially concentrated around the eastern
tip of the BELA and predominantly scatter in a depth of
10–15 km, which implies aftershock activity is either in
the upper crystalline basement (Talebian and Jackson,
2004; Tatar et al., 2004; Nissen et al., 2011) or deeper
sediments (Jahani et al., 2009; Nissen et al., 2014). We
also see a vertical separation of the aftershocks from the
mainshock in the SFB, which fits well with observations
by Nissen et al. (2010, 2011, 2014) for the 2005 Qeshm
and 2006 Fin earthquakes. While mainshocks rupture
the middle-lower sedimentary cover, aftershocks oc-
cur in the basement or the deeper sediments within
the Hormuz formation. Hence our aftershock locations
also indicate a relatively shallow top boundary of this af-
tershock region at ≈10 km depth compared to findings
of Nissen et al. (2014).
The co-location of the mainshocks and aftershocks,
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despite C1, could highlight Coulomb stress changes, or
dynamic stress transfer from the mainshocks into the
deeper and harder Hormuz formation (Nissen et al.,
2010, 2014). The saltmay flow as a response to the stress
changes causing aftershocks within the formation and
its surroundings. The substantial location shift between
C1 and its aftershocks could be due to location uncer-
tainties and poor spatial resolution of our seismic inver-
sion caused by the lack of regional seismic or ground
deformation data.
Nevertheless, as derived from travel time picks with-

out quality constraints, our relocations are only valid
as a first-order approximation of the aftershock loca-
tions. As we used the same groundmodel for relocation
as for the inversions, uncertainties and structural in-
consistencies between the model and the actual under-
ground structure might have also caused a bias within
the relocation.

4.3 Implications from joint data and multi-
source inversion

The newly implemented triple source inversion scheme
has proven its usability for complex rupture inversions
using multiple satellite deformation and seismic data.
We resolved major features of deformation and seismic
data, especially when using the triple DC sourcemodel.
However, additional free parameters in the triple source
inversion scheme have also affected the results, as in-
creased centroid depths for A2 and partially A3, larger
uncertainties and the largewaveformfit residuals, espe-
cially for A3. Different weighting schemes for the rela-
tive misfit contribution of surface deformation data fits
compared towaveformfitswere employed to reduce the
described effects but didnot fully solve this issue. In this
regard, our interpretations on the faults activated by A2
can not be validated from the triple source inversion re-
sults.
Comparing results from single source seismic and

combined source joint seismic and satellite data in-
versions, we obtain a significant increase in the cu-
mulative moment release with the latter inversion ap-
proach (Figs. 4, 5). Our seismic inversions for se-
quence A yield a cumulativemoment release equivalent
to Mw 6.24–6.26, similar to results from GEOFON (cu-
mulative Mw 6.29) or USGS with a cumulative Mw 6.25.
Meanwhile, our joint inversion approaches give a cu-
mulative moment release equivalent to Mw 6.39–6.52.
These values confirm results from Yang et al. (2023),
who have obtained a cumulativemoment release equiv-
alent to Mw 6.43.
This 60–70 % increase inmodeledmoment release de-

rived from the triple DC inversion could be caused by a
significant afterslip resolved in the satellite deformation
data with its broad temporal coverage but not reflected
in the seismic data. Observations of afterslip within Za-
gros reveal a rather large relative contribution to the
grounddeformation (Zhao et al., 2023) and can yield sig-
nificant overestimation of themagnitude in the range of
0.1 to > 0.2 magnitude units (Weston et al., 2012). This
behavior might be caused by the complex tectonics of
the Zagros, e.g., its salt diapirism (Yang et al., 2023).

Another reason for the magnitude differences could
be our choice of the ground model. It is specific to
the Zagros region (Karasözen et al., 2019; Jamalreyhani
et al., 2021). Nevertheless, underground structure vari-
ations, as evident from, e.g., Nissen et al. (2011); Ja-
hani et al. (2009); Jamalreyhani et al. (2021) along the
Zagros, can not be fully resolved due to the lack of lo-
cal tomographies. The choice of a rather low-frequency
range for waveform fitting reduces such structural ef-
fects, though. Nevertheless, local studies, e.g., a tomog-
raphy using the aftershocks of the sequence combined
with seismic profiles, could enhance the knowledge and
shed light on this issue.
The significant moment release overestimation by

the triple PDR inversion with an increase of 145–165 %

compared to the pure seismic inversions may also be
influenced by our inversion setup with many free pa-
rameters as the larger uncertainties andmisfits suggest
(Figs. 7, 6, S11, Tabs. 2, S5).
We have resolved a sequence of three earthquakes

close in time and space with similar focal mechanisms
(sequence A). As likely rupturing the adjacent patches
of the same faults or adjacent splay faults (Yang et al.,
2023) sequence A can be characterized as an event
triplet according to the definition of Lay and Kanamori
(1980); Ammon et al. (2008). The sequence highlights a
region of large tectonic complexity with overthrusting,
opposed dipping splay faults, and the effect of the Hor-
muz salt formation limiting rupture propagation (Nis-
sen et al., 2011; Jamalreyhani et al., 2023).
Sequence B might be a doublet with its short in-

terevent time and similar mechanisms. We can not re-
solve if both ruptured on one common fault, though
(Figs. 4a,b, 9). Here, a more detailed investigation of
stress transfers could help to fully understand this part
of the 2022 seismic unrest. Our observations of an event
triplet and a possible doublet fit well with recent obser-
vations of two other doublets close to our study area
(November 2021 Fin and June 2022 Charak - e.g., Ne-
mati, 2022; Fathian et al., 2022; Rezapour and Jamalrey-
hani, 2022) highlighting the tectonic complexity of the
south eastern FA.

5 Conclusions
The 2022 earthquake sequence in SE Iran has re-
vealed a rather complex interaction of larger shallow
thrust faults within the sedimentary cover with deeper,
smaller events at the interface to and/orwithin the crys-
talline basement. The sequence was initialized by a
triplet of thrust earthquakes on 01 July 2022. The two
largest earthquakes of the triplet (both Mw ∼ 6.0) rup-
tured the lower sediments at depths of 4–9 km, likely
occurring on a south-dipping splay fault to the Za-
gros Foredeep Fault beneath the Bandar-e-Lengeh anti-
cline. The third, smaller,Mw 5.7–5.8 event occurred one
minute before the second large event. This small earth-
quake either indicates an early activation of deeper
strata ormight also have been a foreshock co-located on
the faults, which ruptured during the two mainshocks.
The event triplet caused high aftershock activity

within the deeper sediments or upper crystalline base-
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ment characterized by depths of 10–15 km beneath the
Bandar-e-Lengeh anticline with several larger thrust
events. Hence, the 2022 seismic unrest is a new case
of observable vertical separation of themain- and after-
shocks in SE Iran, which may be caused by a complex
stress state within the deeper sediments and the crys-
talline basement beneath.
Magnitude overestimations when utilizing satellite

ground deformation data also indicate a significant af-
terslip activity due to salt diapirism.
The comprehensive analysis ofmain- and aftershocks

using available seismic and ground deformation data
has embedded the July–December 2022 sequence into
the complex tectonics in the SE Fars Arc with a frequent
occurrence of event doublets over the past year. The
lack of regional and local seismic records and the rather
uncertain groundmodels limited the accuracy of our re-
sults. This issue highlights the need for further detailed
tectonic studies in the region and better data accessi-
bility to properly understand the geophysical processes
and their potential risk within the SE Fars Arc.
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Data and Resources
Our reference source mechanisms were derived from
theGEOFONprogramof theGFZGermanResearchCen-
tre for Geosciences using data from the GEVN partner
networks, global CMT (e.g., Dziewoński et al., 1981; Ek-
ström et al., 2012) and USGS.
The aftershock catalog, body wave travel time picks

and regional waveforms were downloaded from the
Iranian Seismological Center (IRSC) available at http:
//irsc.ut.ac.ir/.
Furthermore we used teleseismic waveform data

from the following seismic networks: AK (Alaska Earth-
quake Center, Univ. of Alaska Fairbanks, 1987), DK
(GEUS Geological Survey of Denmark and Greenland,
1976), G (Institut de physique du globe de Paris (IPGP)
and École et Observatoire des Sciences de la Terre
de Strasbourg (EOST), 1982), GE (GEOFON Data Cen-
tre, 1993), GT (Albuquerque Seismological Laboratory
(ASL)/USGS, 1993), II (Scripps Institution of Oceanog-
raphy, 1986), IC (Albuquerque Seismological Labora-
tory (ASL)/USGS, 1992), IN (India Meteorological De-
partment, 2000), IU (Albuquerque Seismological Lab-
oratory (ASL)/USGS, 1988), QZ (LTD Seismological Ex-
perience and Methodology Expedition of the Commit-
tee of Science of the Ministry of Education and Sci-
ence of the Republic of Kazakhstan, 2003), RM (Re-
gional Integrated Multi-Hazard Early Warning System
(RIMES Thailand), 2008) and WM (San Fernando Royal
Naval Observatory (ROA), Universidad Complutense De
Madrid (UCM), Helmholtz-ZentrumPotsdamDeutsches
GeoForschungsZentrum (GFZ), Universidade De Évora
(UEVORA, Portugal) and Institute Scientifique Of Rabat
(ISRABAT, Morocco), 1996).
Satellite deformation data was downloaded from LiC-

SAR. LiCSAR contains modified Copernicus Sentinel
data 2022 analyzed by the Centre for the Observation
andModelling of Earthquakes, Volcanoes andTectonics
(COMET). LiCSAR uses JASMIN, the UK’s collaborative
data analysis environment (http://jasmin.ac.uk). LiCSAR
products can be accessed through the COMET-LiCSAR-
portal website at https://comet.nerc.ac.uk/COMET-LiCS-
portal/.
Besides the mentioned software we used GMT5.4 for

map plotting (Wessel et al., 2013) and their GSHHG
dataset for shore lines (e.g., Wessel and Smith, 1996).
Topographic data providedby SRTM(Becker et al., 2009)
was used for our map and profile plots. Faults plotted
were obtained from Hessami et al. (2003). For InSAR
processingweused the theHybridPluggable Processing
Pipeline (HyP3) platform (Hogenson et al., 2016), while
MintPy was utilized as a robust solution for InSAR time
series analysis and unwrapping error correction (Yun-
jun et al., 2022). Furthermore kite was used for satellite
deformation data pre-processing (Isken et al., 2017).
Our seismic and geodetic inversions used Grond

(Heimann et al., 2018) and the Pyrocko software pack-
age (Heimann et al., 2017) with the implemented effec-
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tive Greene’s function handling algorithms (Heimann
et al., 2019).
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Abstract We analyze at a broad spatial scale the slab seismicity during one of the longest and best
recorded foreshock sequencesof a subduction earthquake todate: theM8.1 2014 Iquique earthquake inChile.
We observe the synchronisation of this sequence with seismic events occurring in the deep slab (depth ~100
km). We show that the probability that this synchronisation is obtained by chance is infinitesimal (<10-5), in-
dicating that it is the result of a physical process taking place in the subduction. Amechanically logical expla-
nation for this synchronicity seems to be the presence of fluid connections between the intermediate-depth
range of the slab and the shallow seismogenic zone where foreshocks occur. These connections could be in
the form of transient fluid channels in which bursts of pressure pulses would propagate, or localized high per-
meability paths along the plate interface in which pore-pressure waves would travel. It suggests that, like for
the 2011 Tohoku earthquake, the deep slabwas involved in the nucleation process of the Iquique earthquake.
These observationsmay seem surprising but they are in line with the short-lived pulse-like channelizedwater
escape from the dehydration zone predicted by recent studies in slab mineralogy and geochemistry.

Non-technical summary In 2014 a large earthquake (M8.1) occurred in theNorth Chile subduction.
This earthquake was preceded by an intense foreshock crisis which lasted for nine months. We analyze here
this foreshock activity and we observe that it is synchronised with seismic activity occurring deep (~100 km)
in the slab, far down-dip from the foreshock locations and below the future rupture zone of the earthquake.
As this deep seismic activity is thought to be associatedwith the dehydration of slabminerals and the release
of water, it suggests that rapid water ascent from the dehydration zone may have triggered the foreshocks.
Other possiblemechanisms for this synchronicity of foreshocks with activity deep in the slab are discussed.

1 Introduction
Although it is still a controversial subject, an increas-
ing number of observations support that broad spatial
interactions occur in slabs. The rapidity and the scale
of some of the interactions reported (Bouchon, 2016,
2022; Panet et al., 2018, 2022; Bedford, 2020; Bouih et al.,
2022; Karabulut et al., 2022; Rousset et al., 2023) chal-
lenge our present understanding of slab dynamics and
raise questions about the mechanism of communica-
tion across long ( 100km or more) distances. We an-
alyze here, at a broad spatial scale, the long and well-
recorded foreshock sequence which preceded the M8.1
2014 Iquique earthquake in the North Chile subduc-
tion. Signs of short-term and long-term correlations be-
tween shallow and deep seismic activities there have
been previously reported (Bouchon, 2016; Jara et al.,
2017). We present here more detailed observations ex-
panded to the whole foreshock crisis which lasted for
nine months. The earthquake broke the Nazca/South-

∗Correspondingauthor: michel.bouchon@univ-grenoble-alpes.fr

American plate interface in a region which had been
identified as a major seismic gap (Madariaga, 1998). Al-
though its foreshock sequence has attracted consider-
able attention Ruiz (2014); Schurr (2014); Kato and Nak-
agawa (2014); Kato et al. (2016); Lay et al. (2014); Bedford
et al. (2015); Meng et al. (2015); Duputel (2015), these in-
vestigations concerned activity in the the seismogenic
zone, which in subducting plates is limited to ~50 km
depth. Below, the plate boundary slips almost contin-
uously due to ductile deformation at elevated temper-
ature. Megathrust earthquakes break the seismogenic
zone but are not thought to extend much deeper. Be-
low ~60 km, another type of seismic event, however,
occurs in the descending plate. These events, termed
intermediate-depth earthquakes, take place not along
the interface but inside the cold core of the slab. They
are believed to be linked to the metamorphic dehydra-
tion of slab minerals.
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2 Synchronicity of Foreshocks with
Activity Down-Dip in Slab

The pre-Iquique activity begins to be noticeable ~9
months before the mainshock (Kato et al., 2016; Soc-
quet, 2017; Jara et al., 2017). The first phase of foreshock
activity occurs in July-August 2013. It begins north of
the epicenter and spreads southwards up to ~80 km
from it in following weeks (Fig. 1). A quiescence period
follows for a few months (September-December 2013,
Aden-Antoniow et al., 2020). A second phase of fore-
shocks starts ~120 km south from the epicenter in Jan-
uary 2014, three months before the earthquake, and in
the following weeks a broad slab segment is activated
(Fig. 1). This activity intensifies onMarch 16, twoweeks
before the earthquake, when a M6.7 shock occurs. The
evolution of this activity has been interpreted asmigrat-
ing slow slip which is supported by GPS and tilt obser-
vations (Socquet, 2017; Boudin, 2021). The spatial ex-
tent of the foreshock zone, about 180 km, is intriguing as
well as the rapidity with which seismicity spreads over
a plate interface known to have been locked for decades
(Madariaga, 1998; Chlieh, 2011; Metois et al., 2016).
We first study the relatively large (M > 4) events occur-

ring in the subduction before the earthquake. We use
for this the national catalog made by the Centro Seis-
mologico Nacional of Chile (CSN, www.sismologia.cl,
www.isc.ac.uk), whose completeness magnitude is
around M4 (Jara et al., 2017). Whenever available
(generally around and above magnitude 5), we use for
these events the moment magnitudes published by
the Global Centroid Moment Tensor (GCMT) Project
(www.globalcmt.org, Ekström et al., 2012), which is the
reference for large earthquakes worldwide.
In Fig. 2 we present the timing and magnitude of the

shallow (depth<40 km) and deep (80 km<depth<125 km)
earthquakes within increasing radial distance range
(160 km, 170 km, and 200 km) from the future epicen-
ter. The large depth separation differentiates shallow
events (i.e. foreshocks) associated with the slip of the
slab and intermediate-depth events associated with its
internal deformation. The lower depth limit (125 km)
has little effect as few events are deeper during the pe-
riods considered. Beyond this limit, events are far from
stations and catalog resolution degrades. The first epi-
central distance range considered is 160 km (Fig. 2a). At
lower radii from themainshock epicenter, the deep slab
is not yet sampled because of the low dip of the slab.
Within this distance range, the deep slab volume sam-
pled lies directly down-dip from the epicentral zone.
Fig. 2a shows that deep activity there is confined to the
two foreshock crises and that one deep event shortly
precedes (1 day) the intensification of the foreshock cri-
sis which will lead to the earthquake two weeks later.
Fig. 2b extends the exploration range to 170 km and fo-
cuses on the period preceding and including the first
crisis. At this range where a larger volume of deep slab
is sampled, a correlation emerges between deep and
shallow activities. Fig. 2c extends the exploration range
to 200 km and focuses on the period around the sec-
ond crisis and on the largest shallow (M>4) and deep
(M>4.5) events, the higher magnitude cut-off used for

deep events reflecting the higher level of deep back-
ground activity present in this subduction. At this dis-
tance range a time correlation between the two activi-
ties emerges clearly. The wider exploration needed for
a correlation to emerge during the second crisis seems
consistent with the broader spatial extent of this crisis
(Fig. 1).
In statistics the two time series displayed in Fig. 2, are

termed temporal point processes. To estimate the prob-
ability that one temporal point process (A) is dependent
on the other one (B), a distribution of interevent times
is constructed by fixing the events from series (B) and
measuring the time from each event in (A) to the clos-
est event in (B). This method is described in (Galbraith
et al., 2020). Probability is calculated by fixing the times
of the deep events, drawing randomly the times of the
shallow events, and comparing their mean interevent
timewith the one observed. In doing sowe do notmake
any hypothesis on any of the properties of the two time
series. We simply look if the interevent time observed
is due to random chance or if it is an intrinsic property
of the data. The application of the method to seismic
sequences is straightforward and described in Bouchon
(2022). In Fig. 2b (first crisis) the chance probability
that shallow events (i.e. foreshocks) are as closely syn-
chronized with the occurrence of deep events is < 10

−5

(more than 100,000 random draws of the 9 M>4 shal-
low events are required to reach an interevent timewith
the 7 deep events present as small as the one observed).
A similarly small chance probability < 10

−5 that shal-
low events occurring during the second crisis (Fig. 2c)
would be as closely synchronized with deep events lo-
cated within 200 km of epicentral distance is obtained.
The combined probability that shallow events would be
as closely synchronized with deep events below dur-
ing the two foreshock crises is thus infinitesimal. The
smallness of the valuesmay seemsurprising but it likely
reflects the burst-like characteristic of the seismicity:
As shown in Fig. 3, a burst is not simply made up of one
shallow and one deep event, but usually of a multiplic-
ity of them interweaved together within a short time,
a characteristic difficult to be reproduced by a random
process.
Using the catalog of Sippl et al. (2018a) for North

Chile, which decreases the magnitude of completeness
to ~2.7, we can explore shallow and deep activities at
lower magnitude. Because of the high level of deep
background activity below magnitude 4 in the subduc-
tion and the long duration and broad spatial extent of
the crisis, we focus on the period when the first fore-
shock activity is the most intense and on the subduc-
tion segment where this activity takes place (Fig. 3). To
interpret this figure, one has to realize that deep activ-
ity is continuously present in this zone, regardless of
the occurrence or not of foreshocks. Consequently, if
some interaction occurs between deep and shallow ac-
tivities it probably does not involve all the deep popula-
tion. Furthermore each family of events has necessar-
ily dynamics of its own and smaller events may be af-
tershocks of the larger ones. A notable feature of Fig. 3
is that shallow activity is usually accompanied by deep
activity. Calculating, as in Fig. 2, the chance probability
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Figure 1 Location of the large (M>4) foreshocks showing their broad north-south spatial extent along the strike of the slab.
All events with depth <40 km in the CSN catalog in the year preceding the earthquake up to the large M6.7 foreshock are
shown. Most activity occurs in two crises. Circle size increases with magnitude. Star is the epicenter. Arrow indicates plate
convergence direction (Vigny et al., 2009). Contour lines show slab interface depth (Hayes et al., 2012). Dark blue colormarks
the trench. White line shows the subduction segment considered in Fig. 3.

that the interevent time between the shallow (26 events)
and the deep (22 events) occurrences is as small as the
one observed yields a value < 10

−5.
An intriguing feature of Figs.2 and 3 is the burst-like

occurrence of the events: The largest deep and shallow
events occur in packets of short duration and, as can be
seen in Fig. 3 (e.g. at -282, -266, -252 days etc), multiple
deep and shallow events are often interweaved together
within a burst. This complexity prevents the reading
of a simplistic chronology between deep and shallow
events.

3 Seismic Links indicative of Water
Channels?

Fig. 4 shows where the M>4 shallow and deep events
which make up the eight largest bursts (Fig. 2b-c) oc-
cur. It shows that during each burst, the deep events
tend to occur nearly down-dip from the shallow events.
This suggests a move along slab dip of the source of
slip/deformation during each burst. The rapidity of this

along dip move would be comparable to the migrating
speed of tremors (Shelly et al., 2007; Ide, 2010; Ghosh,
2010; Gomberg, 2010; Peng and Gomberg, 2010; Beroza
and Ide, 2011). The jumps of activity observed along
subduction strike from one burst to the next are also
tremor characteristics (Kao et al., 2007; Shelly et al.,
2007; Ghosh, 2010).

Fig. 4 also displays the slab seismicity down to small
magnitude during the entire 9-month long foreshock
crisis. This seismicity map is made with the Sippl et al.
(2018a) catalog. As we are interested in imaging possi-
ble seismic connections, it emphasizes clustered seis-
micity relative to isolated events. The spatial distribu-
tion of seismic events at depths of ~20-80 km, between
the shallow and deep earthquake zones, is apparently
aligned in lineaments parallel and oblique to the sub-
duction interface dip direction. It supports the pres-
enceof seismic links connecting the shallowM>4events
to the deep slab. It also shows the tendency of these
links to converge spatially towards the foreshock clus-
ters and the epicenter. The paths these links define are
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Figure 2 (a) Timings of all M>4 shallow and deep events located within 160 km from the epicenter in the year leading to
the earthquake from the CSN catalog. The last event is the mainshock. (b) Increasing the epicentral distance to 170 km and
focusing on the period before and during the first crisis. (c) Increasing the epicentral distance to 200 km and focusing on the
largest shallow and deep events of the second crisis. Shallow events after the M6.7 foreshock are not shown because they
are dominated by its own aftershocks. Periods of activity are indicated.

complex, sometimesmultiple, but their long range con-
tinuity is notable.
Another illustration of seismic links between deep

and shallow slab activities is presented in Fig. 5. This
figure is made with the catalog of Aden-Antoniow et al.
(2020) which uses a similar set of stations in North Chile
as the Sippl et al. (2018a) catalog and has a comparable
magnitude of completeness. It displays the seismicity
pattern in August 2013 - the period when the first fore-
shock crisis is particularly intense. It shows the pres-
ence during this period of two seismic links connecting
the future epicenter and the strongest foreshock cluster
(M>5) to the locations of the largest intermediate-depth
earthquakes (M>5) of this crisis.

4 Discussion
The presence of large volumes of water in subduction
zones has long been documented (Raleigh and Pater-
son, 1965; Peacock, 1990; Green and Houston, 1995;
Kirby et al., 1996; Hacker et al., 2003; Kawakatsu and

Watada, 2007; Rondenay et al., 2008; Kawanoet al., 2011;
van Keken et al., 2011; John, 2012; Abers et al., 2013; An-
giboust et al., 2014; Guillot et al., 2015; Plümper et al.,
2017; Sippl et al., 2018b; Shapiro et al., 2018; Contreras-
Reyes, 2021). The link between high-pressured fluids
and seismic activity has itself longbeen recognized (Sib-
son, 1992; Miller et al., 1996).
The deep events in each burst occur in the depth

range of 70 to 120 km where antigorite serpentine
breaks down releasing the largest amount of water.
Once released, water escape from the deep slab is
thought to occur through transient channels (Miller
et al., 2003; John, 2012; Angiboust et al., 2014; Plümper
et al., 2017; Taetz et al., 2018).
The present observations are consistent with amech-

anism involving the translation of pressure pulses in
fluid-filled channels. The burst-like nature of the seis-
mic activity would indicate that pressure propagation
and fluid flow are very intermittent. This transient
characteristic seems mechanically logical, with chan-
nels opening during overpressure passage and closing
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Figure 3 Timings of shallow and deep events in the subduction segment where the most intense activity of the first fore-
shock crisis takes place. This segment (white line in Fig. 1) extends from 40 km south to 80 km south of the epicenter and
its limits are aligned with the plate convergence direction. All the shallow (depth<40 km) and deep (80 km<depth<125 km)
events from Sippl et al. (2018a) catalog occurring on this segment during the period considered are presented. The segment
and period investigated correspond to the occurrence of the second and third bursts in Fig. 2b. Slight differences in magni-
tude relative to Fig. 2 are catalog differences. What is notable is that shallow activity is closely synchronized with some deep
activity.

as soon as fluid pressure locally in the channel drops
below local confining pressure. The along-dip organi-
zation of the bursts denotes an along-dip orientation of
the channels, which probably reflects the strong down-
slip corrugation of the Nazca slab interface (Soto, 2019).
Such corrugations have been recently proposed to act
as fluid conducts (Edwards, 2018). The occurrence of
the events in packets of short duration, including both
shallow and deep events, often interweaved together,
suggests that they are associated with the updip and
downdip propagation of pressure pulses. While surges
of overpressured fluids in the seismogenic zone are
probably producing the foreshocks, they are accompa-
nied by decompression pulses propagating downdip.
Another clear characteristic of the seismic activity is

its long remarkable extension along the strike of the
subduction (Figs. 1, 4). This long extension of the activ-
ity does not evolve in a continuous fashion but occurs
in jumps. For instance, after ~4 months of quiescence,
the second crisis begins suddenly in early January ~150
km away from where the first crisis had started and 50

km beyond the zone where foreshocks had previously
occurred. The activity was strong there for a few days,
then completely disappeared and by the end of January,
foreshock activity had jumped back to a zone close to
where it initiated.
The major characteristics that are observed, the ra-

pidity of the up-dip/down-dip interactions, the jumps of
the activities along subduction strike, thebroadwidth of
the subduction zone involved are not characteristics un-
seen before. These same characteristics have long been
reported for tremors (e.g. Shelly et al., 2007; Kao et al.,
2007; Ide, 2010; Ghosh, 2010; Gomberg, 2010; Peng and
Gomberg, 2010; Beroza and Ide, 2011). What is novel,
here and before the Tohoku earthquake, are the very
long range and the depth reach of these phenomena
as well as the relatively large magnitude of the seismic
events produced.
One may question the existence of physical fluid

channels at the depths considered. Their presence in
the dehydration zone itself, however, is observed in ex-
humed rocks originating from this zone and is nowwell
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Figure 4 Location of M>4 shallow and deep events (large colored symbols) occurring during the eight largest foreshock
bursts. Each color/symbol represents one burst (dates for each burst indicated at top of map). Last burst ends with the
Iquique earthquake (large star). Shallow events are below sea, deep events below land. Shallow and deep events in each
burst occur nearly along slab dip from each other. Superposed on the map is all the seismic activity during the entire crisis
(July 2013 – March 2014) obtained from Sippl et al. (2018a) catalog (black dots: depth <40 km, blue dots: depth>40 km). The
most spatially-clustered events (events with at least 3 neighbors within 10 km distance) are the larger dots.

documented (John, 2012; Angiboust et al., 2014; Plüm-
per et al., 2017; Taetz et al., 2018) but direct observation
on how these fluidsmigrate afterwards is lacking. Fig. 4
shows the presence of near continuous seismic paths
connecting the foreshock zones to the locations of the
largest intermediate depth events. The significance of
these paths may at first be doubted on the ground that
they are complex and multiple, but their convergence
towards the foreshock and epicenter locations is clear
and at least intriguing. The significance of the snapshot
image of Fig. 5 might be also doubted because its statis-

tical significance is difficult to assess, but it shows two
clear seismic paths between the shallow and deep ac-
tivities during one of themost activemonths of the fore-
shock crisis. The propagation of pore-pressurewaves or
porosity waves along or near the plate interface may be
an alternative to the strong spatial localization of fluid
flow of a channel model. Cruz-Atienza et al. (2018) have
shown theoretically that tremor migration and speed
can be explained by the propagation along the plate in-
terface of non-linear pore-pressure waves under con-
ditions that the interface is treated as a damage shear
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Figure 5 Seismic activity (black dots) in May (left) and August (right) 2013 from Aden-Antoniow et al. (2020) catalog. Only
the events occurring near the slab interface and below are shown. Size of the dots increaseswithmagnitude. Superposed on
themaps are the locations of the largest (M>5) foreshocks (red dots) and intermediate-depth earthquakes (blue dots) during
the first foreshock crisis (July-August 2013). Seismic paths, not present or recognizable inMay, before the crisis begins, link in
August themost intense intermediate-depth earthquake zone of this crisis (three blue dots) to the strongest foreshock cluster
(two red dots) and to the future epicenter (red star).

zone with strong permeability anisotropy. The seismic
paths observed here could then be following the zones
of highest permeability/highest shear deformation at or
near the plate interface.
If one accepts that fluid/pressure circulation is the

motor of the slab seismic activity observed during the
foreshock crisis, one intriguing question is why, in such
a short time (a few months), overpressured pulses/flu-
idswould ascend fromdifferent distant places spanning
such a long segment of the subduction. One possible
mechanism would be the existence of connections be-
tween the deep rock reservoirs where water from dehy-
dration is thought to be stored, so that pressure changes
in one would affect others. Another possible mecha-
nism could be a rapid deformation or slip of the slab,
too small or too deep to be detected geodetically, but of
broad spatial extent, which could disturb the slab inter-
face and the fluid present at depth. This probablywould
imply that the whole slab interface is nearing threshold
stress so that effective stress limit is reached nearly si-
multaneously along strike for ~200 km. One may also
wonder if the foreshock crisis could be driven by the up-
dip pressures from slow slip events occurring at depth.
The present study is limited to the 9 months-long du-

ration of the Iquique foreshock period, but it may be
of interest that one of the largest intermediate-depth
earthquake in instrumental time in Chile, the 2005M7.8
Tarapaca earthquake, occurred 9 years before, precisely
down-dip below the area which was to rupture during
the Iquique earthquake (Jara, 2018; Ruiz andMadariaga,
2018). Although seismic instrumentation inNorth Chile
at the time was too sparse to conduct the same study
as the one done here, it is notable that this earthquake

produced a long-term decrease in GPS eastward veloc-
ities in the region, interpreted as a decrease in plate
coupling (Jara et al., 2017). This situation appears sur-
prisingly comparable to the occurrence of the 2003
M7.1 intermediate-depth earthquake down-dip below
the Tohoku epicentral zone 8 years earlier. Although
the mechanisms by which slab dehydration, and its ac-
companying water release, induce intermediate-depth
earthquakes are still debated (e.g. vanKeken et al., 2012;
Abers et al., 2013; Prieto, 2013; Poli andPrieto, 2014; Fer-
rand, 2017; Gasc et al., 2017; Cabrera et al., 2021), the
association of the two seems now well established.
The interpretation of our observations seems sup-

ported by recent studies in subduction zonemineralogy
and geochemistry which predict the short-lived pulse-
like channelized water escape from the dehydration
zone (John, 2012; Angiboust et al., 2014; Plümper et al.,
2017; Taetz et al., 2018).

5 Conclusion
The present observations show the synchronisation
of the foreshock activity which preceded the Iquique
megathrust earthquake in Chile with seismic activ-
ity occurring below the foreshock locations in the
intermediate-depth range of the slab. They also show
the presence of near-continuous seismic links connect-
ing the two activities. These characteristics are simi-
lar to the ones observed before the Tohoku earthquake,
supporting that the same physical processes led to the
two megathrust ruptures. The most logical interpreta-
tion of these observations in today’s knowledge seems
to be the rapid ascent of water from the slab dehydra-
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tion zone.
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Abstract On 16 February 2022, an intermediate depth intraplate earthquake of Mw 6.2 struck the
Guatemalan subduction zonewith its epicenter located to the southwestof thedepartmentof Escuintla, along
the Pacific coast. Following the main event, over 275 aftershocks were recorded and subsequently relocated
using the HypoDD algorithm. This analysis revealed a fault with an area of∼350 km2, significantly larger than
what would typically be expected for an earthquake of this magnitude. The moment tensor at the centroid
of the main earthquake, along with estimations of focal mechanisms for the largest aftershocks, enabled the
identification of both normal earthquakes associated with the fault plane and inverse earthquakes linked to
seismic activity in the upper part of the slab. Notably, the region where this seismic sequence occurred has
experienced heightened seismic activity in recent years. We propose that the mainshock nucleated in the
lower seismicity layer (LSL) of the region’s double seismicity zone, subsequently triggering seismic activity on
a pre-existing active fault, and also in the upper seismicity layer (USL). We estimate a separation of 12.2±5.0
km between these two seismicity layers.

Resumen Un sismo intraplaca de profundidad intermedia con Mw 6.2 ocurrió en la zona de subducción
guatemalteca el 16de febrerode 2022, con epicentro en el suroeste del departamentodeEscuintla, en la costa
del Pacífico. Se registraron más de 275 réplicas, las cuales fueron relocalizadas con el algoritmo HypoDD,
pudiendo identificar una falla con un área de ∼350 km2, la cual es considerablemente superior a la esperada
para un sismo de esa magnitud. El tensor de momento en el centroide del sismo principal y la estimación de
otrosmecanismos focales de las réplicasmás grandes, permitieron identificar sismos normales, relacionados
al plano de falla y sismos inversos que fueron asociados a sismicidad en la zona superior del slab. La región
de la secuencia ha presentado actividad sísmica alta en años recientes. Proponemos que el sismo principal
nucleó en la capa inferior de sismicidad (CIS) de la zona doble de sismicidad de la región disparando actividad
sísmica en una falla activa pre-existente y, además, en la capa superior de sismicidad (CSS). Estimamos una
separación de 12.2±5.0 km entre estas dos capas de sismicidad.

Non-technical summary On 16 February 2022, amagnitude 6.2 earthquake struck with its epicen-
ter located in the department of Escuintla, on the Pacific coast of Guatemala. The earthquake occurred at an
approximate depth of 70 km, within the Cocos plate as it subducts beneath the Caribbean plate. While the
earthquake caused alarm among the population, only minor damage to some buildings was reported. Re-
cent advancements in the Red Sismológica Nacional (RSN) enabled the registration of a significant number
of aftershocks. This data allowed the identification of the fault plane associated with the earthquake and the
activation of additional seismicity in the upper region of the same plate. Notably, the identified fault area is
twice the size typically expected for an earthquake of this magnitude. Given the region’s recent seismic ac-
tivity, we propose that this earthquake and its aftershocks occurred along a pre-existing seismic fault. The
detailed understanding of this seismic source, provided for the first time through instrumental means, allows
for a better characterization of the hazard and seismic risk in Guatemala related to subduction earthquakes.

1 Introduction
On16 February 2022, at 07:12 (UTC), amagnitudeMw 6.2
earthquake occurred in the subduction zone off the
southern coast of Guatemala. The epicenter was situ-
ated in the department of Escuintla, near the depart-
ment of Suchitepéquez (Figure 1). The seismic event
had adepth of approximately 70 kmandwas felt by a sig-

∗Corresponding author: royani@insivumeh.gob.gt

nificant portion of the country’s population. According
to the Instituto Nacional de Sismología, Vulcanología,
Meteorología e Hidrología (INSIVUMEH) instrumental
measurements, seismic intensities of VI on the Modi-
fied Mercalli Intensity scale (MMI) were recorded. Due
to thehypocenter’s location and its normal focalmecha-
nism, it was classified as an intraslab earthquake (Güen-
del and Protti, 1998; Alvarez, 2009; Guzmán-Speziale
and Zúñiga, 2016; Guzmán-Speziale and Molina, 2022).
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In recent years, the Red Sismológica Nacional (RSN)
operated by INSIVUMEH (INSIVUMEH, 1976), has sig-
nificantly expanded its number of seismic stations,
equipped with velocity and acceleration sensors. Addi-
tionally, the EarthquakeEarlyWarning inCentral Amer-
ica (ATTAC) project, led by the Swiss Seismological Ser-
vice (SED) at ETH Zurich in collaboration with Central
American seismological agencies, has contributed fur-
ther instrumentation provided by the Swiss Agency for
Development and Cooperation (SDC). This network also
includes stations donated by the Volcano Disaster As-
sistance Program (VDAP) of the US Geological Survey
(USGS) for volcanic monitoring.
Moreover, INSIVUMEHbenefits from real-timewave-

form data received from the Servicio Sismológico Na-
cional (SSN) of Mexico (SSN, 2022), the Ministerio
de Ambiente y Recursos Naturales (MARN) of El Sal-
vador (SNET, 2004), and the Comisión Permanente de
Contingencias (COPECO) of Honduras (see Figure 1).
These collaborative efforts have significantly improved
hypocentral location accuracy and have opened up pos-
sibilities for conductingmore detailed seismicity analy-
ses in Guatemala and its surrounding regions.
In this paper, we utilize waveforms from a strength-

ened seismic network to conduct a detailed analysis
of the earthquake that occurred on 16 February 2022,
along with its subsequent sequence of aftershocks. By
relocating the hypocenters, we successfully identified
the rupture plane, which aligns with the moment ten-
sor of the main earthquake and the normal focal mech-
anisms of certain aftershocks. Additionally, we discov-
ered other earthquakes in the sequence, situated fur-
ther away from the rupture plane, in the upper part
of the slab, some of which exhibited an inverse focal
mechanism. The analysis and interpretation procedure
are described below.

2 The subducted Cocos Plate
Off the southern coast of Guatemala, the Cocos plate
subducts under the Caribbean plate. This subduc-
tion zone gives rise to a significant number of earth-
quakes, which are monitored and recorded by the
RSN. From southeasternMexico to northwestern El Sal-
vador (México-Guatemala-El Salvador Subduction Zone
or MGESZ), the slab dip angle gradually changes from
20 to 60 degrees from the Middle America Trench to
a depth of 280 km (Hayes et al., 2018), maintaining a
relatively consistent overall shape (Hayes et al., 2018;
Guzmán-Speziale and Zúñiga, 2016). The velocity of the
Cocos plate with respect to the Central America forearc
sliver to the northwest of MGESZ is 76.4±2.5 mm/year,
while to the southeast it is 75.0±1.2mm/year (Ellis et al.,
2019) (Figure 1).
Historically, this subduction zonehasbeen the source

of several destructive earthquakes (e.g., Ambraseys and
Adams, 1996; White et al., 2004; Ye et al., 2013; Ellis
et al., 2018). Many of these events have been identified
through both instrumental measurements and macro-
seismic observations, encompassing both interplate
and intraplate regions (Ambraseys and Adams, 1996;
White et al., 2004). Insights from centroid moment

tensors (CMTs) reveal a mix of inverse (compression)
and normal (extension) focal mechanisms through-
out the entire subduction process (Güendel and Protti,
1998; Alvarez, 2009; Guzmán-Speziale and Zúñiga, 2016;
Guzmán-Speziale and Molina, 2022).
To observe the spatial distribution of subduction

earthquakes and their focal mechanisms with better
precision within MGESZ, we used the ISC-GEM catalog
(Storchak et al., 2013, 2015; Di Giacomo et al., 2018),
where it could be noticed that along theMiddle America
Trench, where the bending of the Cocos Plate still oc-
curs at the onset of subduction, focal mechanisms are
predominantly normal. In the interplate region (down
to depths of around 40 km), focal mechanisms are
mostly inverse, while at greater depths, a combination
of both types of focal mechanisms is more commonly
observed (Figure 1). This pattern mirrors the behav-
ior seen in other subduction zones worldwide that pos-
sess relatively straightforward geometries (Craig et al.,
2022).
The trigger mechanism of intermediate depth earth-

quakes is still a matter of debate. Among the most
widely accepted explanations are dehydration embrit-
tlement and the reactivation of previously formed faults
within the outer rise region, faults initially generated
during the plate bending process and subsequently re-
activated during subduction (e.g., Ranero et al., 2005;
Brudzinski et al., 2007; Kiser et al., 2011; Marot et al.,
2012; Cabrera et al., 2021).
As observed in other global regions, detailed studies

of intermediate-depth earthquakes haveunveiled a dou-
ble seismicity zone (DSZ) within the MGESZ slab. This
DSZ is characterized by a separation between the up-
per seismicity layer (USL) and the lower seismicity layer
(LSL) (Brudzinski et al., 2007; Florez and Prieto, 2019).
In proximity to the earthquake of 16 February 2022,
Brudzinski et al. (2007) noted a separation of 8.0±6.6 km
betwen USL and LSL, whereas Florez and Prieto (2019)
reported a separation of 11.3±4.0 km. This relatively
small separation, compared to other subduction zones,
is attributed to the youthful age of the subducting plate
(Brudzinski et al., 2007; Florez and Prieto, 2019), which
is estimated to be approximately 24 million years old
(Nishikawa and Ide, 2014).
Brudzinski et al. (2007) found that, in the subduction

zones they examinated (without specific information
about MGESZ) normal focal mechanisms were present
in the LSL. On the other hand, earthquakes ocurring at
intermediate depths in the USL tend to exhibit inverse
focal mechanisms (Craig et al., 2022; Chu and Beroza,
2022). Within the MGESZ, it has been estimated that
normal earthquakes releasemore seismicmoment than
inverse earthquakes at these intermediate depths (Al-
varez, 2009; Guzmán-Speziale and Zúñiga, 2016), this
is consistent with other subduction zones in the world
(Craig et al., 2022).
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Figure 1 Subduction zone between the Cocos and Caribbean plates that includes the border with Mexico, Guatemala, and
part of El Salvador (MGESZ). The iso-depth lines at the top of the slab (Hayes et al., 2018) indicate its relatively uniform shape.
The preliminary epicenter of the 16 February 2022 earthquake is marked with a white star, and its focal mechanism is shown
in black (this study). Red beachballs represent earthquakes with inverse focal mechanisms, while blue beachballs represent
those with normal focal mechanisms, and gray circles represent earthquakes without a focal mechanism, according to the
ISC-GEM catalog (Storchak et al., 2013, 2015; Di Giacomo et al., 2018), chosen for its higher accuracy in epicentral locations.
Black stars denote subduction earthquakes with Mw>7. Inverted triangles represent seismic stations used for the seismic
sequence analysis. The RSN (INSIVUMEH, 1976) is represented by yellow inverted triangles (with the letter A indicating the
ATTAC project and the letter V indicating VDAP, see description in the text), while seismic stations from Mexico, El Salvador,
andHonduras are represented by green inverted triangles. Red arrows indicate the convergence velocities of the Cocos plate
relative to the Central America forearc sliver, according to Ellis et al. (2019).

3 Seismicity associated with the
Mw 6.2 earthquake

During the initial 25 days, more than 275 aftershocks
were recorded and located using the SeisAn software

(Havskov and Ottemoller, 1999), with magnitudes rang-
ing from 2.4 to 4.7. These aftershocks were dispersed
throughout the vicinity of themainshock,with their epi-
centers aligned in a NNE-SSW orientation. The main-
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Figure 2 Geographic distribution and profile section
(along X-X’) of the preliminary main earthquake location
(gray star) and the subsequent aftershocks sequence (gray
dots). The slab model for the region is presented according
to Hayes et al. (2018). Themajority of earthquakes are situ-
ated at depths ranging from 40 to 80 km.

shock’s hypocenter was estimated to be at a depth of
70±7 km, surpassing the Slab2 model’s approximate 50
km depth for that location (Hayes et al., 2018). Prior to
the relocation process, the initial distribution of after-
shock depths spanned from 40 to 80 km (Figure 2).
The CMT for the Mw 6.2 earthquake was derived us-

ing theWphase algorithm (Kanamori and Rivera, 2008;
Hayes et al., 2018; Duputel et al., 2012). This solution in-
corporated data from the aforementioned seismic agen-
cies as well as waveforms acquired through the Wilber
3 platformof the Incorporated Research Institutions for
Seismology (Newman et al., 2013). The centroid depth
was determinated to be 60.5 km (Figure 4). The out-
comes of the inversion process are presented in Ta-
ble 1, allowing for a comparison with the results from
the Global Centroid-Moment-Tensor Project (Dziewon-
ski et al., 1981; Ekström et al., 2012) and the Advanced
National Seismic System (ANSS) of the USGS.
Additionally, 12 focal mechanisms were estimated

for the largest magnitude aftershocks using the P-
wave first-arrival polarity method. The focal mech-
anisms obtained showed dominant normal and in-

Figure 3 Focal mechanisms of the most significant after-
shocks within the seismic sequence associated with the
Mw 6.2 earthquake, determined using the first-arrival polar-
ities method. Compression polarities are represented by
circles, while dilation polarities are denoted by triangles.
Events 1, 2, 3, 7, 9 and 12 exhibit larger components of nor-
mal focal mechanism, whereas events 4, 5, 6, 8, 10 and 11
display characteristics of inverse focal mechanism. P and T
correspond to the pressure and tension axes, respectively.

verse components (Figure 3). The SeisAn software
(Havskov andOttemoller, 1999) was utilized, employing
the FOCMEC (Snoke, 2003) and FPFIT (Reasenberg and
Oppenheimer, 1985) algorithms for this analysis.

3.1 Hypocentral relocation
We used the HypoDD v1.3 software in order to ob-
tain a catalog of relocated seismic events (Waldhauser
and Ellsworth, 2000; Waldhauser, 2001), which is a si-
multaneous relocation algorithm that minimizes the
residual between observed and theoretical travel time
differences (or double differences) for pairs of earth-
quakes recorded at each station while linking all ob-
served event-station pairs (Waldhauser and Ellsworth,
2000). The Double-Differences technique takes advan-
tage of the fact that if the hypocentral separation be-
tween two earthquakes is small compared to the event-
station distance, then the ray paths between the source
region and a common station are similar over almost
the entire path (Fréchet, 1985; Got et al., 1994). In this
case, the difference in travel times for two events ob-
served at one station can be attributed to spatial shifting
between the events with high precision. This approach
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Agency NP1 NP2 Mw Centroid Depth (km) Moment (N-m)
INSIVUMEH 182.6/ 34.0/ -14.9 285.1/ 81.7/ -123.1 6.24 60.5 2.85e+18
GCMT 189.2/ 49.2/ -10.6 286.2/ 82.0/ -138.7 6.20 63.5 2.41e+18
USGS 190.0/ 49.0/ -14.0 289.0/ 79.0/ -138.0 6.17 60.5 2.30e+18

Table 1 Comparison of the moment tensor’s elements obtained in the present work with those of gCMT and USGS.

is especially useful in regions with a dense seismicity
distribution (Waldhauser, 2001).
HypoDD calculates travel times in a layered velocity

model for the current hypocenters at the station where
the phase was recorded. Travel time differences are
formed to link together all possible pairs of locations
for which data is available. HypoDD solves for hypocen-
tral separation after insuring that the network of vec-
tors connecting each earthquake to its neighbors has no
weak links that would lead to numerical instabilities.
For this, we built links from each event within a

search radius of 8.0 km. We also required, at least, six
links for each earthquake to formaneighborhood. With
the network of phase pairs thus formed and using the
local velocity model (INSIVUMEH, 1988), we obtained
a relocated catalog with 234 events. Although the local
velocity model is a 1D parallel layer model, HypoDD re-
duces the bias in locating individual events.
The results presented in Figure 4 show a significant

clustering of earthquakes just beneath the upper part of
the slab suggested by Hayes et al. (2018). This arrange-
ment confines the depth of the majority of earthquakes
to a range between roughly 50 and 65 km, with a hand-
ful of events reaching depths nearing 70 km, which in-
cludes the mainshock. Post-relocation, the mainshock
was integrated into the sequence, although its depthwas
only slightly reduced to 69 km. As per the relocated cat-
alog, the dimensions of the fault spanned ∼16 km × 22
km, corresponding to an approximate area of 350 km2.

3.2 Rupture plane and temporal evolution of
seismicity

Based on the catalog of relocated earthquakes, the ini-
tial days showed concentrated seismic activity in a lim-
ited region with a subvertical orientation. As the seis-
mic activity progressed, additional earthquakes were
recorded both within this same area and further away,
near the top of the slab, as depicted in Figure 5.
The estimated moment tensor analysis indicates that

NP2 in Table 1 represents the primary rupture plane,
where the majority of seismicity is distributed, as illus-
trated in Figure 6. Additionally, focal mechanisms with
the highest normal component were found in the vicin-
ity of this fault plane (blue beachballs in Figure 6), while
focalmechanismswith the highest inverse components
were observed in the upper region of the seismic activ-
ity (red beach balls in Figure 6).

3.3 Discussion and conclusions
The hypocenter’s location at 69 km and the centroid’s
position at approximately 60 km (Figures 5 and 6)
suggest that the rupture might have propagated from
the LSL to the USL in the region of the estimated

Figure 4 Comparison contrasting the initial positioning
of the mainshock and the subsequent aftershock sequence
(represented by the grey star and dots) with their subse-
quent relocation (indicated by the blue star and black dots),
accomplished using the HypoDD technique (Waldhauser
and Ellsworth, 2000;Waldhauser, 2001). The profile is along
X-X’ and the model of the top of the slab is according to
Hayes et al. (2018). The horizontal dotted lines in the profile
denoting the centroid depth reported by different agencies
(blue line: INSIVUMEH, USGS; green line: gCMT. See Table
1).

plane. Rupture planes for earthquakes between the LSL
and the USL have been documented for some large-
magnitude intermediate-depth earthquakes (Twardzik
and Ji, 2015), identified through associated aftershocks:
the 2014 Mw 7.9 earthquake in Rat Islands, Alaska
(Twardzik and Ji, 2015), the 2005 Mw 7.7 earthquake
in Tarapaca, Chile (Peyrat et al., 2006; Delouis and
Legrand, 2007), the 1993Mw 7.6Kushiro-Oki earthquake
in Japan (Ide and Takeo, 1996), and the 2017 Mw 8.2
earthquake in Tehuantepec, Mexico, where two parallel
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Figure 5 (A) Map of the relocated seismic sequence and profiles showing the temporal evolution of this seismicity in 5 days
(B), 15 days (C) and 25 days (D). In the first interval (A), the earthquakes are distributed mainly in the region of the fault,
while in the later intervals (B) and (C), hypocenters far from it can also be seen. The blue dots represent the earthquakes
with normal focal mechanisms located in the main region of activity, while the red dots represent inverse focal mechanisms
located near the upper region of the slab. The blue star represents the nucleation point and the horizontal dotted lines in the
profile denoting the centroid depth reported by different agencies (blue line: INSIVUMEH, USGS; green line: gCMT. See Table
1).
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faults were identified within the slab (SSN, 2017; Suárez
et al., 2019). The dip angle of these earthquakes planes
varies considerably.
In theChilean subduction zone,moderate-magnitude

earthquakes have been reported, and their rupture
planes have been described through registered after-
shocks. Marot et al. (2012) detailed the rupture plane
of a Mw 5.7 earthquake that occurred in January 2003
in Central Chile, while Cabrera et al. (2021) identifies a
fault plane for a Mw 6.3 earthquake in the northern re-
gion of the country that happened in October 2017.
As mentioned earlier, it is evident that most of the

seismicity was generated in the region of the suggested
plane, especially in the initial days of activity. How-
ever, later on, more dispersed seismicity is observed,
with depths closer to the top of the slab, possibly in the
USL (Figures 5 and 6). This scenario, where the seismic-
ity generated by a normal earthquake triggers seismic-
ity with inverse focal mechanisms, was also observed
in the Mw 8.2 earthquake in Tehuantepec, Mexico (Or-
tega et al., 2019) and the Mw 5.7 earthquake in Central
Chile (Marot et al., 2012). Chu and Beroza (2022) pro-
pose that intermediate-depth aftershocks are enabled
by stress transfer and pore fluid redistribution in the
proximity of the mainshock, which is enabled by dehy-
dration. In our case, due to the proximity between the
mainshock’s fault plane and the USL, it is possible that
such effects extend to that region, triggering seismic ac-
tivity with a different rupture mechanism.
As shown in Figure 1, several intermediate-depth

earthquakes with normal focal mechanisms have been
documented in MGESZ (Storchak et al., 2013, 2015;
Di Giacomo et al., 2018), similar to the Mw 6.2 earth-
quake analyzed in this study. However, this is the
first instance where the fault plane has been identified
through associated aftershocks, along with the trigger-
ing of seismicity outside the mainshock’s rupture sur-
face with a different focal mechanism.
Despite the fact that the sequence of earthquakes de-

scribed was triggered by the Mw 6.2 earthquake, this
zone had exhibited constant seismic activity (relative
to the rest of the MGESZ region) before 16 February
2022, and continued in the subsequent months. Back-
ground seismicity in the area of the seismic sequence
analyzed in this study can be seen in Figure 7, primar-
ily with magnitudes less than four. Some earthquakes
with magnitudes greater than five are notable. In mid-
2021, a seismic swarmocurred, although no earthquake
of significantmagnitude was recorded. This behavior is
possibly linked to dehydration processeswithin the slab
(Kiser et al., 2011; Chu and Beroza, 2022) in this region
(e.g., Pasten-Araya et al., 2018) but the data is inconclu-
sive, and this explanation falls outside the scope of this
work.
Although the estimated area with the sequence of re-

located aftershocks covers an area of ∼350 km2, em-
pirical relationships following Wells and Coppersmith
(1994) suggest that the rupture area for a Mw 6.2 earth-
quake would extend to 170 km2, about half of the
area covered by the sequence. Furthermore, the esti-
mate of 22 km fault length penetrating the slab aligns
with the minimum value of 20 km reported by Ranero

et al. (2003) through seismic reflection data for bending-
related faulting in the incoming plate at the Middle
America trench. Therefore, it is possible that the main
event triggered seismicity on a pre-existing fault, gen-
erated on the outer rise (Ranero et al., 2005; Kiser et al.,
2011; Marot et al., 2012), also triggering out-of-plane
seismicity.
This seismicity outside the fault plane includes the

inverse earthquakes of the Figures 5 and 6, possibly
occurring in the USL. Assuming that the nucleation
of the mainshock occurred in the LSL, we can esti-
mate an average separation between the LSL andUSL of
12.2±5.0 km (considering the estimated errors for pre-
liminary hypocenter depth calculations and assigning a
10% error for values taken from Slab 2), consistent with
previous estimates, particulary with Florez and Prieto
(2019), confirming the trend of several double subduc-
tion zones with normal focal mechanisms in the LSL
and inverse mechanisms in the USL (Craig et al., 2022;
Chu and Beroza, 2022).
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Figure 6 (A) Relocated seismic sequence (grey dots), blue beach balls are earthquakes with normal focal mechanisms lo-
cated in the main region of activity, while red beach balls are inverse focal mechanisms located near the upper region of the
slab as can be seen in profile (B). The numbering corresponds to Figure 3 and the focal mechanism of the Mw 6.2 earthquake
is at the nucleation point. The dashed black line (approximately 22 km in length) in profile, shows the rupture plane with a
dip angle as described for NP2 in Table 1 and the blue arrows represents normal faultmovement. The horizontal dotted lines
in the profile denoting the centroid depth reported by different agencies (blue line: INSIVUMEH, USGS; green line: gCMT. See
Table 1).

Figure 7 (A) Seismicity recorded by the RSN of INSIVUMEH from 2019 to 2022 on the southwest coast of Guatemala, the
green square outlines the area where the sequence analyzed in this study occurred (before relocation). The temporal dis-
tribution of all seismic activity within that area is shown in (B). The horizontal axis displays the origin time (OT), and the
magnitude is represented on the vertical axis. Earthquakes are depicted with transparent gray circles, where darker shades
indicate a higher concentration of seismic events. Seismic activity has remained constant in the area, including some earth-
quakes with a magnitude greater than 5 and a seismic swarm in 2021. It is possible to observe an improvement in the RSN’s
ability to detect smaller magnitude earthquakes starting from 2021.
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Abstract Geocoding is a spatial analysismethod that uses address information (e.g., street address, inter-
section, census tract, zip code, etc.) to determine geographical coordinates (latitude and longitude). In recent
decades, geocoding has gone beyond its primary use for census and demographic information to novel appli-
cations in disaster risk reduction, even to earthquake early warning. Here I demonstrate the utility of geocod-
ing techniquesasapplied to twocase studies that: 1) relyonsurvey responsedata tounderstand theefficacyof
tests conducted on ShakeAlert®, the earthquake early warning system for theWest Coast of the United States;
and 2) use crowd-sourced video footage that showshowpeople behaveduring earthquakes. Geocoding these
data can improve our overall technical understanding of alerting systems, demonstrate whether individuals
take protective actions such as ‘Drop, Cover, and Hold On’ in response to an alert, and spotlight individuals
or communities that the system is reaching or unintentionally missing. The combination of these social sci-
ence datasets with geocoding information deepens our knowledge of these fundamentally human-centered
systems, including the potential to improve the distribution of alerts for people and individuals with access
and functional needs.

Non-technical summary As of May 2021, the ShakeAlert earthquake early warning (EEW) sys-
tem sends public alerts via cellphones and triggers automatic actions for infrastructure (e.g., shutting off gas
valves, slowing down trains to prevent derailment, etc.) in the states of California, Oregon, and Washington,
United States. The societal benefits of EEW are expandingworldwide and the efficacy of these systemswill be
tested by howwell received and understood alerts are by various publics andwhether individuals and groups
will take protective actions. In this study, I demonstrate the importance of geospatial techniques, such as
geocoding, as applied to two case studies that: 1) rely on surveys to understand the spatial efficacy of alert-
ing in Oakland, California, and 2) use video footage to understand what protective actions people take during
an earthquake. Geocoding, a method employed to determine a geographic location, provides information
on where alerts are received, what people experienced at that location during an earthquake, and how their
experiences may have influenced their behavior. Geocoding and other geospatial techniques may be of use
to emergency responders, structural engineers, and physical and social science researchers who seek to im-
prove earthquake earlywarning systems andhowpeople interactwith the technology to inform their decision
making.

1 Introduction
Geocoding is the process of using a street address, in-
tersection, census tract, zip code, or some other type
of location information and determining its geograph-
ical coordinates (latitude and longitude). Pioneered in
the late 1960s for use in the census, New Haven, Con-
necticut was the first city in theworldwith a geocodable
street network database (e.g., Smith and White, 1971).
Over the decades, scholars have used geocoding tech-
niques to examine the effect that physical proximity has
had on the careers of women writers in Victorian-era
London, England (Bourrier et al., 2021), to help with the
recovery inNewOrleans post-HurricaneKatrina in 2005
(Gardere et al., 2020), and in disease surveillance for
public health purposes (Lin, 2022; Shaheen et al., 2021;

∗Corresponding author: danielle.sumy@gmail.com

Cohen et al., 2022), to name only a few applications.

In addition, geolocation through location-based ser-
vices (LBS) has become very popular for use in vari-
ous mobile phone applications (or apps) since the early
2000s (e.g., Huang, 2022). LBS have greatly increased
our ability to understand individual and community de-
mographics and theways in which they travel andmove
about theworld. There aremany humanitarian applica-
tions to the use of LBS, such as tracking the location of
individuals with dementia (Abbas and Michael, 2022),
helping students around campus during the COVID-
19 pandemic to avoid transmission ‘hotspots’ (Elalami
et al., 2022), and with alerting capabilities for impend-
ing weather, flooding, and other natural hazards (e.g.,
Bopp and Douvinet, 2020).

Geolocation also extends to earthquake earlywarning
(EEW) alerting capabilities. The U.S. Geological Survey
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(USGS) operates and maintains the ShakeAlert® EEW
system (e.g., Given et al., 2018), which is now opera-
tional in California, Oregon, andWashington. The idea
for an EEWsystem in the United States has been around
since the late 1980s after the 1989M6.9 LomaPrieta, Cal-
ifornia earthquake (for a timeline, see McBride et al.,
2022b), and gained traction in the United States in 2006
(U.S. Geological Survey, 2019). Although early warning
systems are human-centered (e.g., Kelman and Glantz,
2014; Sumy et al., 2021), the ideas and conceptualiza-
tion around EEW largely came from seismologists and
the physical science community. For the United States,
this changed almost a decade later in 2015 with the de-
velopment of the Joint Committee for Communication,
Education, Outreach, and Technical Engagement (JC-
CEO&TE, de Groot et al., 2022).

Earthquake early warning (EEW) alerts are sent out
based on magnitude and intensity thresholds. Geolo-
cation is vital in determining seismic intensity, or the
severity of earthquake shaking, as intensity varies by
location on relatively small spatial scales (on the order
of tens to hundreds of meters) due to microzonation
(e.g., Kumar Shukla, 2022; Rastogi et al., 2023; Pilz et al.,
2015). Seismic intensity impacts what an individual
feels during earthquake shaking, whether they receive
an earthquake early warning alert (or not), andwhether
a person takes a protective action (or not). The magni-
tude and intensity thresholds for EEW vary from coun-
try to country; for example, theWest Coast of theUnited
States (California, Oregon, and Washington) receives
alerts at lower intensities (Bostrom et al., 2022; U.S. Ge-
ological Survey, 2021) compared to Japan (Nakayachi
et al., 2019) and New Zealand (Becker et al., 2020).

As EEW expands worldwide, the earthquake science
community is collecting a wealth of social science data
and information about those who received an EEW
alert, what people experiencedduring earthquake shak-
ing (seismic intensity), people’s behavior and whether
they take protective action during an earthquake, such
as ‘Drop, Cover, and Hold On’ (e.g., McBride et al.,
2022b). In this study, I demonstrate the range and util-
ity of geocoding social science data for the purposes
of informing and improving EEW. I first discuss the
Google Maps Geocoding Application Programming In-
terface (API) methodology for geocoding, chosen here
because the software is open-access and free to use. I
then demonstrate the applications of geocoding to two
case studies using: 1) survey data collected in Oak-
land, California, United States (McBride et al., 2023),
and 2) videodata from the 2018M7.1Anchorage, Alaska,
United States earthquake (McBride et al., 2022b). I con-
ducted the geocoding in the two case studies described
here. I then consider limitations and ethical considera-
tions around the methods used and how to address pri-
vacy and protection of these data. Finally, I discuss ap-
plications of geocoding and other location-based tech-
niques to evaluate the distribution and effectiveness of
alerts, whichwill inform future improvements to earth-
quake early warning (and earthquake science broadly)
worldwide.

2 Methods: Google Maps Geocoding
Application Programming Interface
(API)

The Google Maps Geocoding Application Programming
Interface (API) is freely and openly available, does
not require proprietary software that may be cost pro-
hibitive, is accessible over the Internet, and can be
enabled within several clients, such as JavaScript and
Python, without the need for large amounts of scale up
time. A call to the Google Maps Geocoding API does re-
quire anAPI key, whichmay require a small fee depend-
ing on how frequently the Geocoding API is used.
Geocoding works best when starting with an accu-

rate street address (e.g., Yang et al., 2004; Kilic and Gül-
gen, 2020), either provided by the individual directly or
through the identification of a landmark from which
a street address can be obtained. From a street ad-
dress, I use the Google Maps Geocoding API to ob-
tain geographic coordinates (latitude and longitude) for
mapping purposes. The output from the Google Maps
Geocoding API is in JavaScript Object Notation (JSON)
format and is easily readable by a range of different
computing languages.
As an example, I examine the street address for the

headquarters of the EarthScope Consortium: ‘1200 New
York Avenue NW Suite 400 Washington DC 20005-3929’
(Figure 1). The address for the EarthScope Consor-
tium headquarters has nine ‘address components’: the
suite number or subpremise (400), the street number
(1200), the route or street (NewYorkAvenueNorthwest),
the neighborhood (Northwest Washington), the local-
ity (Washington), the administrative area (District of
Columbia), country (United States), postal code (20005),
and postal code suffix (3929). The ‘long name’ has all
parts spelled out, while the ‘short name’ contains ab-
breviations; for example, the US (‘short name’) for the
United States (‘longname’). The readable address is pro-
vided in the ‘formatted address’ output (1200 New York
Ave NW #400). I conduct a quality check on the data
by comparing the ‘address components’ (input) with the
‘formatted address’ (output).
The geographic coordinates (latitude and longitude)

are provided in the ‘geometry’ section of the JSON out-
put (Figure 1). The ‘location’ is the geocoded location
of the EarthScope Consortium headquarters, with lati-
tude (‘lat’) and longitude (‘lng’) coordinates. There are
four ‘location types’ that the Google Maps Geocoding
API uses: rooftop, range interpolated, geometric cen-
ter, and approximate. The ‘rooftop’ output is the most
precise, while the ‘approximate’ output is the least pre-
cise. I will discuss these outputs in context with the case
studies and examples in the following sections.
Lastly, the ‘viewport’ output provides a level of un-

certainty on the location. I use the Euclidean distance
formula between the ‘location’ output with the ‘north-
east’ and ‘southwest’ viewport bounds, respectively, and
take a mean (average) of these two outputs to obtain a
level of uncertainty on the geolocation. In this exam-
ple, the distance between the ‘location’ and the ‘north-
east’ and ‘southwest’ viewports are 1.6 m and 1.8 m, re-
spectively, with a mean of 1.7 m (5 feet). The view-

2
SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Geocoding Applications for Social Science to Improve Earthquake Early Warning

1) Subpremise

or Suite Number

2) Street Number

3) Street or Route

4) Neighborhood

5) Locality or City

6) Administrative Area 

(State and/or County) 

7) Country

8) Postal Code

9) Postal Code 

        Suffix

Viewport Bounds

(Proxy for Uncertainty)

Address Components

Formatted Address

Location Type

Geometry

{   
   results : [   
      {   
         address_components : [   
            {   
               long_name : 400   
               short_name : 400   
               types : [ subpremise ]   
            }   
            {   
               long_name : 1200   
               short_name : 1200   
               types : [ street_number ]   
            }   
            {   
               long_name : New York Avenue Northwest   
               short_name : New York Ave NW   
               types : [ route ]   
            }   
            {   
               long_name : Northwest Washington   
               short_name : Northwest Washington   
               types : [ neighborhood   
            }   
            {   
               long_name : Washington   
               short_name : Washington   
               types : [ locality   
            }   
            {   
               long_name : District of Columbia   
               short_name : DC   
               types : [ administrative_area_level_1   
            }   
            {   
               long_name : United States   
               short_name : US   
               types : [ country   
            }   
            {   
               long_name : 20005   
               short_name : 20005   
               types : [ postal_code ]   
            }   
            {   
               long_name : 3929   
               short_name : 3929   
               types : [ postal_code_suffix ]   
            }   
         ]   

         formatted_address : 1200 New York Ave NW #400   
         geometry : {   
            location : {   
               lat : 38.90020730000001   
               lng : -77.02841359999999   
            }   
            location_type : ROOFTOP   
            viewport : {   
               northeast : {   
                  lat : 38.9014802802915   
                  lng : -77.02708596970848   
               }   
               southwest : {   
                  lat : 38.8987823197085   
                  lng : -77.02978393029149   
               }   
            }   
         }   

Geographic Coordinates

Figure 1 The Google Maps Geocoding API JSON output for the EarthScope Consortium headquarters in Washington DC.
The nine ‘address components’ (input) are individually labeled. The ‘formatted address’ (output) provides a quality control
check on the input parameters. The geocoded output in the ‘geometry’ section contains the geographic coordinates (latitude
and longitude), and location type and viewport bounds, which together provide a proxy for geographic uncertainty.
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Figure 2 Flowchart showing the survey or video data inputs, the types of answers produced based on the information pro-
vided, the precision of these types of information, and the location type output from the GoogleMaps Geocoding Application
Programming Interface (API).

port bounds provide a level of location uncertainty
that is smaller than the footprint of the building it-
self; thus, these considerations should be taken as a
proxy or level of uncertainty, rather than a robust loca-
tion uncertainty. Additional context on location uncer-
taintywill be providedwithin the case study sections be-
low. For more thorough and complete information on
the Google Maps Geocoding API, the reader is referred
to the Developers page (https://developers.google.com/
maps/documentation/geocoding).

3 Case Study 1: Survey Data for Geolo-
cation

Most online survey providers have built-in tools to ob-
tain an internet protocol (IP) address without any in-
put from the survey responder (e.g., Sumy et al., 2020).
However, geocoding IP addresses may be unreliable
and output inaccurate geographic locations (e.g., Poese
et al., 2011; Callejo et al., 2022), with potential uncer-
tainties on the order of kilometers (e.g., Ma et al., 2023).
Due to the potentially large location uncertainties, sur-
vey designers can directly ask questions about an indi-
vidual’s location, with approval by an Institutional Re-
view Board or other research ethics committee (e.g.,
Grady, 2015). The respondent can then ‘opt-in’ to provid-
ing details about their location to a specificity that they
feel comfortable with, whether it be a postal address,
landmark, or some other geographic identifier.
For earthquake early warning, people receive alerts

within a certain spatial area based on earthquake mag-
nitude and intensity thresholds. This spatial area is
known as an alerting geofence. Extending the work of
McBride et al. (2023), I seek to use survey data to ex-
amine the data latencies at the top ten locations with
the most survey responses inside the alerting geofence
to determine: 1) who received an alert and with what
data latencies; and 2) who did not receive an alert (and
should have) or who received alerts at very long data la-
tencies (>120 s).
McBride et al. (2023) conducted two tests of the

ShakeAlert system in coordination with the Federal
Emergency Management Agency’s (FEMA) Integrated
Public Alerting & Warning System (IPAWS) Wireless
Emergency Alert (WEA) in Oakland and San Diego

County, California, respectively, before the systemwent
live for public alerting for California in October 2019.
The two survey questions asked about location were:
1) What was your physical location [during the test]?
You can choose to report your Zone Improvement Plan
(ZIP) code, physical address, or suburb, and 2) If you
do not know your exact location, can you provide the
closest identifiable landmark? These two questions al-
lowedMcBride et al. (2023) to gather broad information
around location in a way that respected the survey re-
spondent’s privacy (see Acknowledgements for ethical
approval information). However, upon examination, I
found that these questions also produced widely dif-
ferent information ranging from a postal address (pre-
cise information that can be easily geocoded), to a land-
mark or building that required some initial identifica-
tion andpreprocessing of the information, or a ZIP code
(broad information that was difficult to narrow down,
and therefore often discarded; Figure 2).

The test of the ShakeAlert system in Oakland, Cali-
fornia provides an excellent example of the types of lo-
cation responses received by survey. The USGS coor-
dinated with the California Governor’s Office of Emer-
gency Services (CalOES), the Federal Communications
Commission (FCC), and local emergency management
partners to conduct a test of the ShakeAlert system in
Oakland, California on 27 March 2019 at 11 AM local
time. The test took place in downtown Oakland dur-
ing a weekday a year before the COVID-19 pandemic, so
many respondents were at their offices and workplaces
in public or commercially zoned locations. This alle-
viates a privacy concern about revealing too much in-
formation about an individual’s personal or residential
property in this study.

The Oakland, California test covered a spatial area of
2.24 km2 in downtownOakland centered around Broad-
way. The survey gathered a total of 1,013 responses in an
area with 40,000 people, reaching 2.5% of the popula-
tion within the alerting geofence (McBride et al., 2023).
Initial data cleaning to remove inaccurate results left
828 responses to analyze. Here I discuss the manual in-
spection of the raw survey data to find the best postal
addresses (and most easily geocoded location informa-
tion) from a variety of different responses, starting with
the landmark information (Figure 2), a practice not de-
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Figure 3 (a) Map of the alerting geofence (red polygon) and the ten locationswith the largest survey response. The symbols
are color-coded by their median data latency (e.g., when the alert arrived at a particular location) and sized by the number of
survey responses that reported receivinganalert. Alerts that arrivedat >120 sat that locationare removedandnot considered
in themedian calculation. The numbers at each location refer to the landmarks identified in the x-axis of Figure 3b. There are
locations that received alerts that are located outside of the geofence and are denoted with a black circle. (b) The number of
survey responses by location. We examine the number of received alerts (white), with alerts that arrived >120 s (red), inexact
timing of alerts (grey), and did not receive (black). The Alameda County Administration Building (ACAB) received the most
alerts and is located on the perimeter of the alerting geofence.

scribed in McBride et al. (2023). For Oakland, Califor-
nia, landmark information included the ‘Caltrans Build-
ing’ or the ‘Alameda County Administration Building’
(ACAB). Other types of landmarks included intersec-
tions, such as ‘Near Wells Fargo on 12th and Broadway’
or ‘Oak Street and 13th’. More difficult types of land-
marks to assess were responses, such as ‘Main Library’
which we interpreted to mean ‘Main Oakland Public Li-
brary’. Becauseof the small spatial area (2.24 km2), even
landmarks such as ‘Starbucks’ were accurately identi-
fied. The most commonly incorrect part of the postal
address for the Oakland test was the ZIP code, which
may reflect the difference between their home and of-
fice addresses and their corresponding ZIP codes. This
is also recognized as a commonerrorwithin theU.S. Ge-
ological Survey’s ‘Did You Feel It?’ (DYFI?) community
intensity survey (Wald et al., 2011).
Once I had street addresses, either from the survey

respondent themselves or from the use of Google Maps
(maps.google.com) to translate a landmark or intersec-
tion to a street address, I found a geographic location
through the Google Maps Geocoding API. The location
type output of the Google Maps Geocoding API (Fig-
ure 1), the description of these location types, and the
survey data from the Oakland test of the ShakeAlert
EEW system that most likely resulted in the location
type are documented in Table 1. There are four main
location type outputs: rooftop, range interpolated, ge-
ometric center, and approximate, in order from most
precise (rooftop) to least (approximate, Figure 2 and Ta-
ble 1). The approximate location type stems from ZIP
code information only and has uncertainty on the order

of kilometers. The median uncertainty for the approx-
imate locations was 1.5 km, which I adopt as the maxi-
mumuncertainty threshold for the other location types.
The other location types have median uncertainty on
the order of 200 m or less. I reiterate that the view-
port information (Figure 1) is a proxy for uncertainty
and does not reflect the actual uncertainty in these lo-
cations. I geocoded a total of 823 survey responses (Ta-
ble 1). Of these, 64 locations (8% of the total) resulted
in ‘approximate’ location types and two were above the
median uncertainty threshold of 1.5 km; all were dis-
carded.

Here, I used the remaining 757 geocoded locations
combined with the data latency information collected
via surveys during the Oakland test of the ShakeAlert
EEW system to examine the alert receipt and median
alert latency at the top ten locations with survey re-
sponses (Figure 3), which extends the work of McBride
et al. (2023). The map (Figure 3a) shows the alerting
polygon and the distribution of locations, which are pri-
marily confined to government offices or other large of-
fice buildings. The largest number of survey responses
received at any one location (location #1: ACAB; Fig-
ure 3a) was fifty (50), regardless of whether an alert was
received or not (Figure 3b). In context with the research
questions identified above, I find that at the top ten lo-
cationswith themost survey response, 1) themedian la-
tency of the alerts ranged from 6-19 s (Figure 3a), and 2)
alerts were largely received, yet some alerts took a very
long time (>120 s) or were not received at all (Figure 3b).

5
SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Geocoding Applications for Social Science to Improve Earthquake Early Warning

4 Case Study 2: Video Data for Geolo-
cation

Now I consider a second case study for geolocationwith
the use of video data, which demonstrates the utility
of geolocation. While the previous method with sur-
vey data was forward approaching (e.g., can ask the sur-
vey respondent about their location), this method with
video data is backward (or forensic) approaching (e.g.,
usingmetadata provided via social media or identifying
landmarks within the video itself, without contacting
the individual). Video data fromhousehold surveillance
cameras are increasingly used to check in on children
and pets (e.g., Ur et al., 2014; Bernd et al., 2022), provide
insurance claim information (e.g.,Wonget al., 2009; Ah-
mad et al., 2019), and protect from theft (e.g., Pandya
et al., 2018). As a society, we also are increasingly pub-
licly surveilled waiting at a stoplight by state and local
departments of transportation (e.g., Zhang et al., 2022),
in a grocery store to better understand retail behavior
andprevent theft (e.g., Alikhani andRenzetti, 2022), and
even in school classrooms for safety-related and dis-
tance learning purposes (e.g., Johnson et al., 2018; King
and Bracy, 2019; Fisher et al., 2020).
An increasing ubiquity of smartphone cameras com-

bined with social media platforms (YouTube, TikTok,
Facebook, and Twitter, as examples) provide public
spaces for content related to earthquake experiences
(e.g., Earle et al., 2010; Crooks et al., 2013; Stefanidis
et al., 2013). After a potentially damaging earthquake,
the Earthquake Engineering Research Institute (EERI)
deploys a Virtual Earthquake Reconnaissance Team
(VERT, 2023, EERI Learning) to collect online videos
and imagery (McBride et al., 2022a). These ephemeral
data must be identified and downloaded within a short
time span. For instance, the social media platforms
WhatsApp and Instagram allow users to post ‘stories’
that are only available for 24 hours after the original
post. In addition, videos may sometimes be deleted or
removed froma site due to its sensitive content (e.g., the
terrifying nature of earthquake shaking, building col-
lapse, etc.). Traditional news media sources may also
help as they typically piece together several videos with
location information for ‘B-roll’ that can be individually
examined for protective action behavior.

Video data must be collected quickly and efficiently
through a variety of approaches. Teams already in place
and ready to virtually deploy, such as through EERI
VERT, gather video information over a span of oneweek
ormore after the event (e.g., McBride et al., 2022b). The
use of keywords and hashtags help to identify earth-
quake footage, and dates and location information help
to rule out unrelated videos (e.g., Crooks et al., 2013;
McBride et al., 2022a). At times, a video is tagged by the
original poster (OP) or reposter and/or news reporter as
coming from the event or a certain geolocation nearby
the event. Social media comments on the post or news-
reel help to determine whether this geographic infor-
mation is correct. Oftenpeoplewill comment asking for
location information, and if the OP responds, this helps
provide a landmark or other identifying information to
determine a geolocation. At other times, location infor-
mation can be gleaned by examining the film frame-by-
frame for identifying features. Information ismore eas-
ily obtained from videos collected at a public location,
such as a restaurant, public park, or school or work en-
vironment. These landmarks are translated into a street
address for use in the Google Maps Geocoding API (Fig-
ure 2), and often result in a ‘rooftop’ location type (Ta-
ble 1).

However, unlike the survey data, I cannot directly
ask for location related information. People may also
post videos from their personal (home) address or a pri-
vate location. In this instance, if someone comments
for more location information on social media, the OP
typically provides a nearby landmark, neighborhood,
and/or intersection that provides inexact location infor-
mation. These data often result in the ‘geometric cen-
ter’ or ‘range interpolated’ output from the GoogleMaps
Geocoding API (Figure 2). However, the OP may post
the video to social media under their own name. De-
pending on the location of the natural hazard event, the
area that the hazard impacted, and the uniqueness of
a person’s name, a street address can be determined
through online, open-access resources such as White
Pages (www.whitepages.com) or through Voter Records
(www.voterrecords.com). More common names in the
United States, such as Smith or Johnson, are more dif-
ficult to determine. We also may obtain an inaccurate
result if a person moved or switched jobs, yet updates

Table 1 Google Maps Geocoding API output for the Oakland test of the ShakeAlert system

Google Maps
Geocoding API
Location Type

Description Survey Data Type
For Oakland Test
(McBride et al., 2023)
Median Uncertainty
(km) N (Ntotal = 823)

ROOFTOP Street address precision Street Address/Land-
mark 0.079 739

RANGE INTERPOLATED Interpolated between
two precise points Landmark 0.191 7

GEOMETRIC CENTER Geometric center of a
street or polygon Intersection 0.191 13

APPROXIMATE Approximate location Zip Code 1.50 64
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Figure 4 Videos posted to Twitter from home security
cameras. (a) Two adults flee their home during earthquake
shaking. The hashtag #earthquake, information about
which earthquake in the post, and the timing of the posting
all help to determine that this was the 30 November 2018
Anchorage, Alaska, United States earthquake. This informa-
tion was posted to a personal account which helped with
geolocation. (b) The Daily Mail US obtained video footage
from an adult who evacuated a house with a child. Note
that the adult is barefoot and lightly clothed outside in the
snow where exposure to the weather presents a concern.
The family highlighted in this video provided a news con-
ference about their experience using their names, which al-
lowed for geolocation. Personal information on both Twit-
ter posts is redacted here due to privacy concerns.

were not made to their social media accounts or other
open-access directories. Considerations for privacy are
paramount and we are unable to geocode videos with
insufficientmetadata or lack of other open-access infor-
mation. Additional information about privacy concerns
is discussed in the Limitations and Considerations sec-
tion.

The 30 November 2018 M7.1 Anchorage, Alaska,
United States earthquake (U.S. Geological Survey, 2023)
provides an example of how we can use video data to
obtain location information.
The 2018 Anchorage earthquake was a deep event

(46.7 km or 29 mi deep) and people experienced a max-
imum Modified Mercalli Intensity (MMI; Stover and
Coffman, 1993) VIII (severe shaking and moderate to
heavy damage). According to the USGS Prompt Assess-
ment of Global Earthquakes for Response (PAGER), the
estimated economic losses were significant, requiring
a regional or national response (U.S. Geological Survey,
2023). Fortunately, due to the depth of the earthquake
and lessons learned during the 1964 M9.2 Alaska earth-
quake, there were no earthquake shaking related fatali-
ties (Alaska Earthquake Center, 2018).
As an example, a YouTube video collected by the An-

chorage (Alaska) School District shows a classroom of
high school students taking the recommended protec-
tive action in the United States (‘Drop, Cover, and Hold
On’) within three seconds (Anchorage School District
YouTube Channel, 2018). This video demonstrates the
importance of earthquake drills, as the students did not
hesitate to take the recommended protective measures
(Adams et al., 2022). In Figure 4, we provide snapshots
of two videos posted to Twitter from personal locations
that demonstrate individuals fleeing their homesduring
earthquake shaking. The earthquake occurred in late
November with snow on the ground, thus people who
chose to flee risked exposure to the elements (Figure 4).
McBride et al. (2022a) found a total of 124 videos for

the Anchorage earthquake from social media (Twitter
andYouTube) and newsmedia sources. Videos from the
newsmedia typically includedmultiple video segments,
which brought the total up to 145 videos. Geolocating
videos also helps to compare the video data gathered at
a particular location and remove any duplicates. I ge-
olocated a total of 80 videos (55%) using the procedures
outlined above (Figure 5). The output from the Google
Maps Geocoding API had a ‘rooftop’ location type for all
but three of the locations, with a median uncertainty of
80 m.
For the 2018 Anchorage earthquake, I determine the

level of shaking (seismic intensity) that people experi-
enced based on the USGS ShakeMap (U.S. Geological
Survey, 2021). The ShakeMap reports the MMI along
with other seismic information, such as peak groundac-
celeration (PGA) and peak ground velocity (PGV) at cer-
tain frequencies (Wald et al., 2006; Worden et al., 2010).
The nominal grid spacing for the 2018 Anchorage earth-
quake is on the order of 0.167º (1.85 km) in both lati-
tude and longitude. I determine the closest grid node
by calculating the Euclidean distance between each of
the geolocated videos with the USGS ShakeMap infor-
mation to determine the MMI that people felt during
this earthquake. The median distance between the ge-
olocated videos and the closest MMI grid node is on the
order of 688 m.
I find that the people who uploaded videos expe-

rienced MMI 4.7-7.6 with a median MMI 7.1 (Fig-
ure 5). The minimumMMI 4.7 was a video uploaded to
YouTube from Seward, Alaska, 140 km away from the
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2018-11-30 17:29:29 (UTC) M7.1 Anchorage, AK Earthquake (46.7 km deep)
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Figure 5 Intensities from the 2018 Anchorage, Alaska, United States earthquake. The locations of the video footage (circles)
in the Anchorage, Eagle River, and Wasilla areas are color-coded by Modified Mercalli Intensity (MMI). The instrumental (grey
triangles) and ‘Did You Feel It?’ (grey squares) intensity information are shown in the background to provide context as to
how this video information may help. MMI 6, 6.5, and 7 contours are shown and labeled.

earthquake epicenter. Even with this video removed,
the median MMI 7.1 remains. Most of the videos are
clusteredwithinAnchorage andneighboring areas such
as Eagle River andWasilla (Figure 5). Additional videos
were collected from rural areas of Alaska that expe-
rienced light to moderate levels of shaking. For this
case study, I use the ShakeMap to determine the seis-
mic intensity of the geocoded videos (color coded cir-
cles in Figure 5). However, the videos also may provide
a source of information about what people experienced
during the event that could help determine the seismic
intensity, especially in areas where instrument cover-
age is sparse and/or people are unaware of the DYFI sur-
vey.

5 Discussion: Applications to Earth-
quake Early Warning

There are several benefits of determining the geo-
graphic location of social science data through geospa-
tial analyses, such as geocoding. First, geocoding helps
to reduce both the survey and video datasets. For in-
stance, I want to concatenate survey responses that
originate from the same location to better understand
EEWalert latencies such as in case study 1, which canbe
done once the geocoding is completed. With the videos,
I can sort them by geolocation and compare the videos
to verify the authenticity of the video and make sure
that I do not double count. This is particularly helpful

for large datasets and instances where the news media
uses different cuts of a video or splices/jumps the video
to save time. Sorting by locations helps an analyst look
through the videosmore carefully and determine dupli-
cates that may not have been caught in the initial pro-
cessing.
Second, the geocoding of social science data allows

researchers to determine whether earthquake early
warning alerts are reaching areaswithin the alerting ge-
ofence. The data latencies in alert receipt, and whether
an alert was even received or not, can then be examined
by location. In EEW, there is a seismic intensity thresh-
old at which people want to be alerted that varies from
country to country (e.g., Nakayachi et al., 2019; Becker
et al., 2020; Bostrom et al., 2022). Further, if an alert is
deemed appropriate for a given spatial area, alerts need
to staywithin that area andnot ‘leak’ outside of the alert-
ing zone. If not, alerting areas that do not feel shaking
or only feel light shaking could potentially give rise to
the ‘cry wolf’ effect (e.g., LeClerc and Joslyn, 2015).
Through geocoding techniques, McBride et al. (2023)

find that the alerts mostly stay within the geofence dur-
ing a test of the ShakeAlert system in Oakland, Califor-
nia. However, geocoding demonstrates that data laten-
cies within the alerting geofence are on the order of 10s
and that even individuals at the same location within
the alerting geofence might not all receive an alert, as
demonstrated by the new analysis of the top ten loca-
tions that received alerts as presented inFigure 3. These
findings give rise to concerns over the long latencies in
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alert delivery and in the variation between cellphones
that receive an alert (e.g., cellphone carriers, wireless
data transmission networks, and cell phone types). In a
technical test of the system, McBride et al. (2023) found
that there did not appear to be any technological privi-
lege associated with different cell phone types; further
examination outside of the lab and placed into practice
is still needed.
Third, geocoding social science data allows for an

understanding of what people experienced during an
earthquake. Geocoding allows us to correlate a particu-
lar location with its seismic intensity, as demonstrated
through the video reconnaissance footage. An under-
standing of seismic intensity, which is location depen-
dent, provides information about an individual’s choice
of protective action (if any). From surveys collected in
Japan and New Zealand, people tend to use the time
afforded by earthquake early warning to mentally pre-
pare themselves for shaking and do not take a protec-
tive action (Nakayachi et al., 2019; Becker et al., 2020).
Survey respondents reported that they mentally pre-
pare themselves over taking a physical protective ac-
tion because they still expect low shaking intensities
that would not warrant protection, even when they re-
ceive an alert. Mental preparation was also found from
video footage collected after an alert was sent during
the 2021 M6.2 Petrolia, California, United States earth-
quake (Baldwin, 2022). Geolocation allows researchers
to place the video footage in context with seismic inten-
sity and allows for a better understanding of what peo-
ple experienced during an earthquake andwhether this
impacts their choice of protective action.
Conversely, the geolocationof social sciencedatamay

provide additional information about what happened
during an earthquake (e.g., books falling off shelves,
light fixtures shaking, etc.), which aids in determination
of seismic intensity andwhether alertswere received by
those who should have. Instrumental intensity is col-
lected by seismometers from around the world, which
can readily detect moderately sized earthquakes (M5+)
at large epicentral distances (e.g., Ekström et al., 2012).
However, in remote areas, areas without dense seis-
mometer coverage, and/or for small earthquakes (M<3),
collecting instrumentally recorded informationmay be
challenging. The geolocation of surveys has already
proven useful for seismologists to better understand
seismic intensity through the USGS ‘Did You Feel It?’
survey (Wald et al., 2011; Quitoriano and Wald, 2020;
Goltz et al., 2022), where location and now even EEW
alerting information can be asked directly. A poten-
tial next step for ‘Did You Feel It?’ would be to upload
videos that could corroborate survey response infor-
mation, such as objectively viewing how long shaking
lasted instead of relying on survey responses alone.
The videos also capture the duration of earthquake

shaking and what people experienced during an earth-
quake, whichmay affect how a person or group chooses
how to respond to an earthquake, early warnings, and
in the aftermath of an event (e.g., Jon et al., 2016; Vin-
nell et al., 2022). Conversely, these social science data
may also be relevant to physical science in helping to
constrain a duration magnitude (e.g., Lee et al., 1972;

Eaton, 1992; Hirshorn et al., 1987), with the realization
that one would have to correct for ‘building response’
(instead of instrument response) which is affected by
the amplitude, duration, and frequency of earthquake
shaking. This may prove too difficult to use for mag-
nitude in practice, as each building would have its own
response to correct for, yet these videos may be able to
help in regions where seismic networks are sparse and
more data is needed. Both magnitude and intensity are
required parameters in estimating earthquake alerting
accuracy and calibrating alerting thresholds.
In addition, earthquake early warning is simply one

mechanism to help individuals and communities pre-
pare for earthquakes, know what protective actions to
take during an earthquake, and how to respond in the
aftermath of an event. These survey and video data also
could help structural and civil engineers, emergency
responders, and even insurance companies accurately
account for damage that occurred during earthquakes
(e.g., Coburn and Spence, 2002). VERTs collect videos
to understand human behavior during earthquakes and
to assess the level of damage within a particular re-
gion for structural health monitoring purposes (e.g.,
McBride et al., 2022a). The combination of video re-
connaissancewith geolocation can alsohelp emergency
responders by showing where damaged areas are after
an earthquake event and therefore prioritizing where
emergency services are needed most (e.g., Shan et al.,
2012; Li et al., 2022). Videos could also demonstrate to
insurance companies unbiased information about the
damage sustained during an earthquake, to better doc-
ument how the earthquake impacted a particular build-
ing and/or adjust insurance rates. Broadly, geocoding
can assist in better understanding the relationship be-
tween seismic intensity and earthquake damage, which
can be used to calibrate risk informed earthquake early
warning alerting thresholds.

6 Limitations and Considerations
The user response information obtained via surveys or
videos may be biased. Surveys can be biased because
only those willing to fill out the survey and contribute
respond (otherwise known as self-selection or a conve-
nience sample), so they often do not include a represen-
tative sample of a particular population (e.g., Sackett,
1979; Salkind, 2010; Sumy et al., 2020; McBride et al.,
2023; Goltz et al., 2020). For earthquakes or other poten-
tially traumatic experiences, survey information may
be biased depending on their own perceptions, such
as people often thinking that earthquake shaking lasts
longer than they experienced or other exaggerated re-
ports (e.g., Fraser et al., 2016; Bossu et al., 2017).
While videos may present an opportunity for more

objective information, the videos can be cut, cropped,
or otherwise filtered or changed in someway that could
also provide biased information. Also, those who stop
to take videos versus those who have security cameras
operating in the backgroundhave likely altered their be-
havior in some way, such that they are not taking an
appropriate protective action (e.g., Martin-Jones, 2022).
These considerations likely bias the data.
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In addition, tradeoffs exist between the informa-
tion that survey respondents provide and the geoloca-
tion uncertainty. For example, although landmarks are
straightforward to geocode from survey responses, they
may be overemphasized because a landmark is easily
identifiable and may garner a disproportionate num-
ber of mentions in the survey responses. In the case
study on Oakland, California, this is unlikely to be the
case due to self-selection bias as the surveys went to
primarily local and state government office ‘landmarks’
(Figure 3). While a landmark can be easily geocoded,
there is uncertainty of whether a person was at this lo-
cation or not. The bias towards landmark information
may need to be considered in future applications of the
geocoding methodology.
The collection of survey and video data around a po-

tentially traumatic earthquake experience and narra-
tive must be considered with care, for both the hu-
man subject and the researcher. For instance, the USGS
DYFI? survey is subject to the Privacy Act of 1974 and
the Paperwork Reduction Act of 1995, respectively. Lo-
cation information can only be asked by generic ques-
tions (e.g., ZIP code, landmark, partial address, etc.),
and a street address cannot be asked for directly or
specifically requested (Goltz et al., 2020). This limits
our ability to geocode all addresses and adds to the un-
certainty in our location information. Ethical consid-
erations around privacy limit the ability to reach out
to a survey respondent, even if their contact informa-
tion is provided, and care must be taken to keep their
responses confidential and anonymous when working
collaboratively due to cybersecurity concerns (e.g., Nat-
ural Hazards Center, 2021). For the survey collected in
Oakland, California, the geolocations were for mostly
commercially zoned and public places since the test of
the ShakeAlert system took place in downtownOakland
on a weekday before COVID-19, which alleviated a pri-
vacy concern. I note that human subjects research ap-
proval is only required with the surveys and not when
we download publicly available video information.
In addition, it is important to not directly contact the

individuals who responded to a survey or uploaded a
video to protect their privacy, as further inquiry may
cause emotional upset or harm. In turn, researchers’ in-
teractions with the video data must be limited because
viewing someone’s experience during a natural hazard
event can also be traumatic (e.g., Kiyimba and O’Reilly,
2016). Secondary trauma, when another individual sees
or listens to the traumatic experience of another per-
son, also can take an emotional toll on the part of the
researcher. Reducing or limiting the amount of daily in-
teraction with the video data and/or turning the sound
off can lessen the impact of secondary trauma on the
researcher (McBride et al., 2022a).
For geocoding purposes, accurate data entry can

significantly improve the ability to geolocate the data
(e.g., Yang et al., 2004; Kilic and Gülgen, 2020). As re-
searchers, we need to consider how important the ac-
curacy and precision of the geocoded result needs to be
(e.g., Roongpiboonsopit and Karimi, 2010), which will
vary based on the research questions and context. For
understanding EEW alert receipt and seismic intensity,

I would want the most accurate and precise informa-
tion possible, with an uncertainty on the order of me-
ters. As determined through other studies, the street
addresses with ‘rooftop’ location type output from the
Google Maps Geocoding API typically produces a ge-
olocation within the footprint of the building, produces
better results within the United States compared to in-
ternationally, and is the best among web-based solu-
tions, with errors on the order of tens of meters (e.g.,
Chow et al., 2016; Kilic and Gülgen, 2020).
Additional sources of uncertainty include the online,

freely available, personal records used. These records
(like voting records) can sometimes be out of date, and
there is very little control or understanding of the un-
certainty of this information in this study. For instance,
someone could have moved locally or have a relatively
common last name that makes it sometimes difficult to
determine whether the information is correct. In par-
ticularly transient areas or for socially vulnerable indi-
viduals, online records such as theWhite Pages may be
incorrect or out of date (e.g., Dempsey, 2022). As an
example, I looked my own name up in online records
and found that my listed address is incorrect. The lim-
itations and considerations around the data and the
geocoding methodology limit our ability to extend this
work to a plethora of physical science applications, yet
these limitations may be overcome in the future.

7 Conclusions and Future Directions
Here I demonstrate the usefulness of geocoding so-
cial science data to improve the ShakeAlert earthquake
early warning system in the United States. The nov-
elty here is not in the geocoding method itself, but
rather in its application to survey and video data used
to better understand the functionality and inform po-
tential improvements to EEW. Geocoding social science
data allows researchers to: 1) determine whether earth-
quake early warning alerts stay within the alerting ge-
ofence, so as to not cause undue panic or stress to those
who may only experience light shaking; 2) determine
when an alert is received at a particular location and
whether there is a range of data latencies at a partic-
ular location to suggest improvements to the system,
such as demonstrated in the case study for Oakland,
California; and 3) correlate the survey or video loca-
tionwith seismic intensity to corroborate what a person
experienced during an earthquake to more accurately
calibrate earthquake early warning alerting thresholds,
such as demonstrated with the 2018 M7.1 Anchorage,
Alaska earthquake. The approaches described here
are very manually intensive, requiring a team of re-
searchers to manually collect and analyze data, which
can takemonthsormore. A futuredirection includes in-
corporatingmachine learning and artificial intelligence
techniques to simplify the data gathering, geolocation
analysis, and understanding of human behavior (e.g.,
Chachra et al., 2022; Ofli et al., 2022).
In addition, geolocation has underexplored and un-

derutilized seismological applications for earthquakes
that occur in relatively remote and rural areas, struc-
tural and civil engineering applications for structural
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health monitoring, and emergency response and man-
agement to provide resources to areas who need them
the most, to name a few (e.g., Kankanamge et al.,
2019). The geocoding of online and thumbnail ques-
tionnaires, such as DYFI? (Wald et al., 2011; Quitoriano
and Wald, 2020), the European-Mediterranean Seismo-
logical Center’s LastQuake app (Bossu et al., 2015, 2018),
and theUniversity of California-Berkeley’sMyShake app
(Chachra et al., 2022; Kong et al., 2023), contributes to
the situational awareness in emergency response after
an earthquake. Thus, the future of geocoding for the
benefit of EEW lies with calibrating these felt reports
with who received an alert (or not) to determine ap-
propriate EEWintensity thresholds for a particular area
and how people responded during the event (e.g., Goltz
et al., 2022), and adjust the thresholds if necessary.
Additionally, cell phone applications and their

location-based services improve situational awareness
and emergency response efforts. However, we need
to look beyond those who are using EEW apps to
those who are not (e.g., Bopp and Douvinet, 2022).
Through geocoding, wemay find potentially vulnerable
sociodemographic groups who we need be thoughtful
about how to best reach through alerting strategies.
Targeted public education and outreach campaigns
around earthquake early warning to these commu-
nities, potentially through drills in formal education
environments (Adams et al., 2022) or at museums and
other free-choice learning environments (Sumy et al.,
2022b),may provide a potential solution. As earthquake
early warning is expanding in use worldwide (Allen
and Stogaitis, 2022; McBride et al., 2022a), a focus on
communities who might not have the socioeconomic
ability or technological privilege to use apps or re-
ceive alerts (e.g., due to the poor coverage of wireless
communication networks), have language barriers that
prevent their understanding of alert messages, and/or
other access and functional needs will help drive
education and outreach around earthquakes and early
warning in a way that can increase societies’ resilience
and disaster preparedness (e.g., Sumy et al., 2022a).
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Abstract Continuous excitation of isolated noise sources leads to repeating wave arrivals in cross corre-
lations of ambient seismic noise, including throughout their coda. These waves propagate from the isolated
sources. We observe this effect on correlation wavefields computed from two years of field data recorded at
theGräfenberg array inGermanyand twomaster stations in Europe. Beamforming the correlation functions in
the secondary microseism frequency band reveals repeating waves incoming from distinct directions to the
West, which correspond to well-known dominant microseism source locations in the Northeastern Atlantic
Ocean. These emerge in addition to the expected anti-causal and causal correlation wavefield contributions
by boundary sources, which are converging onto and diverging from themaster station, respectively. Numeri-
cal simulations reproduce this observation. We firstmodel a source repeatedly exciting awavelet, which helps
illustrate the fundamental mechanism behind repeated wave generation. Second, we model continuously
acting secondary microseism sources and find good agreement with our observations. Our observations and
modelling have potentially significant implications for the understanding of correlation wavefields andmon-
itoring of relative velocity changes in particular. Velocity monitoring commonly assumes that only multiply
scattered waves, originating from themaster station, are present in the coda of the correlation wavefield. We
show that repeatingwaves propagating from isolated noise sourcesmay dominate instead, including the very
late coda. Our results imply that in the presence of continuously acting noise sources, which we show is the
case for ordinary recordings of oceanmicroseisms, velocitymonitoring assuming scatteredwavesmay be ad-
versely affected with regard to measurement technique, spatial resolution, as well as temporal resolution.
We further demonstrate that the very late coda of correlation functions contains useful signal, contrary to the
common sentiment that it is dominated by instrument noise.

Non-technical summary Seismic waves are generated by all kinds of sources, including earth-
quakes, ocean waves, and machinery. Some sources produce a consistently present background level of
seismic energy, so-called ambient seismic noise. It is well-established that, under the condition of evenly
distributed noise sources, cross-correlation of ambient seismic noise, which was recorded on two separate
seismic stations, yields a new wavefield that propagates directly from one station to the other. We call this
new wavefield the correlation wavefield. Here, we show that in the presence of an additional isolated noise
source that excites seismic waves continuously, for example ocean waves induced by storm systems over the
Northeastern Atlantic, a new contribution to the correlationwavefield emerges: repeatingwaves propagating
from the isolated noise source. These repeating waves can bemore coherent across several stations than the
expected correlationwavefield contribution,whichpropagates fromone station to theother. Weobserve such
repeatingwaves propagating from isolated noise sources on correlationwavefields computed from two years
of seismic recordings of the Gräfenberg seismic array in Germany and two master stations in Europe. We re-
produce our observationswith numerical simulations of the sources and resulting correlationwavefields. Our
findings have potentially significant implications for seismic monitoring based on relative velocity changes,
which is used tomonitor geological faults, volcanoes, groundwater, and other processes in the Earth. Velocity
monitoring commonly relies on the assumption that the correlation wavefield contains only the contribution
that propagates from one station to the other, which we show is not necessarily correct. This can lead to mis-
interpretation of measured velocity variations.

1 Introduction
Seismic interferometry of the ambient seismic field
gives rise to new correlation wavefields that relate to
the Green’s function under the condition of uniformly
distributed noise sources (Wapenaar et al., 2005; Goué-
dard et al., 2008). These correlation wavefields are now

∗Corresponding author: sven.schippkus@uni-hamburg.de

routinely used for imaging (e.g., Schippkus et al., 2018;
Lu et al., 2018) and monitoring (e.g., Wegler and Sens-
Schönfelder, 2007; Hadziioannou et al., 2009; Sheng
et al., 2023) of Earth’s structure. In the presence of
an isolated noise source, a second contribution to this
wavefield is introduced, sometimes referred to as spuri-
ous arrival (Snieder et al., 2006; Zeng and Ni, 2010; Re-
tailleau et al., 2017; Schippkus et al., 2022). This cor-
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relation wavefield contribution can lead to biased mea-
surements of seismic wave speed due to interference of
direct waves from the master station and the isolated
noise source (Schippkus et al., 2022).
Monitoring applications, on the other hand, rely on

estimating relative velocity changes by repeatedly com-
puting correlationwavefields throughout time andmea-
suring changes in the arrival time of their coda (We-
gler and Sens-Schönfelder, 2007; Sens-Schönfelder and
Larose, 2010). Current strategies often rely on the as-
sumption that the coda of a given correlation wavefield
is comprised of multiply scattered waves, originating
from the master station, which also dictates its spatial
sensitivity (Planès et al., 2014; Margerin et al., 2016; van
Dinther et al., 2021). If the spatial sensitivity of the
coda is known, seismic velocity changes can be located
(Obermann et al., 2014;Mao et al., 2022). Someprogress
has been made in accounting for the impact of changes
in sources on the correlation wavefield, particularly in
the context of monitoring at frequencies above 1 Hz,
e.g., by carefully selecting time windows in which the
same sources are active and produce similar correlation
wavefields (Yates et al., 2022; Sheng et al., 2023).
In this study we demonstrate that isolated noise

sources may impact correlation wavefields to a degree
previously not considered. Continuously acting isolated
noise sources, such as ocean microseisms, produce re-
peating waves throughout the entire correlation func-
tion that propagate from the isolated source location.
These waves coincide with and are more coherent than
multiply scattered waves originating from the master
station. This may have significant impact on the under-
standing of measured velocity changes. In the follow-
ing, we show observations of these repeating waves on
field data correlation functions in the oceanmicroseism
frequency band using stations throughout Europe, illus-
trate the mechanism behind repeated direct-wave gen-
eration in correlation functions, and finally reproduce
our field data observations by modelling continuously
acting isolated noise sources, i.e., secondary ocean mi-
croseisms.

2 Beamforming the correlation wave-
field

We compute correlation wavefields from two years of
continuous vertical component seismograms, recorded
in 2019 and 2020 at the Gräfenberg array in Germany
and two master stations, IV.BRMO in Italy (Fig. 1a)
and PL.OJC in Poland (Fig. 2a). IV.BRMO was chosen
randomly and PL.OJC was chosen to showcase a dif-
ferent backazimuth and slightly larger distance to the
Gräfenberg array. Weapply a standardprocessingwork-
flow: remove instrument response, cut twoyears of data
into two-hour long segments overlapping by 50%, apply
spectral whitening (Bensen et al., 2007), cross-correlate
each segment, and stack all segments linearly. No fur-
ther processing, e.g., earthquake removal or other seg-
ment selection, has been applied, because whitening
in each segment already normalises the energy poten-
tially introduced by earthquakes and we find no evi-
dence for earthquakes-related bias in the resulting cor-

relation wavefields.

To estimate from which directions the correlation
wavefield arrives at the Gräfenberg array, we beam-
form the correlation functions (Fig. 1). We beam-
form in 200 s windows, overlapping by 75%, in the sec-
ondary microseism frequency band (0.1 to 0.3 Hz), and
assuming plane-wave propagation (Rost and Thomas,
2002). We present a sample correlation function to
give orientation in lapse time (Fig. 1b, top panel), and
compute Pearson correlation coefficients of all correla-
tion functions with the best-fitting beam for each win-
dow to estimate how well the beam explains the data
within a window (Fig. 1b, second panel). Similarity
is highest for the expected anti-causal arrival, which
also emerges more clearly in the correlation function
than the causal arrival, due to the commonly observed
strong noise sources in the Northeastern Atlantic (e.g.,
Friedrich et al., 1998; Chevrot et al., 2007; Juretzek and
Hadziioannou, 2016). Throughout the coda, similarity
remains nearly constant with a correlation coefficient
∼ 0.4. We detect several dominant directions of arrival
(Fig. 1b, third panel). First, the anti-causal arrival of the
correlation wavefield converging onto the master sta-
tion at negative lapse time (dashed orange line) and the
causal arrival diverging from themaster station at posi-
tive lapse time (dotted orange line), i.e., the correlation
wavefield contribution that usually arises in seismic in-
terferometry (Wapenaar et al., 2005). Second, distinct
directions throughout the correlation functions point-
ing towardsWest (Fig. 1b, thirdpanel), whichweproject
onto the map view (Fig. 1a).

A secondmaster station in Poland (PL.OJC) illustrates
how the converging (anti-causal) and diverging (causal)
parts of the correlationwavefield depend on the geome-
try of array stations to master station and point roughly
towards the great-circle between the two (Soergel et al.,
2022), whereas the dominant directions towards West
appear to be independent of the master station (Fig. 2).
A North-Northeast direction, however, still emerges in
the beamforming results as most coherent, which coin-
cides approximately with the great circle direction for
the convergingpart of the correlationwavefield formas-
ter station IV.BRMO (Fig. 1). Similarly, the converging
direction for master station PL.OJC coincides with the
dominant directions towardsWest (Fig. 2). This hints at
the impact the geometry ofmaster station and array sta-
tions has on the detection and identification potential of
these other directions. We propose the dominant direc-
tions detected by beamforming and pointing towards
West represent repeating direct waves emerging at iso-
latednoise source locations in theNortheasternAtlantic
Ocean. The North-Northeasterly direction observed in
the coda in both examples similarly represents waves
arriving from isolated source locations off the coast of
Norway, which were previously observed as dominant
on continuous seismograms (e.g., Juretzek and Hadzi-
ioannou, 2016). We call these directwaves, because they
propagate directly from the isolated source to the seis-
mic stations. These are not to be confused with the di-
rectwavespropagatingbetween the stations, i.e., the ex-
pected anti-causal and causal arrivals.

2
SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Isolated noise sources

a)
array station
master station 0

Am
pl

itu
de

b)
IV.BRMO - GR.GRA1

0.0
0.25
0.5

0.75
1.0

Co
rre

la
tio

n
Co

ef
fic

ie
nt

0
90

180
270
360

Ba
ck

az
im

ut
h

[
]

directions
converging
diverging
other

1800 900 0 900 1800
Lapse time [sec.]

2.0

3.0

4.0

Ve
lo

cit
y

[k
m

/s
]

Figure 1 Beamforming the correlation wavefield between the Gräfenberg array in Germany (blue triangle) and master sta-
tion IV.BRMO, Italy (yellow triangle), in the secondarymicroseism frequencyband (0.1 to0.3Hz). a)Overviewmapwithmaster
station and array stations. The orange line and purple area correspond to the dominant directions detected by beamform-
ing. b) Beamforming results: sample cross-correlation between themaster station and one array station (top), mean Pearson
correlation-coefficient of correlation functions with best-fitting beams in each window (second panel), detected direction
of arrival (third panel), and estimated phase velocity (bottom). Detected directions correspond to the correlation wavefield
converging onto and diverging from themaster station (orange lines), and a range of directions pointing towards the Atlantic
Ocean (purple area).
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Figure 2 Same as Figure 1, but for master station PL.OJC, Poland. The directions detected by beamforming correspond-
ing to the diverging and converging part of the correlation wavefield change with master station as expected (orange lines),
whereas the range of directions towards the Northern Atlantic remains constant (purple area). Note that the converging part
of the correlation wavefield points towards West, similar to one of the dominant directions detected pointing towards the
Atlantic Ocean for master station IV.BRMO (Fig. 1).

3 A repeating impulsive isolated noise
source

To substantiate our hypothesis and explain the obser-
vations above, we start from the concept of an isolated
noise source (Schippkus et al., 2022). Consider a wave-
field that is excited by sources on a boundary S and an
isolated noise source at rN , recorded on a station at lo-
cation r

(1)u(r) =

∮
S

NB(r′)G(r, r
′)dr

′ + NIG(r, rN ) ,

with G the Green’s function and NB and NI the source
spectra of boundary sources and the isolated source, re-

spectively. This section is formulated in the frequency
domain. The cross-correlation of this wavefield at loca-
tion rwith the wavefield recorded on amaster station at
rM is given by (eq. 6 of Schippkus et al., 2022)

(2)〈u(r)u∗(rM )〉 =
ρc|NB |2

2
(G(r, rM ) + G∗(r, rM ))

+ |NI |2G(r, rN )G∗(rM , rN ) ,

with ρ the mass density of the medium and c the prop-
agation velocity. The first term describes the contri-
bution of uncorrelated sources on the boundary S sur-
rounding the stations, which usually arises in seismic
interferometry (as in Wapenaar et al., 2005), and the
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second term describes the contribution of the isolated
noise source. The relation of these terms has been in-
vestigated by Schippkus et al. (2022), who demonstrate
how the direct arrivals of these two wavefield contribu-
tions interfere for certain station geometries, leading to
biased surface wave dispersionmeasurements. In their
modelling, the authors assumed the source term of the
isolated source NI to be a wavelet, excited once.
Here, we expand upon this idea by considering the

isolated noise source to be excited multiple times in a
correlated manner. For illustration purposes, we ex-
press its source term as NI = WIEI , with a wavelet WI

and excitation pattern EI . The contribution of the iso-
lated noise source to the correlation wavefield is hence

(3)|WI |2|EI |2G(r, rN )G∗(rM , rN ) .

A simple example of an isolated noise source exciting
a Ricker wavelet, repeating 5 times with a 20 s inter-
val, illustrates how such a source manifests in correla-
tion functions (Fig. 3). For such a source, the excitation
pattern is a time series with 1 at every interval of 20 s
(5 times), and 0 elsewhere. The auto-correlation of the
wavelet |WI |2 (Fig. 3a), auto-correlation of the excita-
tion pattern |EI |2 (Fig. 3b), and cross-correlation of the
Green’s functionsG(r, rN )G∗(rM , rN ) for surfacewaves
in a homogeneous, isotropic, acoustic medium and an
arbitrary geometry (Fig. 3c) are convolved to result in
a repeating wavelet with the same 20 s interval, present
in the correlation wavefield (Fig. 3d). These repeating
wavelets represent direct waves emitted from the iso-
lated source location.
A sketch of the correlation wavefield in the presence

of a repeating impulsive isolated noise source helps il-
lustrate its evolution with lapse time (Fig. 4). The wave-
field is comprised of the two contributions by bound-
ary sources (first term of eq. 2, yellow in Fig. 4) and
the isolated noise source (eq. 3, purple in Fig. 4).
The boundary source contribution converges onto the
master station at negative lapse times (the anti-causal
part), and diverges from the station at positive lapse
times (the causal part, Fig. 4a-g). This is the expected
contribution that usually arises in seismic interferome-
try. The repeating isolated noise source induces waves
that emerge earlier and with lower amplitude than the
main arrival (Fig. 4a) and eventually reach the array sta-
tion (Fig. 4b). The main arrival (highest amplitude, in-
dicated by line thickness) of the isolated noise source
emerges at τ = −|rM −rN |/c and touches the boundary
source contribution along the line connecting the iso-
lated source and master station (Fig. 4c-f, as in Schipp-
kus et al., 2022). At lapse time τ = 0, both the wave-
field contribution by boundary sources and themain ar-
rival of the isolated noise source reach the master sta-
tion (Fig. 4e). At causal lapse times, the last repeating
waves from the isolatednoise source reach the array sta-
tion (Fig. 4f) before the boundary source contribution
diverging from the master station arrives at the at ar-
ray station (Fig. 4g). The exact timing of each arrival
depends on the geometry of isolated source, master sta-
tion, andarray stations, aswell as the excitationpattern.
Note that the repeating direct waves from the isolated

noise source are asymmetrical in lapse time (Figs. 3,
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Figure 3 A repeating isolated noise source produces re-
peating direct waves in correlation functions, depicted in
time domain. a) Auto-correlation of the wavelet |WI |2. b)
Auto-correlation of the excitation pattern |EI |2 with a regu-
lar20 s interval, excited5 times. Note that amplitudesdecay
by 1/5 every interval away from 0 s lapse time. c) Cross-
correlation of the Green’s functions between the isolated
noise source and both station locations for an arbitrary ge-
ometry. d) Second term of the correlation wavefield (eq. 3,
the convolution of a-c), where each arriving wavelet repre-
sents a direct wave emitted from the isolated noise source
at rN .

4), because there is no part of the correlation wavefield
converging onto the isolated noise source (Schippkus
et al., 2022). How strongly these repeating direct waves
manifest depends on how highly correlated the isolated
source is with itself throughout time. The example
presented here constitutes the most extreme case, i.e.,
identical wavelet and exactly regular excitation pattern.
Even under these conditions, amplitudes decay linearly
with time due to the finite length of the excitation pat-
tern (Fig. 3b). In this example, the amplitude of the
excitation pattern auto-correlation decreases by 1/5 of
the maximum amplitude with each interval away from
0 s, because the source is excited 5 times. Slight varia-
tions in amplitude, shape of the wavelet, or excitation
timing lead to reduced correlation, and thus repeating
direct waves with reduced amplitude or different shape.
If there was no correlation, the repeating waves would
disappear. The main arrival would remain.
To confirm the repeating wavelets in the correlation

functions indeed represent repeating directwaves emit-
ted from the isolated noise source, we model a mas-
ter station in Italy (same location as IV.BRMO), array
stations in Southern Germany (same locations as the
Gräfenberg array), 1000 boundary sources surrounding
the stations in a small-circle with 1000 km distance to
them, aswell as a repeating isolated noise source South-
west of Iceland (Fig. 5a). All sources excite Ricker
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Figure 4 Schematic illustration of the correlation wavefield in the presence of a repeating impulsive source (5 excitations,
20 s interval, same as in Figure 3 ). We remove the wavelet for improved clarity. a-g) Snapshots of the correlation wavefield
at different lapse times, indicated by dashed lines in h). The contributions of the isolated source (purple lines) and bound-
ary sources surrounding themaster and array stations (yellow line) propagate through themedium. Line thickness indicates
amplitude. h) Correlation function between the array station and the master station, color-coded by isolated source and
boundary source contribution (purple and yellow, respectively). Dashed vertical lines mark the lapse time snapshots dis-
played in a-g. The anti-causal part of the correlation function contains repeatingwaves propagating from the isolated source
and the boundary source contribution converging onto themaster station (a-d). At lapse time τ = 0, both themain arrival of
the isolated source contribution and the boundary source contribution reach themaster station (e). At causal lapse time, the
last arrivals of the isolated source reach the array station (f) and finally the diverging contribution of the boundary sources
(g).
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Figure 5 Beamforming synthetic cross-correlation functions detects repeating direct waves from the regularly repeating
isolated noise source. a) Overviewmap: master station (orange triangle), array stations (blue triangle), boundary sources in a
small circle surronding the stations (red stars) and the isolated noise source Southwest of Iceland (purple star). b) Beamform-
ing results: sample cross-correlation between master station and one array station, mean correlation-coefficients between
windowedcorrelation functions andbeams, detecteddirectionof arrival, andestimatedphase velocity. Theboundary source
contribution to the correlation wavefield converging onto and diverging from the master station (orange lines, first term in
eq. 2) is detected as well as repeating direct waves from the isolated noise source (purple line, second term in eq. 2).

wavelets, and only the isolated noise source repeats it
50 times with a 150 s interval (similar to Figs. 3, 4).
We compute synthetic surfacewave seismograms by as-
suming a homogeneous, isotropic, acoustic half-space
with a medium velocity v = 3 km/s for simplicity (i.e.,

Green’s functions are of the form e−iωx/v), and compute
cross correlations of those waveforms. During the cal-
culations, we treat boundary sources and the isolated
noise source separately in accordancewith equation (2).
The maximum amplitude of the isolated noise source
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contribution is scaled to 1/4 of the boundary source
contribution to distinguish them easily (Fig. 5b, top
panel). The correlation wavefield contains both wave-
field contributions. Beamforming the cross-correlation
functions between the master station and all array sta-
tions detects three directions of arrival (Fig. 5b, third
panel): the first term of the correlation wavefield con-
verging onto the master station at negative lapse time
(dashed orange line) and diverging from themaster sta-
tion at positive lapse time (dotted orange line), and re-
peating direct waves from the isolated source (purple
dotted line) throughout the correlation function. The
estimated phase velocity of ∼ 3 km/s is the medium ve-
locity (Fig. 5b, bottom panel). Note that the correla-
tion functionsmatch exactly with the beam (correlation
coefficent of 1) only for time windows that do not con-
tain both contributions simultaneously (Fig. 5b, second
panel).
This example illustrates the principle behind repeat-

ing direct waves emerging in correlation functions.
However, we observed this effect on field data of sec-
ondary oceanmicroseisms (Figs. 1, 2), which are better
described as continuously acting sources, which we in-
troduce in the following.

4 Continuously acting isolated noise
sources

To describe the suspected isolated noise source (Figs.
1, 2) as a continuously acting microseism source, we
rely on the parametrization employed by Gualtieri et al.
(2020) (eq. 3 therein). The surface pressure P at co-
latitude θ and longitude φ excited by the secondary mi-
croseismmechanism is described as a superposition of
many harmonics

(4)P (t, θ, φ) =
H∑

i=1

A(fi, θ, φ) cos(2πfit + Φi),

with H the number of harmonics, A the amplitude of
the harmonic frequency fi, and Φi ∈ [0, 2π) its phase,
sampled uniformly random. The amplitude A relates to
the power spectral density of ocean gravity waves and
incorporates local site effects, and is described in more
detail by Gualtieri et al. (2020). For our considerations,
we neglect the amplitude term (A = 1), because we in-
vestigate a fairly narrow frequency band and the exact
amplitude of each harmonic is irrelevant for explaining
the effect observed in this study. In the following, we
use P (θ, φ) (the spectrum of P (t, θ, φ)) with harmonics
from 0.1 to 0.3 Hz directly as the source term NI (Fig.
6a). Its auto-correlation (Fig. 6b), convolved with the
same Green’s function cross-correlation as above (Fig.
3c) contains one clear main arrival and weak, repeating
direct waves (Fig. 6c). These repeating waves excited by
a microseism source have much lower amplitude and
inconsistent shape compared to a repeating impulsive
isolated noise source (Fig. 3) due to decreased correla-
tion of the source term with itself throughout time.
We repeat the numerical simulation above (Fig. 5)

with P (θ, φ) as the source term for both boundary and
isolated noise sources (Fig. 7). Both contributions to
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Figure 6 Contribution to the correlation wavefield by a
continuously acting isolated noise source. a) Source term
for a secondary microseism source, if all harmonics be-
tween 0.1 and 0.3 Hz are excited with a uniformly random
phase Φi ∈ [0, 2π) and equal amplitude A = 1 (eq. 4). b)
Auto-correlation of the source term |NI |2. c) Convolution of
|NI |2 with the sameGreen’s function cross-correlation as in
Figure 3c, i.e., the second term of the correlation wavefield
(eq. 2), with amain arrival and low-amplitude, repeating di-
rect waves throughout the coda.

the correlation wavefield are scaled to have similar am-
plitudes. A secondary microseism source produces re-
peating direct waves in correlation wavefields (Fig. 7b),
similar to the regularly repeating source (Fig. 5). Near
the main arrival of the isolated source (at ∼ −100 s, af-
ter the anti-causal arrival due to boundary sources) and
throughout the coda, repeating direct waves from the
isolated noise source location are detected as most co-
herent. Distinct main arrivals (the “spurious” arrival)
have been observed for localised microseism sources
before (Zeng andNi, 2010; Retailleau et al., 2017). These
main arrivals must arrive in-between the anti-causal
and causal arrivals of the boundary source contribution
(Schippkus et al., 2022). In this study, we do not ob-
serve aparticularly clearmain arrival onfield data (Figs.
1, 2). Still, the coda of the field data correlation wave-
fields appears to be dominated by repeating waves from
isolated noise sources. Correlation coefficients of the
synthetic correlation functions with the beams for each
window reach ∼ 1 for the main causal arrival, and ∼
0.75 for the anti-causal arrival due to interference with
the isolated source arrival (Fig. 7b). Throughout the
coda, correlation coefficients do not exceed 0.75 signif-
icantly, because continuously acting boundary sources
also induce a repeating contribution in the correlation
wavefield. In other words, the best beam does not rep-
resent the correlation functions entirely, even under
the ideal conditions considered here, i.e., no heteroge-
neous structure, no dispersion, and no scattering.
To account for the fact we do not observe a distinct

main arrival due to an isolated noise source in our
field data correlations and to approximate a more re-
alistic scenario by considering an extended source re-
gion, we place a cluster of 50 isolated noise sources
Southwest of Iceland, each with a random realisation

6
SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Isolated noise sources

a)
array station
master station
isolated noise source
boundary source

0

Am
pl

itu
de

b)
IV.BRMO - GR.GRA1

0.0
0.25
0.5

0.75
1.0

Co
rre

la
tio

n
Co

ef
fic

ie
nt

0
90

180
270
360

Ba
ck

az
im

ut
h

[
]

directions
converging
diverging
isol. source

1800 900 0 900 1800
Lapse time [sec.]

2.0

3.0

4.0

Ve
lo

cit
y

[k
m

/s
]

Figure 7 Same as Figure 5 but for secondary microseism source terms for both boundary and isolated sources. Both con-
tributions to the correlation wavefield are scaled to have similar amplitudes. Distinct main arrival (the “spurious” arrival) of
the isolated noise source at ∼ −100 s lapse time. For this arrival and throughout the coda, direct waves from the isolated
source are detected as most coherent.
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Figure8 SameasFigure7but for aclusterof isolatedsources. Amplitudesof the summed isolatednoise sourcecontribution
is scaled to 1/10 of the boundary source contribution. Nodistinct spurious arrival but coda still dominatedby repeating direct
waves from the isolated noise source cluster.

of the source term P (θ, φ) and repeat the computations
(Fig. 8). The wavefield contributions of those isolated
noise sources, where each isolated source produces an
additional term in equation (2), interfere to mask the
main arrival (Fig. 8b). The amplitudes of the summed
isolated noise source cluster contribution is scaled to
1/10 of the boundary source contribution. Beamform-
ing correlation functions again detects the converging
and diverging part of the boundary source contribution,
as well as the isolated noise source cluster as dominant
throughout the coda (Fig. 8b). Correlation coefficients
with the beams stabilise at ∼ 0.65 in the coda, and are
lower than for the case of a single source (Fig. 7b).
Finally, we place a second cluster of 50 isolated noise

sources Northwest of the Iberian Peninsula (Fig. 9a) to
account for the observation that within the range of di-
rections toward the Northern Atlantic, two distinct di-
rections appear to dominate (Figs. 1, 2). Both clusters of
isolated noise sources are treated separately and their
combined amplitudes are again scaled to 1/10 of the

boundary source contribution. Beamforming detects
either one of the clusters as dominant, seemingly ran-
domly throughout lapse time (Fig. 9b). Mean correla-
tion coefficients with the beams are ∼ 0.55 throughout
the coda. This numerical simulation produces beam-
forming results closely resembling the measurements
on field data correlation functions (Figs. 1, 2) and con-
firms that clusters of isolated noise sources produce re-
peating direct waves.

5 Discussion

In this study, we observe repeating direct waves prop-
agating from isolated noise sources in the coda of cor-
relation functions. We reproduce the observations by
numerical modelling of continuously acting isolated
sources.
The most significant question our analysis raises is:

are repeating direct waves from isolated noise sources
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Figure 9 Same as Figure 8 but for two clusters of isolated noise sources. The additional cluster is placed Northwest of the
Iberian Peninsula. The backazimuth to that cluster is indicated by a purple dashed line (a & b, third panel). Amplitudes of
the isolated noise source contribution is scaled to 1/10 of the boundary source contribution. No distinct spurious arrival.
Beamforming detects either of the two clusters at a given lapse time in the coda as dominant.

more dominant thanmultiply scatteredwaves, originat-
ing from the master station, also for individual corre-
lation functions? If they were, our observations would
have far-reaching implications. Beamforming, how-
ever, only shows that the contribution by isolated noise
sources is more coherent across an array of stations
(Figs. 1, 2). It is not surprising that multiply scattered
waves can be incoherent across an array. To address
this aspect, we compute correlation coefficients of all
correlation functions with the beam in each beamform-
ing window. These reach 0.75 to 0.9 (never 1) for the
expected stronger, coherent anti-causal arrival on field
data correlations (Figs. 1, 2), which indicates that not all
factors are accounted for during beamforming, namely
heterogeneous structure, scattering, elastic wave prop-
agation, and additional isolated sources. Still, these cor-
relation coefficients provide a benchmark of what can
be expected for the most coherent part of the correla-
tion wavefield. In our numerical simulations, correla-
tion coefficients are ∼ 1 for the main arrivals without
the interference of distinct spurious arrivals (Figs. 5,
7, 8, 9). Throughout the coda, we observe that corre-
lation coefficients remain nearly constant for both the
field data examples (∼ 0.4, Figs. 1, 2) and the numeri-
cal simulations, decreasing with increasing complexity
of the original wavefield from one isolated noise source
(∼ 0.75, Fig. 7), to a cluster of sources (∼ 0.65, Fig.
8), to two clusters (∼ 0.55, Fig. 9). Without taking into
account the additional factors mentioned above (scat-
tering, heterogeneous structure, or elastic waves), we
reproduce a match between the modelled correlation
functions and beams, comparable to the field data re-
sults. It is therefore reasonable to assume that the coda
is not dominated by scattered waves, at least for abso-
lute lapse times larger than a few hundred seconds.
At lapse times close to the direct arrivals from the

master station (up to a few hundred seconds), correla-
tion coefficients are higher than for the later coda and
a transition to the stable regime observed in the later
coda appears to manifest (Figs. 1, 2). In the early coda,

scatteredwaves are likely dominant and thus also coher-
ent in the correlationwavefield, although question arise
about the degree of scattering. However, first tests on
whether scattered waves are more coherent when the
master station is much closer have shown no noticable
difference in the beamforming results. The distinction
between early coda and late coda arises, because am-
plitudes of the two correlation wavefield contributions
decay for different reasons. Multiply scattered waves
orginating from the master station decay due to atten-
uation during wave propagation, whereas repeating di-
rectwaves from isolated noise sources decay only due to
correlation of the source term with itself through time
(Figs. 3,6). As demonstrated above, even under ideal
circumstances, amplitudes of repeating direct waves in
correlation functions decay due to the finite length of
the source and signal considered (Fig. 3).
In the later coda (absolute lapse times larger than a

few hundred seconds), the commonly held assumption
that the coda of a correlation wavefield is comprised
dominantly, or even exclusively, of multiply scattered
waves appears to be false. The beams pointing towards
isolated noise sources represent a significant fraction
of the correlation wavefield coda (Figs. 1, 2). Instead
of spatially sampling the medium in a statistical man-
ner (Margerin et al., 2016), the late coda, and thus mea-
sured velocity changes, may be dominantly sensitive to
the path from the isolated noise source to the array sta-
tion. Here, it is important to be clear about the nature
of the coda andmeasurement principle. In the standard
coda wave interferometry model, coda waves originate
from the master station, are multiply scattered, and
eventually reach the other receiver. A measured veloc-
ity change is then sensitive to this entire path. Because
there is no clear way to know where exactly the wave
has been and thus where the change has happened, re-
cently developed coda wave sensitivity kernels are sta-
tistical descriptions ofwhere thewavemight have been,
depending on the scattering properties of the medium
(Margerin et al., 2016). However, if one would repeat
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the beamforming measurement described above, e.g.,
daily, to estimate the velocity of seismic waves in the
coda, a potential velocity variation of those waves over
time would have happened within the array, assuming
constant sources. The standard coda wave interferom-
etry measurement, in contrast, is performed on sin-
gle correlation functions. If the measurement is per-
formed in some part of the coda where repeating waves
by isolated sources dominate, velocity variations may
then be sensitive to the entire propagation path from
isolated source to receiver, similar to the case where
the coda is dominated by scattered waves and the sensi-
tivity is along the path from master station to receiver.
The difference here lies in the origin of the correlation
wavefield contribution probed during themeasurement
and the ability to constrain the velocity change spatially.
The main hypothesis in this paper is that the repeating
waves we observe in beamforming originate from the
isolated source, not the master station (Fig. 4).
A similar effect occurs in the presence of a strong

nearby scatterer (van Dinther et al., 2021). As the mul-
tiply scattered part of the correlation wavefield reaches
the strong scatterer, spatial sensitivity focuses along the
path between stations and scatterer. In otherwords, the
scatterer “emits” a direct wave, induced by the master
station, that is recorded in the coda of the correlation
function. This principle is similar to our considerations
here, with the major difference that, in the modelling
of van Dinther et al. (2021), the direct wave propagating
from the scatterer originates from the master station.
For isolated noise sources, direct waves originate from
the source. Themaster station has no impact on the iso-
lated source contribution to the correlation wavefield,
as long as it coherently records the same isolated noise
sources as the array stations, as the two field data exam-
ples suggest (Figs. 1, 2). We have no reason to suspect a
strong scatterer to theWest of the Gräfenberg array that
could explain our measurements. Instead, our mea-
surements are consistent with repeating direct waves
from isolated noise sources, and reproduced by mod-
elling without considering any scatterers. This means
that different stationpairs donot lead todifferent spatial
sensitivity when recording such repeating direct waves.
In some contexts, this may be advantageous by allow-
ing repeatedmeasurement of a repeating or continuous
isolated source by consideringmultiplemaster stations.
In the context of seismic monitoring of relative velocity
variations, the impact of such sources has to be care-
fully considered.
The presence of repeating direct waves in the very

late coda (30 minutes and more) furthermore chal-
lenges the common assumption that the very late coda
of correlation wavefields is dominated by instrument
noise and contains no useful signal. The very late coda
is commonly used as a noise window for the estimation
of signal-to-noise ratios of correlation functions, also
for coda windows. We show that the very late coda does
instead contain useful information, because repeating
direct waves from isolated noise sources are still de-
tected by beamforming (Figs. 1, 2). This also suggests
amplitudes decay only slowly due to low correlation of
the isolated source with itself over time (compared to

Fig. 3), at least for the correlation wavefields investi-
gated here, which were stacked over two years.
The early coda of correlation wavefields likely con-

tains a significant contribution of scattered waves, as
well as direct repeating waves from isolated noise
sources. This suggests great care should be taken in
measuring velocity variations and attributing them spa-
tially also for the early coda. Common strategies to
measure velocity variations, e.g., the stretchingmethod
(Lobkis and Weaver, 2003), assume that absolute tim-
ing delays increasewith lapse time, because the seismic
waves spent more time in the changed medium. For
the contribution by repeating direct waves, stretching
should not occur since absolute time delays are likely
constant throughout the coda, as long as the isolated
source does not change. A strategy that involves es-
timating the degree of stretching throughout the coda
may give insight into the dominant regime (scattered
waves vs. repeating waves) and whether the measure-
ment approach is applicable. A different strategy to dis-
criminate the correlation wavefield contributions may
be to include measurements of wavefield gradients,
which allow to separate the seismicwavefieldusing only
single stations (Sollberger et al., 2023).
Further questions arise about the temporal sensitiv-

ity of measured velocity variations. When considering
scatteredwaves in the coda, velocity variationmeasure-
ments are usually attributed to the entire time window
used for correlation, e.g, a singlemeasurement that rep-
resents an entire day. Repeating direct waves from iso-
lated noise sources should in principle allow to improve
temporal resolution, because arrivals at different lapse
times likely have different temporal sensitivity in raw
signal time domain, i.e., at what points in time the raw
signal was recorded. However, it is not immediately ob-
viouswhat timeexactly a specific repeated arrival is sen-
sitive to. This is a target for future studies.
Pre-processing of seismic records before cross-

correlation plays an important role when investigat-
ing cross correlations of ambient seismic noise. We
apply spectral whitening, a commonly adopted pre-
processing strategy (Bensen et al., 2007). Spectral
whitening is the normalisation of the amplitude spec-
trum before cross-correlation, often with a water level
or smoothed spectrum to avoid introducing artefacts.
Whitening is often successful in suppressing the im-
pact of near-monochromatic signals, e.g., in the context
of the 26 s microseism in the Gulf of Guinea (Bensen
et al., 2007; Bruland and Hadziioannou, 2023) or wind
turbine noise (Schippkus et al., 2022). On the other
hand, whitening will also emphasise signals with rela-
tively low amplitude in the original data. To confirm
that our interpretation of the results above is not sig-
nificantly biased by the processing strategy, we repeat
the measurements for master station IV.BRMO (Fig. 1)
with temporal normalisation, both whitening and tem-
poral normalisation, and neither pre-processing (Fig.
10). Temporal normalisation (running window aver-
age) is performed in a 5 s moving window. As long
as any processing to stabilise the correlation func-
tions is applied (Fig. 10a-c), the fundamental observa-
tion of repeating direct waves remains. Slight differ-
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Figure 10 Impact of pre-processing scheme on the detec-
tion of repeating direct waves for master station IV.BRMO.
a) Same as Figure 1b. b) Sample correlation function
and beamforming result, if only temporal normalisation
is applied. c) Results when both whitening and temporal
normalisation are applied. d) Results when neither pre-
processing is applied.

ences emerge in the correlation functions themselves,
and also which direction and velocity are detected at
a given lapse time. Temporal normalisation is com-
monly applied in studies that measure relative veloc-
ity variations, often in its most extreme version one-
bit normalisation. Here we demonstrate that com-
mon pre-processing schemes produce correlation func-
tions with repeating direct waves. Without any pro-
cessing, however, results become unstable and beam-
forming neither detects stable directions of arrival nor
gives consistent phase velocity estimates (Fig. 10d).
Correlation functions are more stable after such pre-
processing, as is commonly observed, because these ap-
proaches (in addition to addressing some data glitches)
reduce the impact of certain isolated noise sources on
the recorded wavefield, in particular from transient
high-amplitude sources (e.g., earthquakes) and contin-
uous near-monochromatic sources (e.g., machinery).
The sources that remain as dominant, after this pre-
processing is applied, are continuously acting broad-
band sources (e.g., ocean microseisms) as is confirmed
by beamforming (Figs. 1 & 2).
The temporal stability of ocean microseism sources

that we impose in our modelling has been observed
on field data correlations before. Zeng and Ni (2010)
computed and stacked correlations over one year that
show clear spurious energy due to a localized micro-
seism source in Japan. Similarly, Retailleau et al. (2017)
found localizedmicroseismsources off the coasts of Ice-
land and Ireland, also in correlations stacked over one
year. It may be unintuitive that ocean microseisms,
often assumed to be a largely random process, would

show any coherence at all. These previous and our re-
sults are clear indications that indeed the secondarymi-
croseism mechanism generates coherent sources that
are somewhat stable over time. We are, however, not
aware of a microseism source model that incorporates
all these factors satisfactorily. Instead, we follow the
current standard formulation, i.e., each frequency is ex-
cited with random but constant phase (Gualtieri et al.,
2020). Investigations on how varying temporal source
stability and stacking influence the beamforming detec-
tions ormeasured velocity changes will likely be part of
future work.
It may also be surprising that the highly idealised

Earth model employed in our simulations, i.e., Green’s
functions in an acoustic homogeneous half-space, is
sufficient to reproduce our observations on field data to
first order. We do not take any elastic wave propagation
effects such as scattering into account. This suggests
that these effects certainly present in real Earth struc-
ture and thus field data may play a less important role
than often thought, at least for the specific case inves-
tigated here: the nature of the coda of ambient noise
correlations.
Machinery- or traffic-based monitoring of velocity

variations is likely similarly affected by the findings in
this study. Rotating machinery, such as generators in
wind turbines (Friedrich et al., 2018; Schippkus et al.,
2020; Nagel et al., 2021), likely have source terms that
are significantly correlated throughout time due to their
mechanism, with higher correlation than ocean micro-
seisms. These sources could produce repeating direct
waves with high amplitude. Traffic, e.g., trains repeat-
edly passing the same spot, resembles repeatedly act-
ing noise sources (as in Fig. 3), although with more
complex wavelets and longer intervals. In case of traf-
fic at a regular interval, e.g., trains on a schedule, the
late coda of the correlation wavefield could allow to
extract their signature reliably. Recently, approaches
that identify and select appropriate timewindows to use
for cross-correlation and subsequent velocity monitor-
ing have emerged (e.g., Yates et al., 2022; Sheng et al.,
2023). These approaches are motivated by the realisa-
tion that correlation wavefields can be highly complex
and depend significantly on the presence of isolated
noise sources, similar to this study. Still, our findings
also have impact on these strategies. In time windows
where an isolated noise source is known to be particu-
larly active, repeating direct wavesmay still emerge and
coincide with the coda of that source, depending on the
source signature and length of timewindow considered
for cross-correlation. Further investigations on this as-
pectmayhelp improve the accuracy of detected velocity
changes in time and space.

6 Conclusion
Continuously acting isolated noise sources generate re-
peating direct waves thatmay dominate the coda of cor-
relation wavefields, as observed on field data correla-
tions (Figs. 1, 2) and reproduced by numerical simula-
tions (Figs. 3-9). In the simulations, we start from the
established concept of an isolated noise source (Schipp-
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kus et al., 2022) that repeatedly excites a wavelet to il-
lustrate the fundamental principle of how repeated di-
rect waves emerge in correlation functions (Figs. 3,
5). To better reproduce the measurements on field data
correlations, we model an isolated secondary micro-
seism source, starting with one source (Fig. 7), which
shows a distinct main arrival of that source (the “spu-
rious arrival”) that is not always observed clearly on
field data correlations. With a cluster of isolated noise
sources, mimicking an extended source region, this
main arrival disappears due to interference between the
sources (Fig. 8). Finally, we model two clusters to show
that eithermay be detected at a given lapse time (Fig. 9),
reliably reproducing the observations on our field data
correlationwavefields (Figs. 1, 2). Throughout ourmod-
elling, we keep the numerical setup as simple as possi-
ble to emphasise the impact of only the isolated noise
sources, i.e., we exclude any influence due to heteroge-
neous Earth structure, any elastic wave propagation ef-
fects such asmultiplewave types or conversionbetween
them, and importantly do not include any scattering.
Our results suggest that the coda of correlation wave-

fields should not be assumed to be mainly comprised
of scattered waves, which originated from the master
station. Instead, repeating direct waves from isolated
noise sources may dominate. There is likely a transi-
tion in dominating regime from scattered waves (in the
early coda) to repeating direct waves (in the late coda).
This occurs, because amplitudes of scattered waves de-
cay due to attenuation, whereas repeating direct waves
decay slower only due to the auto-correlation of the
source term throughout time. This has implications
for ambient noise correlation based monitoring appli-
cations, commonly assuming multiply scattered waves,
and raises questions about the validity of suchmeasure-
ments, in particular about the spatial sensitivity.
This study also opens up new opportunities for fu-

ture research. In the presence of a continuously acting
isolated noise source, the very late coda of correlation
wavefields retains the source signature and is not dom-
inated by instrument noise. This in principle allows to
extract seismic waves repeatedly propagating along the
same path, undisturbed by other contributions, which
may be an attractive target for monitoring applications.
The spatial distribution of isolated noise sources, how-
ever, severely limits the spatial sensitivity of the very
late correlation wavefield coda.

Data Availability and Resources
This manuscript is fully reproducible. All computed
correlation functions and code necessary to produce
all figures are hosted on Github and Zenodo (Schipp-
kus, 2023). Seismograms used in this study to com-
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(GR, Federal Institute for Geosciences and Natural Re-
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1990), and Italian National Seismic Network (IV, Istituto
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visualisations (Hunter, 2007; Met Office, 2010; Krischer
et al., 2015; Harris et al., 2020; Virtanen et al., 2020).
Color sequences are designed to be accessible (Petroff,
2021).

Acknowledgements

The authors thank Joshua Russell and one anonymous
reviewer for their insightful comments that helped im-
prove the manuscript, as well as the handling edi-
tor Lise Retailleau. The authors acknowledge funding
provided by the Emmy Noether program (HA7019/1-
1) of the German Research Foundation (DFG). The
authors acknowledge funding provided by the Euro-
pean Union’s Horizon 2020 research and innovation
programme under the Marie Skłodowska-Curie grant
agreement No. 955515 (SPIN ITN).

References
Bensen, G. D., Ritzwoller, M. H., Barmin, M. P., Levshin, A. L., Lin,

F., Moschetti, M. P., Shapiro, N. M., and Yang, Y. Processing
Seismic AmbientNoiseData toObtain Reliable Broad-BandSur-
face Wave Dispersion Measurements. Geophysical Journal In-
ternational, 169(3):1239–1260, June 2007. doi: 10.1111/j.1365-
246X.2007.03374.x.

Bruland, C. and Hadziioannou, C. Gliding Tremors Associated
with the 26 Second Microseism in the Gulf of Guinea. Com-
munications Earth & Environment, 4(1):1–9, May 2023. doi:
10.1038/s43247-023-00837-y.

Chevrot, S., Sylvander, M., Benahmed, S., Ponsolles, C., Lefèvre,
J. M., and Paradis, D. Source Locations of Secondary Mi-
croseisms in Western Europe: Evidence for Both Coastal and
Pelagic Sources. Journal of Geophysical Research: Solid Earth,
112(B11), Nov. 2007. doi: 10.1029/2007JB005059.

Federal Institute for Geosciences and Natural Resources. German
Regional Seismic Network (GRSN), 1976.

Friedrich, A., Krüger, F., Klinge, K., and 1998. Ocean-Generated Mi-
croseismic Noise Located with the Gräfenberg Array. Journal of
Seismology, 2:47–64, 1998. doi: 10.1023/A:1009788904007.

Friedrich, T., Zieger, T., Forbriger, T., and Ritter, J. R. R. Locating
WindFarmsbySeismic Interferometry andMigration. Journal of
Seismology, 22(6):1469–1483, Nov. 2018. doi: 10.1007/s10950-
018-9779-0.

Gouédard, P., Stehly, L., Brenguier, F., Campillo, M., Colin de
Verdière, Y., Larose, E., Margerin, L., Roux, P., Sánchez-Sesma,
F. J., Shapiro, N. M., and Weaver, R. L. Cross-Correlation of Ran-
dom Fields: Mathematical Approach and Applications. Geo-
physical Prospecting, 56(3):375–393, 2008. doi: 10.1111/j.1365-
2478.2007.00684.x.

Gualtieri, L., Bachmann, E., Simons, F. J., and Tromp, J. The Origin
of Secondary Microseism Love Waves. Proceedings of the Na-
tional Academy of Sciences of the United States of America, 117
(47):29504–29511, Nov. 2020. doi: 10.1073/pnas.2013806117.

Hadziioannou, C., Larose, E., Coutant, O., Roux, P., and Campillo,
M. Stability of Monitoring Weak Changes in Multiply Scatter-
ing Media with Ambient Noise Correlation: Laboratory Experi-
ments. The Journal of the Acoustical Society of America, 125(6):
3688–3695, June 2009. doi: 10.1121/1.3125345.

Harris, C. R., Millman, K. J., van der Walt, S. J., Gommers, R., Vir-
tanen, P., Cournapeau, D., Wieser, E., Taylor, J., Berg, S., Smith,
N. J., Kern, R., Picus, M., Hoyer, S., van Kerkwijk, M. H., Brett,

11
SEISMICA | volume 2.2 | 2023

http://doi.org/10.1111/j.1365-246X.2007.03374.x
http://doi.org/10.1111/j.1365-246X.2007.03374.x
http://doi.org/10.1038/s43247-023-00837-y
http://doi.org/10.1029/2007JB005059
http://doi.org/10.1023/A:1009788904007
http://doi.org/10.1007/s10950-018-9779-0
http://doi.org/10.1007/s10950-018-9779-0
http://doi.org/10.1111/j.1365-2478.2007.00684.x
http://doi.org/10.1111/j.1365-2478.2007.00684.x
http://doi.org/10.1073/pnas.2013806117
http://doi.org/10.1121/1.3125345


SEISMICA | RESEARCH ARTICLE | Isolated noise sources

M., Haldane, A., del Río, J. F., Wiebe, M., Peterson, P., Gérard-
Marchant, P., Sheppard, K., Reddy, T., Weckesser, W., Abbasi, H.,
Gohlke, C., and Oliphant, T. E. Array Programming with NumPy.
Nature, 585(7825):357–362, Sept. 2020. doi: 10.1038/s41586-
020-2649-2.

Hunter, J. D. Matplotlib: A 2D Graphics Environment. Comput-
ing in Science & Engineering, 9(3):90–95, 2007. doi: 10.1109/M-
CSE.2007.55.

Istituto Nazionale di Geofisica e Vulcanologia (INGV). Rete Sismica
Nazionale (RSN), 2005.

Juretzek, C. and Hadziioannou, C. Where Do Ocean Microseisms
Come from? A Study of Love-to-Rayleigh Wave Ratios. Journal
of Geophysical Research: Solid Earth, 121(9):6741–6756, Sept.
2016. doi: 10.1002/2016JB013017.

Krischer, L., Megies, T., Barsch, R., Beyreuther, M., Lecocq, T., Cau-
dron, C., and Wassermann, J. ObsPy: A Bridge for Seismol-
ogy into the Scientific Python Ecosystem. Computational Sci-
ence & Discovery, 8(014003), Jan. 2015. doi: 10.1088/1749-
4699/8/1/014003.

Lobkis, O. I. and Weaver, R. L. Coda-Wave Interferometry in Fi-
nite Solids: Recovery of P -to- S Conversion Rates in an Elasto-
dynamic Billiard. Physical Review Letters, 90(25):254302, June
2003. doi: 10.1103/PhysRevLett.90.254302.

Lu, Y., Stehly, L., Paul, A., and the AlpArray Working Group. High-
Resolution Surface Wave Tomography of the European Crust
and Uppermost Mantle from Ambient Seismic Noise. Geophys-
ical Journal International, 214(2):1136–1150, May 2018. doi:
10.1093/gji/ggy188.

Mao, S., Lecointre, A., van der Hilst, R. D., and Campillo, M.
Space-Time Monitoring of Groundwater Fluctuations with Pas-
sive Seismic Interferometry. Nature Communications, 13(1):
4643, Aug. 2022. doi: 10.1038/s41467-022-32194-3.

Margerin, L., Planès, T., Mayor, J., and Calvet, M. Sensitivity
Kernels for Coda-Wave Interferometry and Scattering Tomog-
raphy: Theory and Numerical Evaluation in Two-Dimensional
Anisotropically Scattering Media. Geophysical Journal Interna-
tional, 204(1):650–666, Jan. 2016. doi: 10.1093/gji/ggv470.

Met Office. Cartopy: A Cartographic Python Library with a Mat-
plotlib Interface. Exeter, Devon, 2010.

Nagel, S., Zieger, T., Luhmann, B., Knödel, P., Ritter, J., and
Ummenhofer, T. Ground Motions Induced by Wind Tur-
bines. Civil Engineering Design, 3(3):73–86, 2021. doi:
10.1002/cend.202100015.

Obermann, A., Froment, B., Campillo, M., Larose, E., Planès, T.,
Valette, B., Chen, J. H., and Liu, Q. Y. Seismic Noise Correla-
tions to Image Structural and Mechanical Changes Associated
with the Mw 7.9 2008 Wenchuan Earthquake. Journal of Geo-
physical Research: Solid Earth, 119(4):3155–3168, Apr. 2014. doi:
10.1002/2013JB010932.

Petroff, M. A. Accessible Color Sequences for Data Visualization.
July 2021. doi: 10.48550/arXiv.2107.02270.

Planès, T., Larose, E., Margerin, L., Rossetto, V., and Sens-
Schönfelder, C. Decorrelation and Phase-Shift of Coda Waves
Induced by Local Changes: Multiple Scattering Approach and
Numerical Validation. Waves in Random and Complex Media, 24
(2):99–125, Apr. 2014. doi: 10.1080/17455030.2014.880821.

Polish Academy of Sciences (PAN) Polskiej Akademii Nauk. Polish
Seismological Network, 1990.

Retailleau, L., Boué, P., Stehly, L., and Campillo, M. LocatingMicro-
seism Sources Using Spurious Arrivals in Intercontinental Noise
Correlations. Journal of Geophysical Research: Solid Earth, 122
(10):8107–8120, 2017. doi: 10.1002/2017JB014593.

Rost, S. and Thomas, C. Array Seismology: Methods and Appli-

cations. Reviews of Geophysics, 40(3):2–1–2–27, 2002. doi:
10.1029/2000RG000100.

Schippkus, S. Schipp/Repeating_direct_waves. Sept. 2023. doi:
10.5281/zenodo.7643286.

Schippkus, S., Zigone, D., Bokelmann, G. H. R., and the AlpArray
Working Group. Ambient-Noise Tomography of the Wider Vi-
enna Basin Region. Geophysical Journal International, 215(1):
102–117, June 2018. doi: 10.1093/gji/ggy259.

Schippkus, S., Garden, M., and Bokelmann, G. Characteristics of
the Ambient Seismic Field on a Large-N Seismic Array in the Vi-
enna Basin. Seismological Research Letters, 91(5):2803–2816,
July 2020. doi: 10.1785/0220200153.

Schippkus, S., Snieder, R., and Hadziioannou, C. Seismic Interfer-
ometry in the Presence of an Isolated Noise Source. Seismica, 1
(1), Dec. 2022. doi: 10.26443/seismica.v1i1.195.

Sens-Schönfelder, C. andLarose, E. LunarNoiseCorrelation, Imag-
ing and Monitoring. Earthquake Science, 23(5):519–530, Oct.
2010. doi: 10.1007/s11589-010-0750-6.

Sheng, Y., Mordret, A., Brenguier, F., Boué, P., Vernon, F., Takeda,
T., Aoki, Y., Taira, T., and Ben-Zion, Y. Seeking Repeating An-
thropogenic Seismic Sources: Implications for Seismic Veloc-
ity Monitoring at Fault Zones. Journal of Geophysical Research:
Solid Earth, 128(1), Jan. 2023. doi: 10.1029/2022JB024725.

Snieder, R., Wapenaar, K., and Larner, K. Spurious Multiples
in Seismic Interferometry of Primaries. GEOPHYSICS, 71(4):
SI111–SI124, July 2006. doi: 10.1190/1.2211507.

Soergel, D., Pedersen, H. A., Bodin, T., Paul, A., Stehly, L., AlpArray
Working Group, Hetényi, G., Abreu, R., Allegretti, I., Apoloner,
M.-T., Aubert, C., Bes De Berc, M., Bokelmann, G., Brunel, D.,
Capello, M., Cǎrman, M., Cavaliere, A., Chèze, J., Chiarabba, C.,
Clinton, J., Cougoulat, G., Crawford, W., Cristiano, L., Czifra, T.,
D’Alema, E., Danesi, S., Daniel, R., Dasović, I., Deschamps, A.,
Dessa, J.-X., Doubre, C., and Egdorf, S. Bayesian Analysis of Az-
imuthal Anisotropy in the Alpine Lithosphere from Beamform-
ing of Ambient Noise Cross-Correlations. Geophysical Journal
International, 232(1):429–450, Sept. 2022. doi: 10.1093/gji/g-
gac349.

Sollberger, D., Bradley, N., Edme, P., and Robertsson, J. O. A. Effi-
cientWave Type Fingerprinting and Filtering by Six-Component
Polarization Analysis. Geophysical Journal International, 234(1):
25–39, Feb. 2023. doi: 10.1093/gji/ggad071.

van Dinther, C., Margerin, L., and Campillo, M. Implications of Lat-
erally Varying Scattering Properties for Subsurface Monitoring
WithCodaWaveSensitivity Kernels: Application to Volcanic and
Fault ZoneSetting. Journal ofGeophysical Research: Solid Earth,
126(12), Dec. 2021. doi: 10.1029/2021JB022554.

Virtanen, P., Gommers, R., Oliphant, T. E., Haberland, M., Reddy,
T., Cournapeau, D., Burovski, E., Peterson, P., Weckesser, W.,
Bright, J., van der Walt, S. J., Brett, M., Wilson, J., Millman, K. J.,
Mayorov, N., Nelson, A. R. J., Jones, E., Kern, R., Larson, E.,
Carey, C. J., Polat, İ., Feng, Y., Moore, E. W., VanderPlas, J., Lax-
alde, D., Perktold, J., Cimrman, R., Henriksen, I., Quintero, E. A.,
Harris, C. R., Archibald, A. M., Ribeiro, A. H., Pedregosa, F., van
Mulbregt, P., and SciPy 1.0 Contributors. SciPy 1.0: Fundamen-
tal Algorithms for Scientific Computing in Python. Nature Meth-
ods, 17:261–272, 2020. doi: 10.1038/s41592-019-0686-2.

Wapenaar, K., Fokkema, J., and Snieder, R. Retrieving the Green’s
Function in an Open System by Cross Correlation: A Compari-
son of Approaches (L). The Journal of the Acoustical Society of
America, 118(5):2783–2786, Nov. 2005. doi: 10.1121/1.2046847.

Wegler, U. and Sens-Schönfelder, C. Fault Zone Monitoring
with Passive Image Interferometry. Geophysical Journal Inter-
national, 168(3):1029–1033, Mar. 2007. doi: 10.1111/j.1365-
246X.2006.03284.x.

12
SEISMICA | volume 2.2 | 2023

http://doi.org/10.1038/s41586-020-2649-2
http://doi.org/10.1038/s41586-020-2649-2
http://doi.org/10.1109/MCSE.2007.55
http://doi.org/10.1109/MCSE.2007.55
http://doi.org/10.1002/2016JB013017
http://doi.org/10.1088/1749-4699/8/1/014003
http://doi.org/10.1088/1749-4699/8/1/014003
http://doi.org/10.1103/PhysRevLett.90.254302
http://doi.org/10.1093/gji/ggy188
http://doi.org/10.1038/s41467-022-32194-3
http://doi.org/10.1093/gji/ggv470
http://doi.org/10.1002/cend.202100015
http://doi.org/10.1002/2013JB010932
http://doi.org/10.48550/arXiv.2107.02270
http://doi.org/10.1080/17455030.2014.880821
http://doi.org/10.1002/2017JB014593
http://doi.org/10.1029/2000RG000100
http://doi.org/10.5281/zenodo.7643286
http://doi.org/10.1093/gji/ggy259
http://doi.org/10.1785/0220200153
http://doi.org/10.26443/seismica.v1i1.195
http://doi.org/10.1007/s11589-010-0750-6
http://doi.org/10.1029/2022JB024725
http://doi.org/10.1190/1.2211507
http://doi.org/10.1093/gji/ggac349
http://doi.org/10.1093/gji/ggac349
http://doi.org/10.1093/gji/ggad071
http://doi.org/10.1029/2021JB022554
http://doi.org/10.1038/s41592-019-0686-2
http://doi.org/10.1121/1.2046847
http://doi.org/10.1111/j.1365-246X.2006.03284.x
http://doi.org/10.1111/j.1365-246X.2006.03284.x


SEISMICA | RESEARCH ARTICLE | Isolated noise sources

Yates, A., Caudron, C., Lesage, P., Mordret, A., Lecocq, T., and
Soubestre, J. Assessing Similarity in Continuous Seismic Cross-
Correlation Functions Using Hierarchical Clustering: Applica-
tion to Ruapehu and Piton de La Fournaise Volcanoes. Geo-
physical Journal International, 233(1):472–489, Nov. 2022. doi:
10.1093/gji/ggac469.

Zeng, X. andNi, S. A Persistent LocalizedMicroseismic Source near
the Kyushu Island, Japan. Geophysical Research Letters, 37(24),
2010. doi: 10.1029/2010GL045774.

The article Continuous isolated noise sources induce repeat-
ingwaves in thecodaofambientnoise correlations©2023by
S. Schippkus is licensed under CC BY 4.0.

13
SEISMICA | volume 2.2 | 2023

http://doi.org/10.1093/gji/ggac469
http://doi.org/10.1029/2010GL045774
http://creativecommons.org/licenses/by/4.0/


Production Editor:
Gareth Funning
Handling Editor:

Atalay Ayele Wondem
Copy & Layout Editor:

Anant Hariharan

Received:
March 16th, 2023

Accepted:
September 13th, 2023

Published:
November 15th, 2023

doi:10.26443/seismica.v2i2.498

Inferring rock strength and fault activation from
high-resolution in situ Vp/Vs estimates surrounding
induced earthquake clusters

M.P. Roth � ∗ 1, A. Verdecchia � 1, R.M. Harrington � 1, Y. Liu � 2

1Institute of Geology, Mineralogy and Geophysics, Ruhr University Bochum, Bochum, Germany, 2Department of Earth and Planetary Sciences,
McGill University, Montréal, Québec, Canada

Author contributions: ConceptualizationM.P. Roth, A. Verdecchia. SoftwareM.P. Roth. Formal AnalysisM.P. Roth, A. Verdecchia. Writing - original draft M.P.
Roth, A. Verdecchia. Writing - Review & Editing R.M. Harrington, Y. Liu. VisualizationM.P. Roth, A. Verdecchia. Funding acquisition R.M. Harrington, Y. Liu.

Abstract Fluid injection/extraction activity related to hydraulic fracturing can induce earthquakes.
Common mechanisms attributed to induced earthquakes include elevated pore pressure, poroelastic stress
change, and fault loading through aseismic slip. However, their relative influence is still an open question. Es-
timating subsurface rock properties, such as pore pressure distribution, crack density, and fracture geometry
can help quantify the causal relationship between fluid-rock interaction and fault activation. Inferring rock
properties by means of indirect measurement may be a viable strategy to help identify weak structures sus-
ceptible to failure in regionswhere increased seismicity correlateswith industrial activity, such as theWestern
Canada Sedimentary Basin. Here we present in situ estimates of Vp/Vs for 34 induced earthquake clusters in
the Kiskatinaw area in northeast British Columbia. We estimate significant changes of up to ±4.5% for nine
clusters generally associatedwith areas of high injection volume. Predominantly small spatiotemporalVp/Vs

variations suggest pore pressure increase plays a secondary role in initiating earthquakes. In contrast, com-
putational rockmechanicalmodels that invoke a decreasing fracture aspect ratio and increasing fluid content
in a fluid-saturated porousmedium that are consistent with the treatment pressure history better explain the
observations.

Non-technical summary The number of hydraulic-fracturing-induced earthquakes in Western
Canada has risen significantly in the last two decades. Commonmechanisms used to explain induced earth-
quakes include pore-pressure changes, stress changes in the rocks into which fluids are injected/extracted,
and loading fromslowlycreeping faultsnear injectionsites. Oneway tohelp identify causesofhuman-induced
earthquakes is to measure changes in rock properties near injection wells, such as pressure increases, crack
density, and crack shape. Here, we estimate such properties and their spatiotemporal changes by proxy using
earthquake-wave velocity ratios. In combination with rock-mechanical models, we interpret mechanisms for
changes in fault strength that can lead to earthquakes. Our results show predominantly small spatiotempo-
ral variations in a total of 34 induced earthquake clusters that are inconsistent with the broad pore-pressure
changes that are commonly used to explain induced earthquakes. We perform rock-mechanical modeling
that provides a more consistent explanation for changes in rock properties. Our models suggest that the in-
creasing fluid volume and increasingly narrow cracks in rocks near hydraulic fracturing treatment wells can
alter rock strength in ways that are both consistent with rates and observed properties of earthquakes.

1 Introduction
Industrial subsurface operations that inject or extract
fluid can activate fault slip that leads to felt seismic-
ity. The triggering mechanisms most commonly in-
voked to explain induced fault activation include pore-
pressure increases, poroelastic stress changes, and/or
fault loading due to aseismic slip (e.g., Igonin et al.,
2021; Schultz et al., 2020; Eyre et al., 2019). The rel-
ative importance of such mechanisms (and their rele-
vant length scales) is still an open question that may
be better answered with reliable estimates of subsur-
face rock mechanical properties, such as crack density

∗Corresponding author: marco.roth@rub.de

and fluid-pressure distribution. For example, acceler-
ated fluid diffusion driven by pore-pressure gradients
resulting from sudden changes in porosity and perme-
ability usually occur over relatively small length scales
(Yu et al., 2019; Goebel and Brodsky, 2018). In contrast,
elastic stress changes can surpass pressure perturba-
tions at larger distances (e.g., Goebel et al., 2017; Kera-
nen andWeingarten, 2018) where fluid flow plays a sec-
ondary role. Similarly, aseismic slip, i.e., creep along
a stable fault segment, can outpace the pore pressure
diffusion front and initiate rupture at an unstable fault
segment (Bhattacharya and Viesca, 2019).

Sites where fluid injection correlates with induced
earthquakes present unique opportunities to study fault
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activation processes under the influence of fluid-rock
interaction. For example, high-volume, low-pressure
wastewater disposal targeting a shallow reservoir at
∼1.3 km in southern Kansas induces earthquakes in
basement layers at depths of 2-6 km. Some work sug-
gests the combination of pore-pressure increase along
permeable, basement-rooted faults and earthquake-
earthquake interaction driven by coseismic static stress
changes to be the leading mechanism for fault (re)acti-
vation (Cochran et al., 2018; Peterie et al., 2018; Verdec-
chia et al., 2021). In Oklahoma, Goebel et al. (2017)
observed that pore-pressure increases and poroelastic
stress changes played dominant roles in inducing earth-
quakes both proximal and distal to wells, respectively.
In contrast, injection at hydraulic fracturing (HF) sites
employs low fluid volume and high pressure relative to
wastewater disposal in order to enhance hydraulic dif-
fusivity in low-permeability reservoirs. Despite lower
relative injection volume, the major oil and gas-bearing
formations in the Western Canada Sedimentary Basin
(WCSB) in northeast British Columbia and western Al-
berta commonly experience small (M<3) to occasion-
ally moderate-sized (M∼4.5) injection-induced earth-
quakes (Atkinson et al., 2016). For example, the Kiskati-
naw area (covering part of the Montney Formation) is
one of the largest unconventional shale gas plays within
theWCSB. Here, HF stimulation of the target formation
at ∼2 km depth has induced several M 4+ earthquakes,
including a Mw 4.6 on 17 August 2015 near Fort St. John
(Babaie Mahani et al., 2017; Wang et al., 2020, 2021), a
Mw 4.2 (ML 4.5) on 30 November 2018 in the Kiskati-
naw area (Babaie Mahani et al., 2019; Peña Castro et al.,
2020), and a ML 4.2 on 12 November 2022 near Fort St.
John (Natural Resources Canada, 2023). The large dis-
tances over which comparatively small fluid-injection
volumes inducedM>4 earthquakes on short time scales
are puzzling. The low permeability of stimulated rock
units implies that elevated pore pressure brought on by
fluiddiffusion is not themain stress-perturbationmech-
anism to activate faults. Recent modeling and obser-
vational work suggests that aseismic slip may also play
a role in inducing some of the M 4+ events in the re-
gion (Guglielmi et al., 2015; Eyre et al., 2019; Yu et al.,
2021). One fundamental step to identifying plausible
mechanisms that aremost consistent with observations
of earthquake occurrence is through detailed studies of
rock properties.
Lithology and rockphysical properties canhelpdelin-

eate where pore pressure may be elevated, where fluid
diffusivity propertiesmay vary, andwhere rock strength
may favor aseismic vs. seismic slip conditions. Specifi-
cally, lithology, crack density, fluid content, and/or fluid
pressure, can inducemeasurable changes in rock prop-
erties, such as the compressional and shear wave veloc-
ities, Vp and Vs. Imaging the compressional-to-shear-
wave velocity ratio, Vp/Vs, is therefore a meaningful
tool for analyzing and interpreting fluid-related rock
properties. In particular, several authors used Vp/Vs

to infer changes in Poisson’s ratio to detect the pres-
ence of fluid-filled cracks and quantify their properties
(e.g., Zhao et al., 1996; Chevrot and van der Hilst, 2000;
Takei, 2002). Other examples connect fluids in a rock

volume to the weakness of the rock material. For in-
stance, Yu et al. (2020) see a correlation between seis-
mic attenuation and static stress drop for earthquakes at
variable distances from the injection well. The authors
conclude that higher seismic attenuation and a lower
static stress-drop values proximal to injection sites re-
sult from higher fracture density and/or elevated pore
pressure in the rock matrix (Worthington and Hudson,
2000) due to hydraulic stimulation. Similarly, Pimienta
et al. (2018) observe anomalous Vp/Vs in subduction
zones, which they interpret to result from zones of in-
tense fracturing with high permeability (> 10−16 m2)
and pore pressure.
In this study, we use seismological observations of

HF-induced earthquakes to estimate the in situ Vp/Vs

and use it as a proxy measurement of lithological prop-
erties and their relation to fluid injection. The term
in situ in this context describes the localized damaged
rock volume in which closely related earthquake pairs
occur that are used to resolve Vp/Vs based on P- and S-
arrival-time-differences within the pairs. The method
was developed by Lin and Shearer (2007) and has been
applied in various settings to document the spatiotem-
poral variation of Vp/Vs ratios within earthquake clus-
ters, including sites with natural (Liu et al., 2023; Mes-
imeri et al., 2022; Lin and Shearer, 2021;Hsu et al., 2020)
and induced seismicity (Lin, 2020). This work specifi-
cally aims to quantify the relative importance of rock
damage and fluid pressure related to induced seismic-
ity. To do so, we use continuous seismic records of 49
HF induced earthquake clusters in the Kiskatinaw area,
British Columbia, Canada, between July 2017 and De-
cember 2020 to estimate in situ Vp/Vs ratios. We em-
ploy a method that compares differential travel times
of co-located earthquakes to recover the Vp/Vs ratio of
the source rock volume. We then compare our in situ
estimates to grid values of a 3D velocity model for the
complete time period in the study area. We show sig-
nificant spatiotemporal variations of the in situ Vp/Vs

ratio with respect to the underlying background model
and discuss the reasons why the predominantly small
spatiotemporal variations of Vp/Vs ratio do not point to
a broad fluid-pressure increase. Namely, the lack of a
broad change implies that pore-pressure increase is un-
likely the leading triggering mechanism. Further, we
compute the Vp/Vs ratio of an effective medium with
varying crack aspect ratio and fluid volume content to
infer the potential implications of fracture growth on
rock strength. We show that the fracture/fluid evolu-
tion canexplain the observed changes inVp/Vs ratio and
suggest an inverse correlation between seismicity rates
and rock strength. The relative importance of aseismic
vs. poroelastic triggering remains an open question due
to a lack of direct evidence of aseismic slip.

2 Earthquake clusters and back-
ground velocity model

We use 8,731 earthquakes associated with HF opera-
tions in the Kiskatinaw area in the time period from 12
July 2017 to 31December 2020 (updated fromRoth et al.,
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Figure 1 Overview of the Kiskatinaw area between Fort St. John (NW) and Dawson Creek (SE). Grey dots show 8,731 indi-
vidual earthquake epicenters between 12 July 2017 to 31 December 2020. White dots show centroids of 49 spatiotemporally
related earthquake clusters. Triangles denote seismic stations from networks XL, 1E, and PQ. Colorbar shows the starting
model of Vp/Vs ratios at 2 km depth with mapped fault traces in black lines (Berger et al., 2009; Davies et al., 2018; Nor-
gard, 1997). Estimates of regional SHmax are from Bell and Grasby (2012). Map inset shows the geographical extension of the
Montney Formation (in green) and the Kiskatinaw area (red box). See Figure S1 for a detailed map of HF well locations and
additional station information.

2020, Figure 1). The initial catalog results from an auto-
mated short-term average/long-term average (STA/LTA)
trigger with analyst-reviewed phase arrivals. We refer
to Roth et al. (2020) for details of the earthquake cata-
log development. The analysis here uses 25 broadband
surface stations operated byMcGill University, the Ruhr
University Bochum, and Natural Resources Canada.

We define earthquake clusters in the group of 8,731
earthquakes analogous to Roth et al. (2020). First, we
identify 32 time windows with at least four events on
consecutive days. Second, we perform a waveform-
similarity-based clustering approach within the time
windows to identify spatial clustering. The two steps
lead to classification of 49 event families, where each
family is related to fluid injection in at least oneHFwell.
Results from Roth et al. (2022) suggest that the clus-
tered seismicity is related to the (re)activation of mul-
tiple optimally-oriented parallel left-lateral and strike-
slip faults that are near the horizontal well trajectories

of the respectiveHFwells. Unclustered seismicity exists
as well, and is likely characterized by reverse-faulting
mechanisms on deeper, isolated, and re-activated nor-
mal faults that were formed during the genesis of the
Fort St. John graben system. The clustered events anal-
ysed here are therefore assumed to be associated with
strike-slip faulting.

The method we use to estimate in situ Vp/Vs (de-
scribed below) requires clustered seismicity. We de-
scribe changes of Vp/Vs using a reference 3D-velocity
model calculated by Nanometrics Inc. The reference
model is based on more than 100 compressional and
40 shear sonic logs, guided by 6 horizon top surfaces
(Nanometrics Inc., 2020). The reference velocity model
results froman optimization using a Particle SwarmOp-
timization method in an effort to obtain a smooth 3D
model with an objective function weighted by phase
residuals and event depth accuracy. It consists of esti-
mates for Vp and Vs from which we calculate the Vp/Vs
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ratios by element-wise division. As no error was re-
ported for individual grid points, we apply a Gaussian
error propagation with the assumption of 1.5% error
per grid point (Supporting Information S1) and esti-
mate an error of 2.12%, which is necessary for the high-
resolution interpretation of the results. Wenote that the
assumed uncertainty of 2.12% solely reflects the model
error. The 140 sonic logs used tobuild thepublicly avail-
able Nanometrics regional model do not enable resolv-
ing the velocity structure in high resolution or the geo-
logical structural complexity in the region.

3 Localized Vp/Vs estimation
The temporal and spatial proximity of individual earth-
quake clusters near wellbores (Figures 1, S1) allows fo-
cusing on the small rock volume affected by individ-
ual HF stimulation treatments. We adopt a method that
compares the differential travel timedifferences ofmul-
tiple inter-cluster earthquakes to recover theVp/Vs ratio
of the rock volume surrounding each cluster. We apply
the method of Lin and Shearer (2007) that makes use of
stationwise differential travel times between co-located
event pairs with coincident ray paths, and removes the
need to consider event origin times.
The method works by first considering that the dif-

ferential S-wave travel time δti
s of an event pair is lin-

early related to the differential P-wave travel time δti
p

per common station i by

δti
s =

(

Vp

Vs

)

δti
p + δt0

(

1 −
Vp

Vs

)

, (1)

with δt0 being the difference in origin times of the re-
spective events. As the (4D-)origin information contains
the sum of all errors, such as picking error, velocity-
model uncertainty, and spatial errors, a cluster-wide,
high-resolution method requires eliminating the abso-
lute reference to temporal origin time information. To
do so, Lin and Shearer (2007) establish anormalized ver-
sion of Equation 1byfirst calculating themean values of
the differential S- and P-times over all stations and then
subtracting the normalized equation from Equation 1.
The resulting equation relates the demeaned differen-
tial S-travel time (δ̂ti

s) linearly to the P-travel times (δ̂ti
p),

by the coefficient Vp/Vs:

δ̂ti
s =

(

Vp

Vs

)

δ̂ti
p. (2)

The Vp/Vs ratio as fitted in Equation 2 can be treated
as a constant for each earthquake cluster, as long as
the source-station distances are large compared to the
hypocentral offsets among events in each cluster.
In addition, the P- and S-ray paths are assumed to

have the same takeoff angles. As a final check on
the suitability of the common ray-path assumption to
the data set considered here, we compare the theoret-
ical takeoff angles of direct P- and S-waves using TauP
(Crotwell et al., 1999). We consider two sets of takeoff
angles: (1) P- and S-angles for an individual event and
(2) angles measured at hypothetical source-station dis-
tances of <5 km and >50 km for inter-event distances

of 100 m. The hypothetical source-station distances re-
flect the observed range of source-station distances in
our study area (Figure S2). We calculate arrivals using
the IASP91 velocity model (Kennett and Engdahl, 1991).
While P- and S-wave takeoff angles for shallow events
(<2 km depth) at source-station distances of 5 to 50 km
are approximately equal, the calculations show minor
differences in takeoff angles on the order of 0.4◦ at
source-station distances up to 5 km and inter-event dis-
tances of 100 m.
Liu et al. (2023) point out the importance of qual-

ity control criteria, which can have a major impact on
the final Vp/Vs estimates. Our quality control proce-
dure contains the following steps. We start with pre-
defined event clusters based on waveform similarity
detailed in Roth et al. (2020). We first identify time
windows of consecutive days with a minimum of four
events per day, and perform waveform-similarity clus-
tering in each time window based on individual cross-
correlation coefficients. Clusters are based on overall
minimum correlation coefficients ranging from thresh-
old values ≥ 0.6 up to 0.875. Next, we inspect the in-
dividual events in the defined clusters to remove po-
tentially imprecise phase picks, i.e. erroneous phase
arrivals, which result in perturbations to travel time
curves. We do so by removing individual picks that de-
viate by more than 0.8 s or 2.5 s from predicted P- and
S-wave arrival times based on constant velocities of 5.1
km/s and 2.9 km/s (comparable to the slope of the travel
time curves in Figure S2), respectively. We note that the
generally higher S-phase energy results in a more fre-
quent cross-correlation correction of S-picks compared
to P-phases, which have a lower signal-to-noise ratio.
We then apply a cross-correlation-based picking correc-
tion to ensure that time-difference estimates come from
exactly the same (relative) phase. We then further limit
the calculation to stations with cross-correlation coeffi-
cients > 0.8 for a given event pair to ensure the quality
of the differential travel-time estimates, as even small
deviations of the travel times from a linear travel time
curve can lead to strong outliers (up to ±0.15 s; Figure
S2).
In the last steps of the quality-control procedure, we

apply a hybrid L1-L2 fittingmethod (Huber, 1973, Figure
S3) to automatically remove differential travel-time out-
liers that potentially bias numerical fitting. Initial anal-
ysis showed ambiguous Vp/Vs-ratio fits in the first anal-
ysis step for data sets with < 300 observations (i.e., δ̂ti

s

and δ̂ti
p observations per station among all event pairs).

We therefore remove clusterswith fewer than300 obser-
vations to ensure robust fitting. The subsequent anal-
ysis step also initially showed uncertainties related to
the number of observations. For example, clusters with
< 1,000 observations led to the lowest and highest esti-
mates for Vp/Vs (Figure S4a) and the largest errors (Fig-
ure S4b). As a result, the relative difference between in
situ estimates and the background model was initially
largest for clusters with < 1,000 observations (Figure
S4c), suggesting a threshold of 1000 is required for ro-
bust observations. We therefore focus on clusters with
> 1,000 observations to eliminate any clear correlation
between estimated Vp/Vs and the standard deviation of
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the fit (Figure S4d). Finally, we perform a least-squares
minimization linear curve fitting with the remaining
dataset with a fixed y-intercept of 0 and a range for the
slope varying between 0.8 and 5 for conservative and
flexible fitting limits. Figure 2 shows a representative
example of the linear regression in δ̂ts vs. δ̂tp differen-
tial body wave travel time differences.

Figure 2 Representative example of a Vp/Vs ratio regres-
sion (black line) for one earthquake cluster. Each circle de-
notes the demeaned δts vs. δtp differential travel time dif-
ferenceofoneeventpair recordedatacommonstation. The
slope of the best-fit line returns the Vp/Vs estimate of the
rock volume hosting the cluster as indicated in Equation 2.

4 Vp/Vs ratios of earthquake clusters
We estimate Vp/Vs ranging between 1.562 ± 0.0070 and
1.692± 0.0019 for a total of 34 clusters. The relative devi-
ation of the in situ estimateswith respect to the 3D back-
ground model varies between ±4.5%. The two sections
that follow first present the broad variation of Vp/Vs

with respect to its spatiotemporal evolution and injected
fluid volume (Figure 3) and then examine the evolution
in more detail at an individual wellhead.

4.1 Broad spatiotemporal variations
Figure 3a shows the spatial variation of Vp/Vs changes
normalized to the background value together with
spatial variation of the injection volume (greyscale
hexagons). Green and purple shaded dots show clusters
with estimated increases and decreases of Vp/Vs rela-
tive to the background model, respectively. Figure 3b
shows the relative variation of Vp/Vs along the NW-SE
profile shownby the red dashed line in (a), aswell as the
time evolution in panel Figure 3(c) of the clusters. The
dark, thicker vs. light, thinner green and purple shaded
lines differentiate between significant and insignificant
changes in Vp/Vs, respectively. (In other words, signifi-
cance refers to a greater or less than 2.12% change from

background and the linear regression, respectively; See
Supporting Information S1 for further details). Out of
the 34 clusters that pass the quality control criteria, 9
experience a significant Vp/Vs change, where 7 expe-
rience an increase, and 2 a decrease. The grey-shaded
hexagons summarize the total injected fluid volume per
HF wellhead within each hexagon in the time period
from March 2013 to December 2020. We note that the
injection history is reported from 2013 onward and the
earthquake catalog starts in 2017. Figure 3a highlights
four hexagons with injected fluid volume > 1,000,000
m3 that contain several cluster centroids (outlined in or-
ange). It is noteworthy that all the highlighted areas ex-
perience a relative increase in Vp/Vs.
Figure 3 also shows 9 clusters with a relative Vp/Vs ra-

tio change ranging between -1% and 1%, which we in-
terpret as minor changes, despite their relative lower
significance. We observe a moderate increase in Vp/Vs

following fluid injection for 19 out of 34 clusters, and a
moderate relative decrease for the remaining 6 clusters.
The spatial distribution of estimates reveals a Vp/Vs ra-
tio decrease that is concentrated primarily in the south-
east part of the study area (Figure 3a-b).
The temporal evolution shown in Figure 3c suggests

that the Vp/Vs ratio decreased relative to the starting
model prior to ∼May 2018 and was followed by a sub-
sequent increase. However, we note that both the injec-
tion database and earthquake catalog do not cover the
complete HF history of the study area. In addition, we
do not see any change in Vp/Vs prior to and following
the COVID-19 pandemic operational shutdown (Salvage
and Eaton, 2021). As an independent check, we also use
ambient seismic noisemonitoring over the catalog time
period to estimate background changes in the medium
velocity (Lecocq et al., 2014). Figure S5 shows a change
in δv/v on the order of ±0.05 % without clear tempo-
ral anomalies, consistent with an absence of significant
Vp/Vs changes relative to the background model over
time.

4.2 Variations at an individual wellhead
Earthquakes in the dataset generally follow a temporal
migration in the direction of hydraulic fracturing stim-
ulation (e.g. Roth et al., 2020). Seismicity typically be-
gins in clusters near the end of a horizontal well (toe)
and progressively migrates toward the vertical bending
point (heel) of the horizontal well as stimulation pro-
ceeds. We examine the spatial migration pattern in fur-
ther detail for a seismically active well with > 100,000
observations (i.e., δ̂ti

s and δ̂ti
p estimates among all event

pairs and stations) that occur between 12 March 2020
and 29March 2020. We begin by first examining the two
groups of wells with trajectories to the northwest and
southeast of the wellhead, respectively. Figure 4 shows
seven horizontal wells targeting the same shale layer at
a depth of roughly 2.2 km. The high-resolution double-
difference earthquake relocations show distinct clus-
ters of seismicity centered around the three horizon-
tal wells with southeastward trajectories (cyan box) and
four horizontal wells with northwest trajectories (ma-
roon box). Both clusters follow the timing of the stage
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Figure 3 a) In situ Vp/Vs estimates per earthquake cluster relative to the reference model as in Figure 1. Green and purple
show relative increases and decreases in Vp/Vs ratio relative to the background model, respectively. Greyscale shading is
proportional to the total injection volume per HF wellhead within each hexagon from March 2013 to December 2020. The
red line shows a profile along all clusters. The example cluster highlighted in yellow is further detailed in Figure 4. b) Vp/Vs

estimates along the profile in a) fromnorthwest (0 km) to southeast (37.07 km). Orange pentagons are in situVp/Vs estimates
relative to the change in background value indicated by the light blue boxes. Green and purple shaded lines connecting the
boxes highlight relative increases and decreases of Vp/Vs, respectively. Thick, dark lines describe significant changes that
are larger than estimated errors and thin, light lines indicate changes that arewithin estimated errors. Black error bars are for
the in situ Vp/Vs estimates, while grey error bars show the estimated 2.12% backgroundmodel error (Section S1). c) Similar
to b) but showing the temporal evolution during the catalog time period. The hatched, pink area shows the period of seismic
quiescence due to suspension of HF operations (Salvage and Eaton, 2021) between April and August 2020.

stimulation. The southeast cluster exhibits a linear pat-
tern that likely represents an activated structure that is
several kilometers long. The northwest cluster (maroon
box) containsmultiple shorter, parallel lineations and a
total of ∼300 events.
We examine the northwest cluster (maroon box) in

further detail by splitting the seismicity cluster into two
subsets (Figure 4, red and blue tilted boxes). The choice
of two subsets arises from a natural division between
well-proximal (< 200 m from a hydraulic-fracturing
stage; Figure 4 (blue box)) and well-distal (> 200 m; red
box) events seen in the distribution of epicenters (Fig-
ure S7). There are 173 events in the ’proximal’ subset
(blue diagonal box), and 127 events in the ’distal’ subset
(red diagonal box). The individual Vp/Vs ratio regres-
sion fits for the two subsets are 1.648 ± 0.0009 (proxi-
mal) and 1.635 ± 0.0011 (distal).
We further examine the temporal variation within

the northwestern seismicity cluster (Figure 4, larger
maroon box). As the seismicity migration direction
largely follows thedirectionofHF-stage stimulation and
broadly follows the same timing, we divide the clus-
ter into smaller subsets with similar timing. For ex-
ample, Figure 5a-d shows the chronological division
of 300 events in the northwestern cluster in Figure 4
(maroon box) into four equally sized groups of 67 to
68 events in non-overlapping windows. We note that
applying quality control criteria removes certain event

pairs and hence reduces the number of grouped events
from the original 300 to 269. The temporal progres-
sion of estimated Vp/Vs values (Figure 5e) shows a slight
initial decrease from the starting value of 1.653 (Fig-
ure 5a-b), followed by a steep decrease to a minimum
of 1.590 (Figure 5c, corresponding to a total decrease
of ∼3.8%, comparable to the regional observed maxi-
mum of ± 4.5%). The Vp/Vs then rebounds to a com-
parable value of 1.631. The seemingly small absolute
changes in Vp/Vs in the range of 0.06 are already signif-
icant with respect to reported values between 1.98 and
1.42 (Gregory, 1976), whichwere estimated for different
types of consolidated sedimentary rocks with porosities
ranging from 4.45% to 41.1%, water-air-saturation ra-
tios ranging from 0% to 100%, and confining pressures
ranging from 0 MPa to ∼69 MPa. Figure S8 shows a
consistent trend and similar Vp/Vs variation when test-
ing variable event group sizes that range from three to
six groups with 90 to 44 events per group, respectively.
There are three additional clusters in the entire data
set with > 100,000 observations (Table S1, Figure S9),
which include the southeast cluster in Figure 4 (cyan
box). They exhibit similar temporal evolution with a
minimum Vp/Vs in the intermediate HF stages.
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Figure 4 One example cluster from Figure 3a (outlined in
yellow). High-resolution earthquake relocations show two
distinct earthquake clusters near seven diametrically op-
posed well trajectories (lines) extending from a single well-
head (white diamond). Hatched lines on the well trajec-
tories are individual HF injection stage locations with tim-
ing indicated by the colorbar. Earthquake epicenters (col-
ored dots) have origin times marked by the same color-
bar. The cyan andmaroon boxes separate the southeastern
andnorthwestern clusters, respectively. Blue and redboxes
show subsets of the northwestern cluster described as HF-
stage proximal (distance < 200 m) and distal (> 200 m), re-
spectively (see text). The respective Vp/Vs ratio regression
plots the two subsets shown below the map with each cor-
responding box color. Figure S6 shows the respective distri-
bution of hypocentral depths.

5 Fracture evolution

In order to interpret the Vp/Vs estimates in the context
of rock properties and fluid injection, we develop phys-
ical rock mechanics models to investigate the consis-
tency with injection history. Specifically, we vary sets
of material properties and elastic constants (e.g., bulk
and shear modulus) in an effective medium to test their
effects on the seismic wave velocities (related to an ef-
fective density) and the Vp/Vs ratio. An effective rock
volume consists of a rock matrix and fluid-filled voids
and cavities such as fractures and pores. Multiple phys-
ical properties, such as fluid fraction, elastic modulus
of each medium component, and/or fracture geome-
try, control the elastic moduli of the effective porous

medium. As the seismic body-wave velocities depend
on the effective elastic moduli and rock densities, so
will the Vp/Vs ratio. Hence, the increase or decrease of
Vp/Vs will directly depend on fluid content and pore ge-
ometry (e.g., Takei, 2002; Brantut and David, 2019).
To explore the observed in situ Vp/Vs changes and

their dependence on the rock matrix and resultant
fluid content, we use a model with randomly oriented
spheroidal, fully water-saturated pores. We model fluid
content with porosity Φ and pore shape with the aspect
ratio α, where 0 < α ≤ 1. An aspect ratio of α = 1
describes a sphere, where increasingly smaller values
describe thin ellipsoids. We apply self-consistent es-
timates for bulk and shear moduli, K and µ, respec-
tively, from Berryman (1980) to estimate Vp/Vs for an
effective medium with aspect ratios ranging between
10−3 ≤ α ≤ 1 and fluid content ranging from 0 ≤

Φ ≤ 0.2. We use six iterations to numerically solve the
self-consistent estimates (Figure S10). The model does
not violate the (arithmetic) upper Voigt (Voigt, 1910)
and lower Reuss boundaries (Reuss, 1929) and fulfills
the Hashin-Shtrikman bounds (Hashin and Shtrikman,
1963) for isotropic, linear and elasticmedia for themost
common geometries. We model the shale layers of the
Montney Basin using K = 35GPa and µ = 25GPa,
which is in general agreement with global observations
of shale reservoirs (Omovie andCastagna, 2020). Weuse
K = 2.2GPa and µ = 0GPa for the pore fluid and ex-
plore themodel space of changes in Vp/Vs as a function
of porosity and crack aspect ratio (see Figure S11).
We then combine the impact of both the aspect ratio

and the fluid fraction (porosity) on the bulk and shear
moduli (shown in Figure S11) into individually evolving
trends to estimate the effective Vp/Vs based on the two
moduli (Figure 6a). We allow the trends to vary in both
aspect ratio andporosity in order to explore consistency
scenarios with injection history and determine how the
two free parameters might influence Vp/Vs evolution
(Figure 6). The range of porosity/aspect ratio pairs can
lead to highly varying Vp/Vs estimates. For illustration
purposes, Figure 6a only displays values between 1.65
and 2.1 that cover the initial Vp/Vs values observed by
Gregory (1976). Specifically, we explore four possible
trajectories: (1) a large decrease in aspect ratio and a
small increase in fluid content (Figure 6 orange lines,
with log(α)init = −0.1, log(α)final = −2.25 and Φinit =
0.01, Φfinal = 0.02), (2) a moderate decrease in aspect
ratio and moderate increase in fluid content (Figure 6
beige lines, with log(α)init = −0.1, log(α)final = −1.75
and Φinit = 0.01, Φfinal = 0.05), and (3) a small de-
crease in aspect ratio and large increase of fluid content
(Figure 6 copper-colored lines, with log(α)init = −0.1,
log(α)final = −1.25 and Φinit = 0.01, Φfinal = 0.15),
and (4) a segmented trajectory with an initial increase
in fluid fraction and subsequent decrease in aspect ratio
(Figure 6 red lines, with log(α)init = −0.1, log(α)final =
−1.15 and Φinit = 0.01, Φfinal = 0.105). Although the
detailed geological well reports do not provide insights
into the aspect ratio, the porosity of the Montney For-
mation is documented to be between 1% and 3%, where
local differences of up to 5%+ can occur (BC-ER, 2023).
Figure 6a shows that Vp/Vs decreases slowly with de-

7 SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Fracture evolution inferred from Vp/Vs

Figure 5 Temporal evolution ofVp/Vs ratios of the northwestern event cluster in Figure 4 (maroonbox). a)-d) showequally-
sized temporal groups of 67-68 events per group. e) shows the temporal Vp/Vs progression (orange line) along with the
injected fluid volumeper stage (redbars). Bright orange shadinghighlights the timeperiod inwhicheach successive temporal
subset of earthquakes was active.

creasing aspect ratio and increasing porosity (fluid con-
tent) when aspect ratios are above values of α greater
than ∼ 0.03-0.1 (log α > − 1.5). The most signif-
icant Vp/Vs changes are exhibited at lower aspect ra-
tios (α <∼ 0.03-0.1), where Vp/Vs increases rapidly
with decreasing aspect ratio and moderately increases
with porosity. It is logical to assume that during HF-
stimulation, fluid content first increases before fracture
growth is promoted. Once significant fracture growth
initiates, the fracture aspect ratio decreases as crack ge-
ometry becomes thin and elongated. The interplay and
relative timing of the porosity increase and aspect ra-
tio changes during HF-stimulation likely correspond to
scenario #4, where a significant increase influid volume
andporosity occursfirst, followedby a rapid decrease in
aspect ratio. The trajectory #4 in 6 (maroon line) would
therefore correspond to an initial drop of Vp/Vs in the
early to intermediateHF stages, followed by subsequent
increases in Vp/Vs towards the end of HF stimulation.
Scenario #4 is also most consistent with the data (blue
line). We note that Figure 6 is not intended to precisely
model the fluid-fracture evolution, but rather as a con-
sistency check. It shows that in the scenariowhichmost
likely emulates porosity and aspect ratios during HF-
stimulation, both effects of (i) decreasing fracture as-
pect ratios and (ii) increases in fluid fraction can lead
to an initial decrease followed by an increase in Vp/Vs.
In reality, the relative amplitudes of Vp/Vs decrease and
increase, hence the overall change before and after a
HF treatment, will depend on the exact fluid-rock me-
chanical property trajectory. Therefore, it is possible
to observe bulk Vp/Vs decreases following fluid injec-
tion activity. It is important to note that the rock phys-

ical model shown in Figure 6 accounts for two-phase
porous media with approximated estimates of elastic
moduli and only one pore geometry. Nevertheless, the
two-phasemodel is still able to capture the same spatial-
temporal trend in observations.

6 Discussion
The following sections first describe how pore pres-
sure variation can explain the role of fluids in the ob-
served Vp/Vs changes and then discuss the implications
of Vp/Vs changes in the context of injection history for
earthquake triggering mechanisms. We will then com-
pare our results to effective-medium models and rock
physics analysis as a consistency check on our interpre-
tations.

6.1 The impact of fluids on Vp/Vs

Lin (2020) applies the in situ Vp/Vs estimate methodol-
ogy (Lin and Shearer, 2007) to induced seismicity. To the
best of our knowledge, this study is the first to apply the
method to a HF-induced seismicity setting. Although
both settings involve fluid-injection, we see remarkable
differences in the study sites. Our results point to nei-
ther systematic operationally-related increases nor de-
creases of Vp/Vs. On the contrary, Gritto and Jarpe
(2014) found a positive correlation between increasing
Vp/Vs and total injected water volume at the Geysers
geothermal field. They conclude that Vp/Vs estimates
can be interpreted to predict fluid saturation changes
around injection wells. They found that long-term fluid
injection led to an observed Vp/Vs increase of∼ 6%. Lin
(2020) observes a decrease in Vp/Vs accompanying the
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extraction of water at the Salton Sea geothermal field
and subsequent increases in Vp/Vs as the reservoir re-
plenishes. The long-term net fluid production at the
Salton Sea geothermal field led to a decrease of up to
∼7%,which is consistentwith the above interpretations
(Lin, 2020). By comparison, the Vp/Vs changes associ-
ated with short-term HF operation observed here are
within -4% and 4.5%. However, at geothermal power
plants, the driving mechanism for changes in Vp and Vs

wouldbeporepressure variation, fluiddiffusion, and/or
fluid saturation. Assuming a saturated medium at seis-
mogenic depths, an increase in fluid volume would
cause a relative increase in Vp and decrease in Vs (e.g.
Han and Batzle, 2004), leading to an absolute increase
in Vp/Vs. For example, Winkler and Nur (1982) showed
in laboratorymeasurements that the Vp/Vs ratio of fully
saturated rock samples is higher compared to Vp/Vs ra-
tios of partially (∼90%) saturated or dry samples.
Another well-known mechanism to increase Vp/Vs is

tensile fracture opening. Brantut and David (2019) de-
scribe that in a fully fluid-saturated setting, a fracture
opening is equivalent to the reduction of confining pres-
sure. Experimental data confirm an increase of Vp/Vs

with decreasing confining pressure that occurs as the
pore pressure inside fluid-filled cracks increases (Chris-
tensen, 1984). The scenario is in agreement with obser-
vations of Dawson et al. (1999) and McNutt (2005), who
interpreted seismic tomographic images of high Vp/Vs

zones at the Kilauea Caldera, Hawaii, to be either highly
fractured material or the accumulation of partial melt.
Similar to HF operations in this study, fracturing below
the volcano might result from volumetric changes (ten-
sile opening) while melt ascends (Schmid et al., 2022).
Seismic events resulting from tensile fracture opening
as a direct result of HF operations are most likely asso-
ciated with microseismicity (Mw < 0; Eaton et al., 2014;
Bohnhoff et al., 2009) aligned perpendicular to the di-
rection of the minimum horizontal regional stress. The
detailed relocations and fault plane solutions (where
available) of seismicity in our study area suggest that
the earthquakes with typical magnitudes of ML > 0 oc-
cur primarily on (likely) reactivated, optimally-oriented
strike-slip faults (Roth et al., 2020, 2022). Neither fluid
saturation nor changes in confining pressure and/or
fracture model fully describe the observed Vp/Vs ratio
changes in the observations presented here.
Our results do not represent trends that have been ob-

served from geothermal systems and/or fracture open-
ing scenarios. Hence, we have to invoke more com-
plex mechanisms and models that explain how HF op-
erations can affect Vp/Vs. For example, Gosselin et al.
(2020) andWang et al. (2022) interpret Vp/Vs changes at
the northern Cascadia and Hikurangi margins, respec-
tively, with phases of fluid-pressure increase and dissi-
pation caused by fault-valve behavior. HF treatments
in Kiskatinaw in a fully fluid-saturated rock initiate ten-
sile fracture growth near the stages that correspond to
decreasing fracture aspect ratios and increasing fluid
content. We explore various physical models of fluid-
saturated rocks to inferhow fracture growthaffects rock
strength. One fundamental assumption is that HF treat-
ments (re)activate faults and modify the existing frac-

tures (in addition to creating new ones). Figures 6a and
S10 show our theoretical estimates of Vp/Vs for an effec-
tive fluid-saturated porous two-phase medium (a rock
matrix and pore fluid) leading to variable Vp/Vs val-
ues when allowing the aspect ratio and fluid-saturated
porosity to vary.
Figure S11 shows a relatively rapid decrease in shear

modulus with increasing fluid content when aspect ra-
tios are small. The shear modulus decrease leads to
a decreased shear wave velocity Vs, (which is depen-
dent on the shear modulus and effective porosity), and
a corresponding slower decrease in Vp. Hence, Vp/Vs

could potentially exceed the suggested limits by Gre-
gory (1976) for small aspect ratios and high fluid con-
tent. Figure S12 illustrates the impact of small aspect
ratios, where large aspect ratios (0.1 ≤ α ≤ 1; i.e.
spheroid to penny-shaped fractures) lead first to a de-
crease Vp/Vs with increasing fluid content. Conversely,
small aspect ratios (0.001 < α < 0.03) lead to rapid in-
crease in Vp/Vs.
One limiting factor of our work is in the reference ve-

locity model. While Nanometrics Inc. (2020) utilized all
available data at the time to develop the velocity model,
it is likely a small fraction of a more comprehensive
dataset required to resolve the geological complexity of
the study area. Due to the existing resolution limit of the
reference velocitymodel, we can not rule out that larger
changes in Vp/Vs (and hence velocity changes) are due
to reference model uncertainties rather than only due
to realistic changes in the earthquake cluster areas.

6.2 Earthquake triggeringmechanisms
The in situ Vp/Vs estimates in this study result from
seismological observations. As such, the results pre-
sented here are implicitly limited in space and time to
the rock volume affected by fault (re)activation, as well
as the starting 3D velocity model (Figure 1). To avoid
over-interpretation of Vp/Vs changes, we consider esti-
mates outside of the assumed 2.12% error in the refer-
ence 3D velocity model (Section S1) in addition to the
standard deviation inferred from the linear regression
(Figure 2) to be significant. With respect to the afore-
mentioned error and uncertainty estimates, 25 out of
34 Vp/Vs estimates do not deviate significantly from the
underlying backgroundmodel, and therefore donot im-
ply any significant Vp/Vs variation resulting from fluid
injection. Nine out of 34 Vp/Vs estimates show signifi-
cant increases or decreases relative to background val-
ues. The areas within the hexagons in Figure 3 with
high cumulative injection volume (outlined in orange)
would experience large anticipated increases in pore
pressure, similar to increases observed at geothermal
sites (Gritto and Jarpe, 2014). Large pore pressure in-
creases that result as a consequence of fluid injection
would cause a reduction of effective stresses, andwould
be consistent with earthquake triggering in a classical
Mohr-Coloumb-failure framework. On the other hand,
we also observe significant Vp/Vs decreases in areas
with large amounts of injected fluid (southeast end of
the profile in Figure 3), suggesting that additional fac-
tors to pore pressure increase may have an important
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Figure6 a)TheoreticalVp/Vs ratio (colorbar) asa functionof crackaspect ratioand fractionof fluids in theeffectivemedium
(porosity). The four trajectories show scenarios of possible fracture and fluid evolution with Vp/Vs computed according to
the self-consistent estimates in Berryman (1980). b) Conceptual Vp/Vs ratio per fracture evolution in a), as a function of HF
operation time. The line colors of the four scenarios correspond to the colors in (a), and the blue curve shows the estimated
mean in situ Vp/Vs with interpolated time progression as from Figures 5 and S8.

role in activating faults here. In other words, the lack
of large-scale Vp/Vs increase expected from fluid injec-
tion and corresponding pore pressure increase suggests
broad significant fluid-pressure increases are not suffi-
cient to explain the induced seismicity in Kiskatinaw, at
least on their own.
Poroelastic stress changes and fault loading from

aseismic slip can (re)activate faults and general zones
of weakness over a large range of distances compared
to pore pressure changes (e.g., Deng et al., 2016; Bhat-
tacharya and Viesca, 2019). In addition, tensile fracture
opening adjacent to HF stages in the target formation
can result in static elastic stress transfer that can trigger
seismicity in close proximity (Kettlety et al., 2020). The
rock volume that hosts seismicity need not experience
significant Vp/Vs changes. Other studies have observed
direct or indirect evidence of slow and aseismic slip in
western Canada (e.g., Eyre et al., 2022; Yu et al., 2021).
However, the observations in this study do not indicate
any correlation of the earthquake clusters to aseismic
slip. Therefore, we are unable to definitively capture the

relative importance between poroelastic and aseismic
slip triggering in the study area based on Vp/Vs changes
inferred from seismological observations alone. Never-
theless, the results presented here suggest rock proper-
ties play an equally important role in fault activation as
pore pressure changes.

7 Conclusion
We present in situ estimates of Vp/Vs ratios based
on spatiotemporally correlated clusters of HF-induced
earthquakes in the Kiskatinaw area in theMontney For-
mation, British Columbia, between July 2017 and De-
cember 2020. Out of the 49 clusters analyzed, 34 con-
tain > 1,000 body wave differential travel-time obser-
vations that enable robust fitting with no clear correla-
tion between estimated Vp/Vs and the standard devia-
tion of the fit. Among the 34 clusters, 9 indicate signifi-
cant changes of up to ± 4.5%, beyond the error range of
2.12% of the starting velocity model. The spatiotempo-
ral heterogeneity inVp/Vs suggests broad pore-pressure
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increases are not singularly sufficient to explain the in-
duced earthquakes. Considering the Vp/Vs variations in
the context of rock physical models and injection his-
tory suggests that rock physical properties may have an
equally influential role in triggering. The absence of
clear evidence for aseismic slip leaves thequestionopen
regarding the relative importance of aseismic slip vs.
poroelastic triggering.
Exploring various compositions of fluid-saturated

porous media shows the evolution of fracture growth
and changing fluid content can explain the observed
changes in Vp/Vs ratios. It also suggests that seismic-
ity rates may inversely correlate with changing rock
strength conditions. The observed Vp/Vs ratios first de-
crease with increasing fluid content, followed by in-
creases at intermediate HF stages, presumably coinci-
dent with fracture growth, i.e., when aspect ratio de-
creases. Themodel’s consistency with the observations
demonstrates the utility of effective media in interpret-
ing the role of rock properties in controlling fault acti-
vation, in concert with seismic observations.
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Abstract The creation of a homogenized earthquake catalog is a fundamental step in seismic hazard
analysis. The homogenization procedure, however, is complex and requires a good understanding of the het-
erogeneities among the available bulletins. Common events within the bulletins have to be identified and
assigned with themost suitable origin time and location solution, while all the events have to be harmonized
into a single magnitude scale. This process entails several decision variables that are usually defined using
qualitativemeasuresor expert opinion,without a clear explorationof theassociateduncertainties. Toaddress
this issue, we present an automated and data-driven workflow that defines spatio-temporal margins within
which duplicate events fall and converts the various reported magnitudes into a common scale. Special at-
tention has been paid to the fitted functional form and the validity range of the derived magnitude conver-
sion relations. The proposed methodology has been successfully applied to a wide region around the Dead
Sea Transform Fault Zone (27N-36N, 31E-39E), with input data from various sources such as the International
Seismological Centre and the Geophysical Institute of Israel. The produced public catalog containsmore than
5500 events, between 1900 and 2017, withmomentmagnitudeMwabove 3. TheMATLAB/Python scripts used
in this study are also available.

Non-technical summary Earthquake catalogs are a fundamental input into seismic hazard and
risk assessment studies. Unfortunately, data about the location and size of an earthquake can be reported
from different sources in inconsistent ways. To address this issue, we developed statistical methods that can
automatically combine and standardize earthquake data from different sources. In the end, our workflow
produces unified earthquake catalogs, free of duplicated entries, with all event sizes being reported in a sin-
gle magnitude scale. We applied our framework to a large area around the Dead Sea Transform Fault Zone
(27N-36N, 31E-39E), using data from various sources such as the International Seismological Centre and the
Geophysical Institute of Israel. The resulting public catalog contains more than 5500 events, between 1900
and 2017, with magnitude above 3. The MATLAB/Python scripts used in this study are also available.

1 Introduction
An earthquake catalog is a parametric list of events
with each entry providing an earthquake’s epicenter,
origin time, and magnitude size; and sometimes addi-
tional data such as depth, associated uncertainties, and
focal mechanism information (Woessner et al., 2010).
In an instrumental catalog these properties have been
computed by analyzing seismic recordings, either ana-
log or digital. In many cases they form the principal
datasets from which seismologists interpret the earth-
quake process and build forecasting statistical mod-
els (e.g. Sesetyan et al., 2018). Earthquake catalogs
that span many decades are usually inherently hetero-
geneous. From the early days of (pre-)instrumental
seismology, in the beginning of the twentieth century,
seismological networks have undergone many changes
that are reflected in the databases in use today. These

∗Corresponding author: iason.grigoratos@sed.ethz.ch

changes can be gradual, such as improvements in loca-
tion and magnitude estimation over time, as networks
gradually increase in size and advances in instrumenta-
tion enhance the signal-to-noise ratio in the seismologi-
cal record. They can also be rapid, such as a systematic
change in operating, recording and processing proce-
dures (Husen and Hardebeck, 2010).

Even without network changes, however, discrepan-
cies should be expected due to the sensitivity of the
models used to derive parametric information from
seismic records. Such procedures employ (i) signal pro-
cessing techniques, (ii) phase picking algorithms, (iii)
subsurface velocity models, (iv) calibration of the in-
struments, and (v) calibration of the attenuation model
used to reconcile observations at different distances
(Gomberg et al., 1990;Douglas, 1967). Steps (i)-(iv) affect
both origin time and location (epicenter and hypocen-
ter) (Waldhauser and Ellsworth, 2000; Kagan, 2003),
while (v) is often coupled to the earthquake’s magni-
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tude, presenting a formidable inversion problem (Tor-
mann et al., 2010). As a result, refinements over time
either in the models or in the technology used can lead
to significant differences in the output. Large discrep-
ancy is observed also due to the fact that themodels and
techniques used in steps (i)-(v) are network-specific and
often are not standardized (Bormann and Saul, 2008).
Heterogeneity among earthquake catalogs leads to

significant data contamination and misinterpretations
of the results in a number of analyses, such as seis-
micity rate evaluation and hazard assessment (Musson,
2012). These problems aremore evident when the anal-
ysis needs to include data from periods with durations
on the order of century and in regions where the cover-
age from the seismic network is sparse. Our case study
region, the Dead Sea Transform Fault Zone (DSTFZ),
lacked local seismic networks for a long time (until
1983), although it comprises one of the most rapidly de-
forming non-subduction region worldwide (Garfunkel
et al., 1981). This is why the scope of the present study is
to present a framework for merging and homogenizing
multiple instrumental earthquake catalogs. We devel-
oped automated data-driven methods to minimize the
need for expert opinion, which is inherently subjective.
Specifically, using as sole input the available parametric
catalogs (§3), the procedure cangeneratemodels to con-
vert the various reported magnitudes into a common
scale (§4) and to define the spatio-temporal margins
within which duplicate events fall (§5). The application
of these models leads to a unified instrumental earth-
quake catalog containing only unique events with stan-
dardized parametric information (§6). Similar efforts
with variations in the methodology have been done in
the past for Italy (Rovida et al., 2020), Lebanon (Brax
et al., 2019), Ecuador (Beauval et al., 2013), the Middle
East (Zare et al., 2014), South Asia (Nath et al., 2016), Eu-
rope (Gruenthal and Wahlstroem, 2012) and for global
large magnitude events (Storchak et al., 2015), to name
a few. Compared to such past efforts, some of the
key improvements presented here relate to data-driven
workflows in order to group similar magnitude types to
address data-scarcity, define saturation levels for vari-
ous functional forms, and select time-dependent spatio-
temporal windows for the removal of duplicated entries
by utilizing metadata of the International Seismolog-
ical Centre (ISC). Our investigated area (27N-36N and
31E-39E) is meant to match the boundaries of the latest
regional historical catalog (Figure 1, Grigoratos et al.,
2020). The two catalogs combined can serve as valu-
able input to probabilistic seismic hazard assessment
(PSHA) studies in the region. The latter can be paired
with existing exposure (e.g. Grigoratos et al., 2018) and
vulnerability models (e.g. Grigoratos et al., 2016; Ro-
driquez et al., 2018; Cerchiello et al., 2018; Meo et al.,
2018) that are available for some parts of the DSTFZ.

2 Seismotectonic setting
The DSTFZ is the main expression of the movement of
the European, Arabic and African plates. It consists
of a sequence of left-lateral transform faults (Figure 1)
connecting the spreading oceanic ridge of the Red Sea

in the south with the compressional deformation zones
of the Arabia-Eurasia collision zone in the north (Gar-
funkel et al., 1981). Although the largemajority of earth-
quakes occur at a depth range between 10 and 20 km,
the total seismogenic thickness beneath themidpoint of
the DSTFZ is about 28 km (Aldersons and Ben-Avraham,
2014). Global Positioning System (GPS) measurements
indicate significant crustal motion with slip rates of
about 4–5mm·yr−1 for thewholeDSTFZ, perhaps some-
what larger in the northern parts and smaller further
south (Marco and Klinger, 2014; Ambraseys, 2009).
In recent times, there is an apparent quiescence of

theDSTFZ; excluding the large earthquake ofNovember
22 1995 (Ms 7.1) in the Gulf of Aqaba, only one main-
shock of Ms 6.0 or larger has occurred during the past
century, on July 11 1927 (Ambraseys, 2001). The fre-
quency of large earthquakes in the last 2000-3000 years,
however, is quite different (Grigoratos et al., 2020), with
the majority of historical earthquakes rupturing fault
segments above the 31st parallel north (Figure 1).

Figure 1 Historical earthquakeswithMw≥5 between 31BC
and 1900, inside our investigated zone (Grigoratos et al.,
2020). The black lines indicatemain faults along the DSTFZ.

3 Input datasets
Our goal was to present a unified catalog containing
unique events with Mw≥3. To arrive at that point after
magnitude homogenization, we initially used a cut-off
scale-independent magnitude of 2. The catalogs and
bulletins we used as input sources are described below
and are summarized in Table 1.
The International Seismological Centre (ISC) was es-

tablished in 1964 as the successor to the International
Seismological Summary. It collects and standardizes
raw and parametric seismic data from about 130 net-
works worldwide (ISC, 2023). With the exception of
Africa, Central Asia, and SE Asia, the reporting instru-
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Source Time period Magnitude ≥ Events Magnitude Scale
ISC Bulletin 1918 – Jan. 2018 2 34167 varied
ISC-GEM 1900 – 2013 5.5 25 Mw

EMSC Oct. 2004 – Jan. 2018 2 2998 ML/Md/mb/Mw

GII 1903 – Jan. 2018 2 10709 Md/mb/Mw

EMME 1900 – 2006 4 837 Mw

EMEC 1900 – 2006 4 763 Mw

IRIS 1968 – Jul. 2016 2 18321 Varied

Table 1 Sources of parametric earthquake data (within our spatial boundaries).

mental agencies in most parts of the world are con-
tributing members to ISC (Willemann and Storchak,
2001). ISC re-analyzes all events above magnitude 3.5
and often assigns newepicenters (Bondar and Storchak,
2011) and/or magnitudes (Di Giacomo and Storchak,
2015), using all the available raw data (Storchak et al.,
2017). The ISC Bulletin was a fundamental source of
data for this study.
The ISC-GEM catalog (Storchak et al., 2015) is amajor

step forward compared to previously available sources
of information. Version 4 of the catalog includes around
27,000 global earthquake epicenters and hypocenters
between 1900 and 2013, recomputed using the original
arrival time data and the same technique and velocity
model throughout. Where possible, earthquake magni-
tudes are expressed using the Mw scale based on seis-
mic moment; proxy Mw values are estimated for the
other cases based on the newly developed empirical re-
lationships with MS and mb (Di Giacomo et al., 2015).
Uncertainties around the parametric information are
estimated using uniform techniques (Storchak et al.,
2015). The cut-off magnitude thresholds (Ms) for Ver-
sion 4 were: 7.5 after 1900, 6.25 after 1918, 5.5 after 1920
(newer versions have lower thresholds).
The European-Mediterranean Seismological Centre

(EMSC) collects real time parametric data (source pa-
rameters and phase pickings) since 1998 from about
70 seismological networks in more than 50 Euro-
Mediterranean countries (Godey et al., 2009). Weherein
refer to this bulletin as CSEM, following the nam-
ing scheme of the ISC Bulletin (http://www.isc.ac.uk/
iscbulletin/agencies/). The online bulletin provides
events only after mid-2004. Epicentral relocations are
performed for all events (Godey et al., 2006). When
amplitude/period information is available (provided by
50% of the contributing networks), original body wave
and local magnitudes are computed by EMSC (Godey
et al., 2013); otherwise, the reported magnitude values
are taken from the contributing networks. We should
note that the exact source of the magnitude estimates
is not cited in the online bulletin. Since 2006, EMSC is
integrated in the ISC Bulletin.
The Geophysical Institute of Israel (GII, formerly

IPRG) processes the seismic data collected by the Israel
Seismic Network (operating since 1983), which contains
about 20 stations in and around Israel. The geographic
region, which is covered by this bulletin iswithin the ge-
ographic boundaries 27N-36N and 32E-38E (Feldman).
We used GII’s relocations as the preferred parametric

information for the events that were reported in the
study of Wetzler and Kurzon (2016). We were unable to
find original catalogs from other regional networks.
Within the framework of the “Earthquake Model of

the Middle East Region” (EMME) project (Danciu et al.,
2017; Sesetyan et al., 2018), Zare et al. (2014) published
a catalog up to year 2006 for the Middle East, compiling
parametric information provided by past studies and
bulletins (mainly ISC). It provides origin time, epicen-
tral coordinates and magnitudes, homogenized in Mw.
For several events, the source of the original magnitude
estimate remains unclear, due to limitations in the orig-
inal national data.
The European-Mediterranean earthquake catalogue

(EMEC; Gruenthal and Wahlstroem, 2012) is an exten-
sion of the CEntral, Northern and northwestern Euro-
pean earthquake Catalogue (CENEC) (Grünthal et al.,
2009) covering Europe and the Mediterranean Sea until
2006. Like EMME, it compiled parametric information
provided by past studies and bulletins. For the eastern
Mediterranean and the Levant area, the vast majority of
the events originate from Papaioannou (2001) and Ab-
dallah et al. (2004).
The Incorporated Research Institutions for Seismol-

ogy (IRIS) has an online bulletin that collects (with-
out further review) parametric data from the ISC Bul-
letin and the National Earthquake Information Cen-
ter (NEIC) (Trabant et al., 2012). The IRIS Earthquake
Browser (IEB) is the main expression of this bulletin,
but does not provide the source of each entry and the
magnitude scale of each magnitude value. Therefore,
we did not make use of IEB. Instead, we used another
tool of IRIS called SeismiQuery which does not present
such drawbacks. Unfortunately, SeismiQuery was shut
down in January 2017.
In principle, using the ISC Bulletin as the only source

of instrumental seismicity should be sufficient, since
the other available sources are either incorporated in,
or based on ISC. However, for reasons that might have
to do with the reviewing procedure, some events pub-
lished in the bulletin of a local agency are not reported
by the ISC Bulletin, even though the local agency in
question is a contributing member. The opposite sce-
nario is also possible, i.e. the ISC Bulletin lists an event
solution citing a local contributing agency which does
not report the same event in its own bulletin. The same
is true for other international bulletins such as EMSC
or IRIS: even though they share most of their contribut-
ing agencies with the ISC Bulletin, in some cases their
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reported events do not match. As a result, for spe-
cific cases including our case study region, one has to
consider several international bulletins and local agen-
cies, even if they are closely related to the ISC Bulletin.
Furthermore, regional networks with localized velocity
models can provide better estimates for the epicenter
and depth of an event.
The ISC Bulletin and GII are the only sources still re-

porting more than one magnitude solution per event,
thus enabling the correlation between different magni-
tude scales, and agencies (only ISC). The ISC Bulletin is
also the only source providing numerically quantified
uncertainty on the time, magnitude and location solu-
tions.

4 Magnitude homogenization
4.1 Magnitude scales and their limitations
Numerous different magnitude scales have been pro-
posed through time (Kanamori, 1983; Lay andWallace,
1995), eachbasedonadifferent analyzedproperty of the
recorded earthquake signal andwith a different applica-
bility. Defining themost suitablemagnitude scale for all
purposes is generally not possible, as it depends on the
practical needs, and it may vary considerably between
different regions and seismic networks. Often a sin-
gle network reports multiple magnitude scales for dif-
ferent event sizes and occasionally for the same event;
the latter case enables empirical correlations between
scales to be established. Although the different magni-
tude scalesweredefined so that theywouldbehave over-
all similarly within certain magnitude ranges (Guten-
berg and Richter, 1956), there can still be considerable
variation between estimates of a single event. This
heterogeneity may produce artifacts in the magnitude-
frequency statistics of the unified catalog (Tormann
et al., 2010).
The most commonly used class of magnitude scales,

following Richter’s original formulation for the local
magnitude scale (Richter, 1935), is based on the loga-
rithm of the amplitude of the recorded seismic waves
(Deichmann, 2006). The local magnitude (ML) is arbi-
trarily defined based on the maximum observed ampli-
tude on a Wood-Anderson seismometer, with a period
of 0.8s, recorded at 100 km from the earthquake. In
practice, however, the recording distance is never ex-
actly 100 km and region-dependent correctionsmust be
made to account for amplitude changes with distance
due to anelastic attenuation and geometrical spreading.
Station corrections are also needed, to account for site
effects. Further corrections must be made for record-
ings from instruments other than the standard Wood-
Anderson, which is practically not used anymore. Be-
cause of these constraints,ML ismost suitable for earth-
quakes at moderate distances (Luckett et al., 2018), with
magnitudes between 3 and 5 (Hanks and Boore, 1984).
Other scales are based on the log of the amplitude

of a particular phase. The most common are the body
wavemagnitude, mB (Gutenberg, 1945a), based on body
waves with periods of 1-10s, and the surface wave mag-
nitude, MS (Gutenberg, 1945b), based on 20s surface

waves (Gutenberg and Richter, 1956). These magnitude
scales are used mostly for teleseismic (global) earth-
quakes. MS strictly measured around 20s is not appro-
priate for magnitudes greater than 7 or 8 (Di Giacomo
et al., 2015; Bormann et al., 2009) because the ampli-
tude of 20s period waves does not increase as the rup-
ture length increases beyond 60 km (Kanamori, 1978).
However, broadband MS suffers less from saturation
and deviates from Mw only for tsunami earthquakes
(Kanamori, 1972) and ~M9 earthquakes (Di Giacomo
and Storchak, 2022). The mB magnitude was progres-
sively replaced by many observatories of the “western
world”with the 1s periodbodywavemagnitudemb (Bor-
mann and Saul, 2008). Although mb worked well for
the purpose of monitoring nuclear tests, its qualities
as far as the moderate-to-large earthquakes are con-
cerned were inferior to those of the original mB (Stor-
chak et al., 2015). The short-period mb usually presents
extensive scatter (Di Giacomo et al., 2015) and performs
best with distant small-to-moderate earthquakes, with
magnitudes between 4 and 6 (Gasperini et al., 2013).
One scale of magnitude that is independent of am-

plitude is the coda duration magnitude, which is based
solely on the duration of the seismic signal. Com-
mon notations found in the literature include Md, MD,
MC. Coda duration magnitude is intended for locally-
recorded events, where the various reflected and re-
fracted phases are notwell separated and instead forma
prolonged coda following the initial phase arrivals. The
amplitude of the coda diminishes as the reflected and
refracted phases attenuate; the larger the initial waves,
the longer the duration of the observable coda. It is thus
sensitive to the signal-to-noise ratio (Del Pezzo et al.,
2003). Although this magnitude scale requires no am-
plitude calibration, it does require empirical calibration
of event durations, as well as corrections for distance
and event depth. Most agencies have calibrated these
parameters so that their product matches the observed
values of ML (Eaton, 1992). As a result, often Md and
ML values are heavily correlated. One potential arti-
fact is that coda duration magnitudes may be biased to-
wards larger magnitudes during aftershock sequences
or other times of intense seismicity, as additional earth-
quakes may occur within the coda of the first event and
lengthen it.
The moment magnitude scale, Mw (Hanks and

Kanamori, 1979), is based on the log of the seismic mo-
ment (M0) which can be directly derived by fitting a
double couple moment tensor solution to the recorded
earthquake waveforms (Dziewonski et al., 1981), rather
than from just the single amplitude of a particular
phase at a particular frequency. Alternatively, for well-
recorded earthquakes, the moment can be estimated
from a finite source model of the earthquake. Because
of that, Mw lacks saturation effects, which makes it the
most suitable scale formany practical applications. The
moment magnitude is the standard practice when it
comes to seismic hazard assessment studies, i.e. both
the activity rates and the ground motion models (Dan-
ciu et al., 2016) should be defined in terms of Mw. Un-
fortunately, Mw has been routinely calculated for large
earthquakes worldwide only since the beginning of the
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Global CentroidMoment Tensor (GCMT) catalog in 1976
(Dziewonski et al., 1981). Therefore, all smaller or older
earthquakes have to be converted to Mw empirically
based on conversion relations from other magnitude
scales. The magnitude scale that correlates best with
Mw within the crucial magnitude range for seismic haz-
ard assessment, i.e. 4<M<7, is Ms (Kanamori, 1983).
That said, solutions in Ms are extremely rare in our
study region (available for only 1% of the events). The
most popular scales are ML (74%) and Md (42%), which
are very sensitive to agency-specific calibrations, and to
a lesser extent mb (8%).

4.2 Methodology
4.2.1 Regression methods and magnitude uncer-

tainty
To derive appropriate relations between twomagnitude
types, say GII Md and GCMT Mw, one should first iden-
tify which events are available in both types, plot the re-
ported values (in pairs) and derive a best-fit curve using
regression analysis. Once defined, one can thenuse this
conversion relation to transform any other Md estimate
of GII to a proxy Mw, assumed equivalent to the stan-
dardized estimates of GCMT, in this case.
We should note that in the literature, the terms “mag-

nitude scale” and “magnitude type” are often used inter-
changeably. We, however, herein define the latter term
as the property of the magnitude that describes both its
scale and the agency that originally computed it.
In the past, the fitting of the magnitude pairs was

usually carried out using standard least squares regres-
sion (SR), often without explicit note (e.g. Papazachos
et al., 1997; Scordilis, 2006; Yadav et al., 2009). In this
approach, the vertical offsets to the best-fit curve are
minimized, with the independent variable (in our ex-
ample GII Md) being assumed error-free. The latter
does not hold for magnitude estimates that are prone
to both random and systematic errors, limiting the ap-
plicability of SR for magnitude conversions (Stromeyer
et al., 2004; Gasperini et al., 2015). According to Castel-
laro et al. (2006), the application of SR may induce
bias of around 30% when later deriving the b-value
of the Gutenberg-Richter distribution (Gutenberg and
Richter, 1956). Hence, they note that observed varia-
tions in b-values may be to some extent an artifact of
improper catalog data processing (Musson, 2012; Shelly
et al., 2021).
Orthogonal regression (OR) has been proposed as a

more appropriate technique to deal with least-squares
problems inwhich dependent (y) and independent vari-
ables (x) are both considered to have some finite error.
In its general form, it minimizes the weighted orthog-
onal distance to the best-fit curve (Madansky, 1959; Pu-
jol, 2016). The weighted scheme is dictated by the er-
ror variance ratio (η) between the two variables. For
η equal to unity, Castellaro and Bormann (2007) intro-
duced the term Particular Orthogonal least-squares Re-
gression (POR), which we adopted. POR minimizes the
offsets perpendicular to the best-fit curve, eliminating
any weighting scheme (η = 1). Thus, the resulting re-
lations, contrary to the ones based on SR, can be in-

verted. As an alternative to OR, Stromeyer et al. (2004)
and Krystek and Anton (2008) proposed the chi-square
maximum likelihood regression (CSQ) and weighted to-
tal least squares (WLS), respectively. Lolli andGasperini
(2012) showed that, under the common assumption that
only the variance ratio η is known or assumed, all three
methods are substantially equivalent.
We should note that, in general, the error in Mw

is generally smaller than the error in the older scales
(Gasperini et al., 2015), meaning that, when converting
any scale to Mw, η is smaller than 1. This implies the
following:

• setting η equal to 1 is certainly an approximation,
but probably not a rough one, since Di Giacomo
et al. (2015) did not observe improvements when
they tried weighting schemes and quantile regres-
sion;

• OR is in most cases more suitable than SR for
conversion to Mw, since Castellaro and Bormann
(2007) demonstrated that SR provides better esti-
mates compared to OR only when η0.5 > 1.8.

The effect that the regression algorithm can have on
the fitted curve is illustrated in Figure S1 of the sup-
plementary material. Overall, in recent years, POR has
been the de facto regressionmethod used inmagnitude
conversion studies globally (e.g. Di Giacomo et al., 2015;
Weatherill et al., 2016; Bormann et al., 2009; Nath et al.,
2016; Shahvar et al., 2013) and that is also another rea-
son why we adopted it.
Finally, the accuracy of older magnitude measure-

ments tends to be lower; given that larger errors lead to
a positive shift in the a-value that is proportional to the
square of magnitude errors (Tinti and Mulargia, 1985),
the seismic activity for older time intervals may spuri-
ously appear to exceedmore recent activity by a signifi-
cant margin. This effect may be, at least partly, respon-
sible for the often-claimed discrepancy between earth-
quake rates in recent and old catalogs.

4.2.2 Combining magnitude types to address
data scarcity

Direct moment magnitude estimates are available for
a limited number of events, resulting in a shortage of
data when deriving some conversion equations, espe-
cially at smallermagnitudes. To address this issue, seis-
mologists often perform regressions conditional only to
the magnitude scale, ignoring the sensitivity to the re-
porting agency. However, the calibration needed for
most magnitude scales depends on the instrument, soil
profile and processing techniques. Hence, the solution
might vary between agencies, even if the scale is com-
mon (e.g. Figure 5d). Regional scale is also an impor-
tant factor, since regression using local and global data
can lead to different fits (Figure S2).
In order to achieve a balanced trade-off, we devel-

oped the following procedure. For eachmagnitude type
(agency-scale) that has less than 200 of its data points
available in Mw or a magnitude range than spans less
than 3magnitude units, we check how it correlates with
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any other magnitude type that shares the same magni-
tude scale; if the common eventsweremore than 20 and
the root-mean-square orthogonal error (RMSOE) with
respect to the one-to-one diagonal (green dotted line
in Figure 4a) is smaller than 0.25, then the two magni-
tude types were grouped together, i.e. their values were
considered equivalentwhenperformingPOR (Figure 2).
We termed thismetric RMSOEy=x.We chose RMSOEy=x <
0.25 as threshold because:

• it is smaller than the averageRMSOEof the later de-
rived relations (Table 2), meaning that the decision
to group does not deteriorate the data scatter;

• it is equal to the largest RMSOEy=x among the most
common sources of original direct Mw values (Fig-
ure S3).

For the purposes of this procedure, two magnitude
scales were considered as potentially equivalent when
their first two letters were identical (e.g. MS, MS7). Ex-
ceptions to that rule were the scales ML, Md, MD, and
MC, which were also considered grouping candidates,
since the formulation of coda duration magnitudes is
usually calibrated using local magnitude values (Eaton,
1992). Solutions of unknown magnitude scale (M) were
checked against all scales.
Given the overall scarcity of original Mw values, we

had to merge different sources, following common
practices followed in magnitude-homogenization ef-
forts. Therefore, all available moment magnitude solu-
tions were assumed equivalent to the “true” Mw, with
the exception of MED-RCMT (Med-Net Regional Cen-
troid Moment Tensor; Pondrelli et al., 2011), which
showed 50% more scattering than any other source,
with a clear tendency to overestimate magnitudes be-
low5 (Figure S3a). The other sources of originalMw esti-
mates were consistently trending close to the diagonal,
when plotted against each other (Figure S3b-f).

4.2.3 Indicator for goodness of fit
Traditionally seismologists employ either expert opin-
ion or the dependent variable’s correlation coefficient
(Rx

2) to quantify the goodness of fit or to rank the avail-
able conversion equations. The closer Rx

2 is to 1, the
better the fit. This approach is valid, however, only
when the regression is standard least-squares (SR). For
orthogonal distance regression, Rx

2 is not strictly appli-
cable because the independent variable is not error-free
(Gasperini et al., 2015). Since we are using OR, we had
to find an alternative data-driven indicator for the good-
ness of fit. It should perform consistently well for all
sample sizes, functional forms, magnitude scales and
magnitude ranges. Following Bormann et al. (2007), we
selected the root of themean squared orthogonal errors
(RMSOE). The smaller the RMSOE, the better. Given the
wide range of magnitude pairs and the varying func-
tional forms (§4.2.4) considered, we corrected for sam-
ple size and complexity of the functional form:

RMSOEadj =
RMSOE · (n − 1)

n − p − 1
(1)

where n is the sample size and p the number of free pa-
rameters. The applied correction is not novel, since it is
identical to the one commonly used for Rx

2.

4.2.4 Functional forms
The simplest and thus most frequently used functional
form to fit and apply is the linear case (e.g. Papazachos
et al., 1997). However, older magnitude scales satu-
rate at largermagnitudes due to their limited frequency
bandwidth. They also often underestimate magnitudes
below about 3, due to a disproportionate amount of
high-frequency attenuation along the path (Hanks and
Boore, 1984; Deichmann, 2006). The functional form
of the fitted curve should be able to capture both ten-
dencies. To that end, seismologists have employed bi-
linear models (e.g. Scordilis, 2006), quadratic polyno-
mials (e.g. Grünthal et al., 2009, their eq. 3), exponen-
tial models (e.g. Di Giacomo et al., 2015) or even more
complex forms (e.g. Grünthal et al., 2009, their eq. 6).
Adding free parameters (ci) increases both the adapt-
ability of the functional formand thedatapoints needed
to constrain the fit. We experimented with all the above
formulations, plus cubic polynomials and power-law
models, and concluded that the most likely candidates
for our dataset were:

• two-parameter linear model, y = c1*x + c2;

• three-parameter exponential model, y = e(c3 + c4*x) +
c5;

• three-parameter power-law model, y = c6*xc7 + c8.

A bi-linear model was not selected, because it intro-
duces a discontinuity point in the relations where the
uncertainty is hard to map (Di Giacomo et al., 2015).
The standard linearmodel cannot capture saturation or
inverse-saturation effects, and thus it usually performs
well only when the magnitude range of the data points
is between 4 and 6. The other two models are more
flexible, since they are able to capture both linear and
non-linear trends. They can present, however, unrea-
sonably curved shapes when extrapolated outside the
magnitude range used for their calibration. That is why
we imposed c3 > -6, c6 > 0 and c7 < 3. For similar rea-
sons, we did not allow c1 to be smaller than 0.5 or larger
than 1.8. Furthermore, if the maximum magnitude of
the independent variable was smaller than 5, we im-
posed the linear fit as the preferred one. All three func-
tional forms were fitted to each magnitude type. The
one leading to the smallest RMSOEadj (Equation 1), given
the aforementioned constraints on the free parameters,
was the preferred one (Figure 2).

4.2.5 Magnitude range and saturation effects
Due to issues already discussed in section 4.1, we had to
discard magnitude values outside the frequency range
of the older magnitude scales, i.e. Ms<3, Ms>8, mb or
ML or Md>6.0, before performing POR (Figure 2). No
considerationsweremade regardingmB since our input
sources lack estimates for this scale. We also discarded
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data points where the difference between the two vari-
ables was larger than 1.5 as outliers (Figure 5d).
ML andMd calculations can either overestimate Luck-

ett et al. (2018) or underestimate (Deichmann, 2006) the
true size of events with Mw smaller than about 3, de-
pending on the agency-specific calibration. To avoid
having to visually examine each case, we relied again
on RMSOEadj (Equation 1). If an abrupt nonlinearity is
observed at the low end of the magnitude range, the
goodness of fit would deteriorate (increased RMSOEadj),
since the selected functional forms are not capable of
capturing a double asymptotic trend. This would indi-
cate that this magnitude type does not perform consis-
tently at lowmagnitudes, since it is calibrated for a lim-
ited frequency range. To check for this, we performed
each regression two times (Figure 2); once applying no
lower bound cut-off (Figure S4a) and once discarding
all data points whose independent variable (x axis) was
smaller than a threshold value Mt (Figure S4b). The
value of Mt was chosen based on the frequency sam-
pling behind eachmagnitude scale andwas 4 forMs and
3 formb orML orMd. Whichever case led to the smallest
RMSOEadj was preferred for the conversion of events of
magnitude larger than Mt.
Finally, the validity range of the derived conversion

equations is defined by the 1st and 99th percentile of
the independent variable, after the application of all the
above filters (Table 2). A schematic summary of the
fitting procedure described in sections 4.2.1 - 4.2.5 is
shown in Figure 2.

Group compatible scales §4.2.2  

For each mag. type 

Find Mw pairs

Remove outliers §4.2.5

For cut-off  magnitude: 0 or Mt §4.2.5

For each functional form §4.2.4

Perform POR §4.2.1

Choose best functional form §4.2.3

Choose best mag. range §4.2.3

Figure 2 Flowchart of the fitting procedure used in the
derivation of the conversion relations.

4.2.6 Application of conversion relations

The application procedure for the conversion relations
is illustrated in Figure 3. If at least one available magni-
tude type isMw, we select this value as the homogenized
magnitude. If multiple Mw are available for one event
we prioritize in descending order: CSEM, GII/IPRG,
Cyprus Geological Survey (NIC), Harvard University, US
Geological Survey (NEIC) and GCMT (Figure S3). This
hierarchy can bemodified by the user on a case-by-case
basis. Alternatively, the Mw reporting agencies can be
ranked based on increasing RMOSEy=x against the rest.

If an event is not available in Mw, we select the mag-
nitude type available for this event, whose conversion
relation has the lowest RMSOEadj (Equation 1), respect-
ing possible validity range constraints. If no relation
is applicable, we repeat this step overlooking the valid-
ity range, and the relation with the lowest RMSOEadj is
extrapolated to match the size of the event. If the lat-
ter is below the validity range, we ignore any potential
abrupt nonlinearity at low magnitudes and apply the
corresponding conversion relation derived without any
lower bound cut-off. If none of themagnitude solutions
has a conversion relation, then the median of the avail-
able magnitudes (regardless of scale) is used as proxy
Mw. For the homogenized events, we report the total
uncertainty around theMw estimate as σ =

√

σ2
y + σ2

meas,
where σy is the root of the mean squared (vertical) er-
rors of the conversion relation (withMw plotted on the y
axis) and σmeas is the measurement uncertainty accom-
panying the original magnitude scale. The latter was
provided only in the ISC data. Since PORminimizes the
perpendicular offsets and not the vertical ones, it leads
to larger σy compared to a SR withMw as the dependent
variable.

4.3 Results
4.3.1 Combining magnitude types of compatible

magnitude scales
The grouping procedure worked well, leading to mag-
nitude types of the same agency and of similar scale,
e.g. JSOML and JSOMLv, being identified as equivalent.
The acronyms used for each agency follow ISC’s nam-
ing scheme (http://www.isc.ac.uk/iscbulletin/agencies/).
Overall, ML and Md estimates coming from the same
agencywere frequently grouped, since their calibration
is interconnected (see §4.1). The procedure increased
the sample size of the fitted data points and expanded
the validity range of the derived equations (e.g. Fig-
ure 5d; S5a), without affecting their scatter. With the
grouping procedure enabled, the average number of
events behind each conversion increased by 40%, while
the mean RMSOEadj among all the derived conversion
relations remained unchanged.
RMSOEy=x performed well as an unsupervised indi-

cator, even in challenging situations. In Figure 4a, the
mb estimates of ISC and NEIC are close to the diag-
onal with reasonable scatter, resulting in RMSOEy=x <
0.25. On the other hand, in Figure 4b, RMSOEy=x is sig-
nificantly larger than the threshold we set, since even
though IPRGML and JSOML are centered around the di-
agonal, they present extensive scatter, with differences
up to 2 magnitude units. In both cases, blindly fit-
ting a single-parameter linear curve (solid black line in
Figure 4) would have misinformed us that the fit was
equally good.

4.3.2 Regression trends
The frequency-band limitations of each magnitude
scale (§4.1) were verified during our analysis. A lot of
the derived conversion relations display saturation ef-
fects above Mw 5 (e.g. Figure 5d; S5cd) and below Mw 3
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Figure 3 Flowchart describing the application of the derived conversion relations. Mrange is the validity range of the conver-
sion relation and Mi is the magnitude value of the event in the reported magnitude scale.

Figure 4 Correlating magnitude estimates from different agencies.

(e.g. Figure S5b). Hadwe not tested for the lower bound
cut-off at M 3, most of the fitted functional forms would
have been nonlinear (Figure 5ac; S4). For large sam-
ple sizes, our two nonlinear fits present similar shapes
that differ a lot from the linear curve if extrapolated
outside the fitted magnitude range (Figure 5cd). We
did not come across magnitude types that underesti-
mate larger magnitudes while overestimating smaller

ones. Datasets containing such a trend could benefit
from third-degree polynomial fitting.

The conversion relations that were most frequently
used when homogenizing the original magnitude es-
timates in the various catalogs (Figure 5; S5) present
reasonable scatter around the diagonal, except for JSO
ML which does not correlate well with Mw (Figure S5d).
Even though the ISC Bulletin includes dozens of magni-
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Figure 5 Derived conversion relations for four of the most commonmagnitude types. The functional form with the lowest
RMSOEadj is plotted as a solid curve.

tude types, only 10 were needed to homogenize almost
every event (Table 2).

4.3.3 Comparison with other already homoge-
nized catalogs

Regarding the proxy Mw values already present in our
input catalogs, ISC-GEM used OR (Di Giacomo et al.,
2015) and EMME probably used SR (since they are re-
porting Rx

2 values). Within our case study region,
the vast majority of EMEC’s events originate from Pa-
paioannou (2001) and Abdallah et al. (2004). Papaioan-
nou (2001) reports momentmagnitudes, which are con-
verted mostly using the equations of Papazachos et al.
(1997), who used SR. As a result, Papaioannou (2001)’s
proxyMw values do not agree well with the correspond-
ing Mw values from Moment Tensor Solutions (Gruen-
thal and Wahlstroem, 2012). Abdallah et al. (2004) re-
port ML, for which CENEC derived a conversion equa-
tion to convert to Mw, employing CSQ. With all of that
in mind, the significant scatter in the proxy Mw val-
ues developed in this study, when compared mainly to
EMME’s and EMEC’s (Figure 6) should be expected.

5 Mergingmultiple catalogs

The first step towards building a unified catalog is to
identifywhich seismic events are included inmore than
one catalog, i.e. duplicates. Usually, each input cata-
log has its own scheme for assigning a unique identi-
fier (ID) to each event, thusmaking the identification of
common events non-trivial and the use of a “duplicate
finding” algorithm a necessity. This generally takes the
form of a window-searching algorithm by which mul-
tiple representations of the same event are identified
due to their proximity in space, time, and, occasionally,
magnitude. The configuration of these windows (mar-
gins) and the quality of the information provided by
the catalog will greatly influence the possibility of mis-
assigning duplicates (Weatherill et al., 2016). One of
themost common pitfalls are inaccuracies in the earth-
quake’s origin time. For example, EMEC (Gruenthal and
Wahlstroem, 2012) systematically provides origin times
down to minutes (and not seconds). The electronic ver-
sions of the catalogs fill in empty entries ofmissing time
information (e.g. second) with zeros. Finally, a bulletin
might report local time and not Coordinated Universal
Time (UTC) or use a non-standard geographical coordi-
nate system.
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Magnitude type Relation Validity range RMSOE σy (RMSE) Data-points Region
GII ML y=1.02x-0.21 3.0 ≤ x ≤ 5.5 0.21 0.30 478 Israel
GII Md y=0.99x-0.12 3.0 ≤ x ≤ 5.5 0.19 0.27 213 Israel
IPRGmb y=0.14x2.17+0.64 4.0 ≤ x ≤ 5.8 0.17 0.34 288 Israel
CSEM ML y=0.22x1.76+1.22 3.0 ≤ x ≤ 5.1 0.18 0.27 1151 Euro-Med.
CSEMmb y=e-0.53x+0.40+0.75 3.3 ≤ x ≤ 5.8 0.25 0.41 467 Euro-Med.
GRAL Md y=1.43x-1.98 3.0 ≤ x ≤ 5.1 0.21 0.37 232 Lebanon
NIC ML y=0.16x1.99+1.37 3.0 ≤ x ≤ 4.9 0.18 0.26 1125 Cyprus
SNSN ML y=e0.49x+0.23-0.16 2.1 ≤ x ≤ 5.2 0.24 0.31 143 Saudi Arabia
RYD Md y=e0.29x+0.29-0.53 3.0 ≤ x ≤ 5.3 0.19 0.30 587 Saudi Arabia
JSO ML y=1.30x-1.92 3.1 ≤ x ≤ 5.9 0.37 0.61 94 Jordan

Table 2 Derived conversion relations for the ten most commonmagnitude types.

Figure 6 Comparison of proxy Mw values computed by this study, with the ones derived by either EMEC (a) and EMME (b).

Figure 7 Temporal trend of the absolute differences among ISC’s contributing agencieswith respect to ISC’s prime solution
in terms of (a) origin time and (b) location. Red lines indicate the 5 to 95 percentile range; the black line indicates themedian
(50th percentile).

To ensure best practice, the compiler should adopt
margins that are larger than the uncertainty of the
methods and models used by the agencies (Schweitzer,
2006). That said, an algorithm with overestimated mar-
gins might mistakenly flag clustered events (fore/after-
shocks) as duplicates. To address this trade-off, re-

searchers oftendefinemargins that are bulletin-specific
or variable with time (e.g. Wang et al., 2009). For the
analog era, when the data were sparser, it is likely that
wider time/space windows are needed. Some studies
even resort tomanual inspection for the few largermag-
nitude events that have a greater impact on the hazard
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estimates (e.g. Beauval et al., 2013).
Most modern unified catalogs either do not clearly

state their criteria for identifying the duplicate events
or choose arbitrary values based more on expert opin-
ion than data-driven analysis. The chosen margins for
instrumental catalogs vary significantly, on the order of
10-120 seconds and of 30-100 km (e.g. Wang et al., 2009;
Faeh et al., 2011; Beauval et al., 2013; Poggi et al., 2017),
while the magnitude is rarely used as a deciding factor.

5.1 Relevance of the magnitude scale when
merging catalogs

The order in which the compiler will do the merging
and the magnitude homogenization is not always fixed.
If the compiler chooses to discard the magnitude as
a criterion for the identification of duplicates and has
great confidence in the selectedmargins for origin time
and location, then one could firstmerge all catalogs into
one, storing all magnitude solutions for each unique
event, and then perform the magnitude homogeniza-
tion. This way, the compiler ends up with more magni-
tude solutions per event, hence more potential magni-
tude pairs to derive the conversion relations. We, how-
ever, preferred to do the opposite: first homogenize all
sources inMw (using themagnitude solutions of ISC and
GII), and then merge all datasets utilizing the event’s
size to constrain the duplicate finding algorithm. One
reason to do that is that when one relies on earthquake
solutions alone (no stations data), it is often impossible
to distinguish a fore/aftershock from a duplicate, even
if the margins are ideally selected. Our main concern
was not to contaminate the derivation of the magnitude
conversion relations with any artifacts that the merg-
ing process might introduce. For example, events of
the same earthquake sequence can be misidentified as
duplicates, mixing up incompatible solutions as magni-
tude pairs for the regression.

5.2 Methodology
We aimed at deriving bothmargins (i.e. origin time and
location difference) based on the trends we observe in
the actual data used in this study, minimizing the need
for expert opinion. To do that, multiple solutions for
the same event are needed in order to calculate the dis-
crepancy in the data. The ISC Bulletin reports for each
event available parametric solutions from all contribut-
ing agencies, as well as a “prime” set, which accord-
ing to ISC describes best the reviewed event. This rich
database enables the statistical analysis of the discrep-
ancy in the solutions, either between agency-pairs or in
comparison to ISC’s proposed “prime” solution. We did
the latter, assuming that ISC’s origin solutions were the
most accurate, since they are derived using the richest
available dataset. Although this is a valid assumption in
terms of epicenter and origin time, local velocity mod-
els from regional networks often lead to more accurate
depth estimates. We did not use the depth as a criterion
for duplicate finding, however.
For our case study region (and for most of the world),

ISC’s IASPEI Seismic Format (Storchak, 2006) files are

sufficient to deduct data-drivenmargins for all of the in-
put catalogs and bulletins. GII and EMSC are contribut-
ing agencies to ISC, while ISC-GEM, IRIS, EMME and
EMEC are compiled using mainly ISC data in the first
place. Hence, using only the ISC Bulletin, we were able
to derive margins that are suitable for all our input cat-
alogs.
The performed statistics do not have to be complex.

Once the distribution of differences is established, the
compiler can pre-define a percentile-based value to be
used as the margin for duplicate-finding. If the differ-
ences in time, space, and (optionally) magnitude solu-
tions between two events fall within these data-driven
margins, then a duplicate is flagged. We chose to use
the 95th percentile as threshold for the definition of the
margins in the duplicate-finding algorithm. The chosen
percentile was large enough to ensure that the margins
cover the modeling uncertainty in the computed solu-
tions, yet small enough to discard unreasonably large
outliers that are often observed possibly due to logging
errors or miscalculations.
When two events in different catalogs are identified

as duplicates, one should decide which parametric in-
formation describe the event best. A hierarchy must be
defined in advance to dictate this process. Regarding
the origin time and location, this hierarchy is usually
pre-defined by the compiler based on the following con-
siderations:

• ISC-GEM has re-assigned origin times, epicen-
ters and hypocenters to moderate-to-large mag-
nitude events after 1900, following clearly docu-
mented up-to-date methods (Di Giacomo et al.,
2015). Hence, ISC-GEMwas considered as themost
reliable source of parametric information.

• ISC collects and reviews the most comprehensive
dataset of both raw and parametric seismic data
for each event. As a result, the solutions they rec-
ommend or originally compute are highly credible.
EMSC does a similar job having, however, fewer
contributing agencies.

• Local agencies close to the epicenter are more
likely to have a detailed velocity model for the re-
gion and higher network density, when compared
to global agencies.

• The level of accuracy in date and time is also an im-
portant factor. For example, EMEC provides origin
times down tominutes (and not seconds), while GII
reports seconds with consistency only after 1983.

• Compilations providing unclear documentation
regarding their merging procedure and original
sources should not be favored.

• The regressionmethods used in the magnitude ho-
mogenization process (§4.2.1) should be taken into
account when ranking magnitude estimates.

• Bulletins reportingmore than onemagnitude solu-
tion provide greater flexibility in selecting themost
suitable conversion equation (§4.2.6).

11
SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Homogenizing instrumental earthquake catalogs

Figure 8 Trend of absolute differences among ISC’s contributing agencies with respect to ISC’s prime solution withmagni-
tude; (a) origin time and (b) location. Red lines indicate the 5 to 95 percentile range; the black line indicates themedian (50th
percentile).

Our preferred hierarchy regarding the proxyMw was:
ISC-GEM; ISC; IRIS; GII; EMSC; EMEC; EMME (§4.3.3),
prioritizing our conversion relations over EMME’s and
EMEC’s, and acknowledging the flexibility that themul-
tiple magnitude solutions in the ISC Bulletin provide.
Regarding the time and location solutions, our pre-
ferred hierarchy (Figure S3) was: ISC-GEM; ISC; EMSC;
GII; IRIS; EMME; EMEC, prioritizing the reviewed relo-
cations of ISC, GII and EMSC. The merging process is
sequential, i.e. we are always looking for duplicates be-
tween two catalogs only. Themargins are tested against
the difference of the catalog that is being merged with
the preferred solution among all the catalogs that have
already been unified.

5.3 Results
5.3.1 Variability in origin time and location solu-

tions within ISC

The vast majority of absolute differences in origin time
among ISC’s contributing agencies with respect to ISC’s
prime solution are less than 10s, with 9.5s being 95th
percentile (Table S1). That said, outliers of more than
two minutes also exist, perhaps due to a zero value be-
ing added when a measurement of seconds is not avail-
able. As far as location is concerned, the vast majority
of the differences is less than 100 km, with 85 km being
the 95th percentile (Table S1). Observed differences, in
the order of 500-1000 km,were attributed to input errors
(typos).
Figure 7 demonstrates that the median annual differ-

ences in origin time and location are decreasing with
time, probably due to increasingnumber of stations and
improved velocity models (Bondar et al., 2015). That
said, after 1985, namelywhenmost nearby national net-
works were set up, the differences appear to be rela-
tively stable with time.
Figure 8 shows that the differences in origin time and

location are increasing with magnitude, with a 2-fold
increase between magnitudes below 3 and magnitudes

above 4. Moderate-to-large events are usually also cov-
ered by more distant networks with large-scale veloc-
ity models and looser azimuthal coverage. That could
explain these observations. One would also expect de-
creasing uncertainty in the location with decreasing
rupture size (Kagan, 2003).
Figure 9 shows that the deviation from ISC’s prime so-

lutions is largely agency-dependent. Interestingly, na-
tional agencies nearby (e.g. JSO) do not perform consis-
tently better than teleseismic ones (e.g. NEIC), as one
would expect (Bondar et al., 2004). Nevertheless, when
looking at the origin time differences of the most im-
portant agencies for the case study area, the 90th per-
centile is usually less than 5s and always less than 10s,
in agreement with previous studies (e.g. Bondar et al.,
2004, 2015). On the other hand, the variability in the epi-
central location is higher than expected (Bondar et al.,
2015), with the 90th percentile being rarely below 30 km.

5.3.2 Parametric windows for duplicate identifi-
cation

We utilized the absolute differences among agencies
with respect to ISC’s prime solution as a data-driven
proxy for the definition of parametric windows during
the duplicate identification. We defined themargins for
location and origin time as the 95th percentile of the
aforementioned deviation. We used the values of the
second and third column of Table S1 as margins for the
instrumental events after 1964, i.e. 10s and 85 km (Ta-
ble 3). Special attention was paid to specific limitations
in the input catalogs. In particular, EMEC does not re-
port seconds for any event, while GII reports seconds
only after 1983. Therefore, this margin should be ad-
justed to 2minutes and these catalogs should be the last
ones merged. For the events before 1964 there is not
enough data to do any sort of statistical analysis (Fig-
ure 7) and thus expert opinion cannot be avoided. We
used 30 minutes and 100 km as margins for that time-
period (Poggi et al., 2017).
Additional levels of complexity could be added. One
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Figure 9 Agency-specific statistics on deviation from ISC’s prime solution: (a) origin time; (b) epicenter.

Figure 10 Density of earthquake magnitudes with time for the homogenized catalog.

could make the margins magnitude-dependent, to cap-
ture the trends shown in Figure 8 or use tighter post-
1964 and post-1983 margins when merging the ISC Bul-
letin with CSEM and their product with GII respectively
(Table S1).

6 Catalog overview
The unified catalog contains 25000 time-stamped
hypocenters between 1900 and 2017, of which more
than 5500 events have moment magnitude Mw larger
than 3. It is available in electronic format online
(Grigoratos et al., 2023). We also report the preferred
original sources for the origin andmagnitude solutions,
the measurement uncertainty behind the original mag-
nitude estimate, and the total magnitude uncertainty
after conversion. Moment tensor solutions were avail-
able for only a quarter of the events, while the rest
had magnitude solutions that needed conversion to
Mw. The average conversion uncertainty (σy) was 0.3
and none of the events required extrapolation of the
derived conversion relations. For only 3% of the events,
none of their magnitude solutions could be associated

with a conversion relation and thus the median of their
original magnitudes is reported.
Most of the events in our catalog are post-1983 (Fig-

ure 10), coinciding with the development of the first
local networks along the DSTFZ, by Israel and Jordan.
The foundation of ISC in 1964 had already expanded the
magnitude range of the cataloguing below magnitude
5.5, while also improving the reliability of the location
solutions. That said, about 7% of the events in the uni-
fied catalog were not reported by the ISC Bulletin (Table
S2).
One third of the events in our catalog, including the

1995Mw 7.2 rupture, are found in theGulf of Aqaba (Fig-
ure 11), in contrast to the low seismic activity reported
there in the previous millennium (Figure 1) (Grigoratos
et al., 2020). On the other hand, the many large histori-
cal earthquakes in the segments north of the Dead Sea
lake have not been followed by similar levels of activ-
ity in recent decades. Finally, the cluster of post-1985
seismicity east of the DSTFZ, in south Jordan (Latitude
~30; Figure 11), is most likely related to potash mines
(Rodgers et al., 2003). Groundwater extraction is also
linked to a few clusters in and around Lake Kinneret
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Margin
Time period Origin-time Epicenter Mw

1900-1963 30 minutes 100 km 1 unit*

1964-2018 10 seconds** 85 km 1 unit*
*2 units when merging EMEC or EMME (see Figure 1)
**2 minutes when merging EMEC or pre-1983 GII events

Table 3 Margins used in the duplicate finding algorithm.

Figure 11 Homogenized catalog of earthquakes with Mw≥3 between 1900 and 2017. The black lines indicate main faults
along the DSTFZ (Grigoratos et al., 2020).

(Sea of Galilee; Shalev et al., 2023). Although we cannot
exclude other instances of anthropogenic seismicity, we
are not aware of other established cases.

We should specify that the catalog has not been
declustered and the spatio-temporal variation of the
magnitude of completeness of the catalog has not been
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assessed. The targetmagnitudeofMw 3was chosen sim-
ply because it was viewed as a low enough value to aid
future derivations of the regional b-values.

7 Conclusions
The creation of a homogenized earthquake catalog is an
error-prone procedure that requires a goodunderstand-
ing of theheterogeneities among the available bulletins.
Common events within the bulletins have to be iden-
tified and assigned with the most suitable origin time
and location solution, while all the events have to be
harmonized into a single magnitude scale. This pro-
cess requires several decision variables that are usu-
ally defined using qualitative measures or expert opin-
ion, without a clear exploration of the associated un-
certainties. To address this issue in a more quantitative
way, we developed a framework, which can utilize mul-
tiple databases, such as the ISC Bulletin, to explore the
relations between earthquake solutions from different
seismic networks and agencies, in order to produce a
unified parametric earthquake catalog. The proposed
data-driven approach defines spatio-temporal margins
within which duplicate events fall and converts the var-
ious reported magnitudes into a common scale. Given
thedensity andgeographical coverage of ISC’s database,
we believe that the proposed methodology can be ap-
plied to a number of regions worldwide.
To that end, the MATLAB and Python scripts used in

this workflow have been made publicly available. We
applied them to the Dead Sea Transform Fault Zone and
derived a list of more than 5500 instrumental events
with Mw larger than 3. One third of the events in our
catalog, including the 1995Mw 7.2 rupture, are found in
the Gulf of Aqaba, in contrast to the low seismic activity
reported there in the previous millennium (Grigoratos
et al., 2020). On the other hand, the many large histori-
cal earthquakes in the segments north of the Dead Sea
lake have not been followed by similar levels of activity
in the last century.
As far as the magnitude homogenization is con-

cerned, the frequency dependence of the older magni-
tude scales was evident during our analysis. Most of
the derived conversion relations underestimate events
with Mw either below 3 or above 6. We introduced
the root of the mean squared orthogonal errors (RM-
SOE), corrected for sample size and number of free
parameters, as a metric to determine the magnitude
range of the regression, the fitted functional form, and
which of the available magnitude solutions is to be con-
verted to Mw. In cases where the data points for the
regression were limited, we further employed RMSOE
to determine whether magnitude estimates of similar
scale could be grouped together without alteration of
their underlying correlation with Mw. With the excep-
tion of JSO ML, all key magnitude types in the cata-
logs correlated reasonably well with Mw, given their
frequency-band limitations. The average conversion
uncertainty (σy) in our unified catalog was 0.3 magni-
tude units, which assuming a (mostly underreported)
measurement uncertainty of 0.2, results in an overall
uncertainty of about 0.36 behind each proxy Mw.

Having homogenized the magnitude of the events,
we then used a window-searching algorithm to iden-
tify multiple representations of the same event in the
various catalogs, based on their proximity in space and
time. We defined these two margins analyzing the dis-
crepancies in the solutions provided by ISC’s contribut-
ing members. The differences in origin time and loca-
tion are agency-dependent, and are generally decreas-
ing with time and decreasing magnitude. In the last 50
years, the solutions rarely deviate more than 10s or 85
km from ISC’s reviewed solution.
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Abstract The use of cross-correlation between seismic stations has had widespread applications partic-
ularly in the exploitation of ambient seismic noise. We here show how the effects of a non-ideal noise distri-
bution can be understood by looking directly at correlation properties and show how the behaviour can be
readily visualised for both seismometer and DAS configurations, taking into account directivity effects. For
sources lying in a relatively narrow cone around the extension of the inter-station path, the dispersion prop-
erties of the correlation relate directly to the zone between the stations. We illustrate the successful use of
correlation analysis for both a large-N array perpendicular to a major highway and a DAS cable along a busy
road. When considering cross-correlations, the co-array consisting of the ensemble of inter-station vectors
provides an effective means of assessing the behaviour of array layouts, supplementing the standard plane-
wave array response. When combinedwith knowledge of the suitable correlation zones for noise sources, the
co-array concept provides a useful way to design array configurations for both seismometer arrays and DAS.

Non-technical summary The long-term average of the cross-correlation of the seismograms
recorded at two different points, with a broad distribution of sources of seismic energy, provides an approxi-
mation to the response, with a source at one of the points recorded at the other. With a non-ideal distribution
of arriving seismic energy, useful results can be obtained by paying close attention to the properties of the
correlated wavefield. In particular, it is possible to extract surface wave dispersion as a function of frequency
for the path between the two recording points. This is demonstrated here with examples for both an ∼100-
station array close to a highway in Australia and the use of distributed acoustic sensing (DAS) froma fibre optic
cable along a busy street in Switzerland. Suitable designs for the configuration of a suite of seismic stations
or a DAS cable to be used in correlation studies need to take into account the zones of useful sources and the
directional properties of the correlation.

1 Introduction
The use of inter-station correlations to extract a surface
wave component from the ambient noise field has been
widely applied and successful results achieved even
when the conditions do not meet theoretical expecta-
tions (see, e.g., Nakata et al., 2019). In the ideal con-
ditions of a uniform distribution of uncorrelated noise
sources, the cross-correlation of seismic records be-
tween two stations is closely related to the Green’s func-
tion for the path between them. A number of different
derivations have beenmade with different assumptions
such as a diffuse wavefield (Lobkis and Weaver, 2001),
energy equipartitioned among surface wave modes
(Weaver, 2010), or with sources on a boundary sur-
rounding the two stations (Wapenaar, 2004; Wapenaar
and Fokkema, 2006). A summary of this theoretical
background is provided by Fichtner and Tsai (2019).
Here we approach the situation by looking directly

at the cross-correlation of seismic records between two
stations and examining how far the result can approach
an approximation to the Green’s function with a non-
ideal noise distribution. Our objective is to explore how

∗Corresponding author: brian.kennett@anu.edu.au

best to exploit available noise sources when using high-
density observations.
For large-N arrays the distribution of stations is, in

principle, under user control. Although, use of large
scale deployments is often made in the context of ex-
ploration or production (Chmiel et al., 2019), or seismic-
itymonitoring (Dougherty et al., 2019)where the typical
pattern is a regular rectangular grid. Where likely noise
sources are well-characterised in advance, the array de-
sign can be adapted to their configuration and exploit
their correlation properties.
However, withDistributedAcoustic Sensing (DAS) the

array of sensor points is confined to the line of the
fibre-optic cable and there are strong directivity effects.
When a cable is specifically deployed for an experi-
ment, the array’s configuration can be optimised with
knowledge of likely noise sources, but often ‘dark-fibre’
is used exploiting existing telecommunication chan-
nels, and then the orientation of the cable can be im-
portant. Nevertheless, useful results can be achieved in
circumstances that may appear unpropitious, such as a
DAS cable running along a major highway (Yang et al.,
2022).
We show how the properties of local correlation can
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be understood directly from the interaction of the influ-
ence of distributed sources, by analysing the nature of
the cross-correlation between the seismograms at two
separated stations. We then illustrate the application
of such local station correlations to a large-N nodal ex-
periment in southeastern Australia adjacent to a major
highway and a wind farm, and to a DAS recording in an
urban environment in Bern, Switzerland.

2 Inter-station correlations from dis-
tributed sources

We provide an outline of the theoretical development
for inter-station correlation based on Chapter 6 of Ken-
nett andFichtner (2020), using a local coordinate system
rather than spherical coordinates. We consider a situ-
ation with structure that depends solely on depth and
represent the seismograms at each location in terms of
a synthesis in frequency-slowness space. For simplicity
we concentrate on a single frequency ω and consider
the vertical component from an isotropic source with
source spectrumM(ω). Then for a station at a distance
X from a source we can represent the resulting seismo-
gram in the frequency domain as an integral over slow-
ness p of the response of the local stratified medium
Gz(p, ω) multiplied by a horizontal phase term:

uz(X,ω) =
[ ω

X

]1/2

M(ω)

∫ p0

0

dp p1/2Gz(p, ω) exp[iωpX].

(1)

Here we have assumed that we can use the high fre-
quency asymptotic form for the horizontal phase de-
pendence. For the same source recorded at stations 1
and 2 at distances X1, X2, the cross-correlation U12(ω)
is represented by a multiplication in the frequency do-
main and

(2)U12(ω) = uz(X1, ω)uz(X2, ω)∗.

A natural consequence of this relation is that the cross-
correlation involves the difference in the phase of the
contributions from the two stations, and it is this prop-
erty that allows the emergence of path related effects
in the presence of many sources. Using equation 1, the
cross-correlation can be written as

(3)

U12(ω) =
ω

(X1X2)1/2
|M(ω)|2

∫ p0

0

dp p1/2Gz(p, ω) exp[iωpX1]

∫ p0

0

dq q1/2G∗
z(q, ω) exp[−iωqX2].

We now introduce the distance between the two sta-
tionsX12 = |X1 −X2|−δX12 and recast the second slow-
ness integration in terms of the difference in slowness
ζ = p− q. Then

(4)

U12(ω) =
ω

(X1X2)1/2
|M(ω)|2

∫ p0

0

dp p1/2 exp [iωp(X12 + δX12)]

∫ p0

−p0

dζ
[

(p− ζ)1/2Gz(p, ω)

G∗
z(p− ζ, ω) exp [iωζX2]

]

.

In this form for the cross-correlation between the two
stations from a single source we are able to identify a
phase component relating directly to propagation be-
tween the stations exp[iωpX12], which is modulated by
a further slowness integral.
Simplification occurs when we have contributions

from a distribution of sources, because only the coher-
ent part corresponding to the direct propagation path
survives, and the the remainder is eliminated by de-
structive interference. A broad distribution of sources
is needed to achieve the suppression. The application of
a stationary phase treatment to the integral over differ-
ential slowness, as in Snieder (2004), extracts the neigh-
bourhood of ζ = 0. In consequence, the slowness of
the arrivals that contribute to the net cross-correlation
is the same at both stations and equation 4 reduces to
a single integral over slowness. Full suppression of
slowness contamination requires a good distribution of
sources relative to the inter-station path (Halliday and
Curtis, 2008). But, when the wavefield is dominated
by fundamental mode surface waves, well separated
in slowness from the other contributions, the require-
ments are less stringent.
The first integral in equation 4 includes a term

exp[iωpδX12] that depends on δX12, the extent that the
inter-station distance X12 deviates from the difference
between the distances from each source to the two sta-
tions |X1 − X2|. This oscillatory term is again sup-
pressed by destructive interference leaving just contri-
butions where δX12 ∼ 0, so that the paths from the ef-
fective sources to the two stations are approximately
aligned with the inter-station path. Two such zones are
present stretching out from the two stations along the
continuation of the inter-station path.
The summed cross-correlation overmany sources re-

duces to a form representing a virtual source-receiver
pair at the two stations with contributions from propa-
gation in each direction

(5)

〈

U12(ω)
〉

=
ω

F (X)
|M(ω)|2

∫ p0

0

dp

[

p1/2Gz(p, ω)

G∗
z(p, ω)

(

exp[iωpX12]

+ exp[−iωpX12]
)

]

.

Equation 5 has a similar form to the time derivative of
the Green’s function between the two stations, but the
combination Gz(p, ω)G∗

z(p, ω) replaces Gz(p, ω). The
geometrical spreading term F (X) will not have a sim-
ple relation to the path, but will tend to be dominated
by source contributions from near the two stations, and
hence F (X) ∼ X12.
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Figure 1 Correlation simulation for 2 Hzwaveswith phase speed 500 m/s at stations 350 m apart. The positions of stations
are shown by purple dots in each panel. (a) Geometric spreading effects from a source to the two stations. (b) The ratio
of the difference between the distance from each source to the two stations and the inter-station path length. (c) Phase
contributions to the cross-correlation. (d) Total effect for two seismometers of the terms in (a), (b) and (c) – amplified by 5. (e)
Orientation effects for DAS cable with orientation along the inter-station path. (f) Net effect for two DAS sensors of the terms
(a), (b), (c) and (e) – amplified by 10.

Surface wave contributions come from the poles of
the integrand in equation 5. Their position in slow-
ness, which controls dispersion, is unchanged from
the Green’s function but the pole is now second order
(rather than first order for the Green’s function) and
so the amplitude factor is modified (Kennett and Ficht-
ner, 2020). Typically the dominant contribution comes
from the fundamental mode and so, provided there are
sources with a broad range of azimuths to the inter-
station path to contribute to the net cross-correlation,
the contribution from between the stations is empha-
sised and the dispersion for the fundamental mode can
readily be extracted.
We can examine the way that the cross-correlation

field is built up by looking at the various contributions
at a single frequency (Figure 1). We show two stations
separated by 350 m in a simulation of local conditions.
The effect of a source drops off quite rapidly with dis-

tance. So, if we consider the net geometrical spreading
effects to the two stations, those sources close to the two
stations dominate even when wemake an improved ap-
proximation to the spreading function than the asymp-
totic formused in the theory above (Figure 1a). We have
noted that the constructive interference condition em-
phasises those source locations forwhich the difference
between the distance from the source to the two stations
is close to the inter-station distance. In Figure 1(b) we
represent this effect by plotting the ratio of the differ-
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ence in distance to the path length |X1 −X2|/X12, from
zero (black) to unity (white).
With the specification of frequency ω and slowness

pf we can display the phase effects through the function
cos[ωpf (|X1 −X2|−X12)] as in Figure 1(c). We here use
a frequency of 2 Hz and phase speed of 500 m/s (slow-
ness = 0.002 s/m), typical of situations at local arrays.
As would be expected, the zones approximately in line
with the stations show slow variation in phase, but as
the inclination to the path increases, variation is rapid
and increasingly so at higher frequencies. It is the su-
perposition of these rapidly varying phases that leads
to destructive interference and the concentration of the
cross-correlation on the inter-station path.
Whenall the contributions to the correlation are com-

bined for a pair of seismometer stations, the total effect
is as in Figure 1(d). The distance-match term has been
applied here as a multiplier to the product of the geo-
metric spreading and the phase variation. The domi-
nant component comes from beyond the stations, but
some contamination is possible from sources lying be-
tween the stations.
When considering the correlation of stations in a DAS

array, additional factors have to be taken into consider-
ation, because the strain-rate along the cable assigned
to a reference point is averaged over a gauge length g
around the point. For a Rayleigh wave, with slowness p
arriving with an inclination ψ relative to the cable, the
gauge-length effect is (e.g., Kennett, 2022)

(6)〈ǫ̇d(ω)〉 =
2ω

g
u cosψ sin

(

1
2ωgp cosψ

)

.

For a typical gauge length of 10 m and a phase speed of
500 m/s, for frequencies less than 10 Hz the sine func-
tion does not impose much distortion.
The most common local ambient noise is Rayleigh

waves from anthropogenic activities such as traffic, and
Love waves are less frequently encountered since they
have a less favourable orientation effect. Because strain
is a tensorial quantity, the effect of inclination depends
on 2ψ and to a good approximation for Rayleigh waves
along a cable with uniform orientation

(7)〈ǫ̇d(ω)〉 ∼ ω2urp cos2 ψ.

In consequence there is a strong dependence on the po-
sition of any source. The effect of the orientation factor
cos2 ψ for Rayleighwaves, is displayed in Figure 1(e) and
has a strong suppression effect for sources broadside
to either of the stations. This factor modulates the re-
sponse for the seismometer to give a total contribution
shown in Figure 1(f) where there is a strong emphasis
on sources nearly in-line with the cable.
It is interesting to note that the application of the

distance-match mask produces a net effect that has a
strong resemblance to the source kernels derived by
Sager et al. (2017). In a similar way we can simulate
the structural kernel. Figure 2(a) displays the phase fac-
tor cos[ωpf (X1 +X2 −X12)] representing the difference
between the phase accumulated in passage from the
source to the two stations compared with that for the
inter-station path. When the pattern in Figure 2(a) is

modulated by the geometric spreading effect from Fig-
ure 1(a), the result displayed in Figure 2(b) emphasises
the zone in the immediate vicinity of the inter-station
path (cf. Sager et al., 2017). It is thus possible to achieve
an effective visualisation of the effects of local correla-
tion with a simple implementation that can be adapted
to the configuration of a distributed array, or DAS cable.

3 Illustrations of inter-station correla-
tions

In Figure 1 we see significant differences between the
net effect of sources for the seismometer and DAS con-
figurations. For the correlation of a pair of seismome-
ters, the dominant contribution lies in a cone behind
the stations with a significant width of potential useful
zone. Contributions will be muted by the effect of ge-
ometrical spreading, but if sufficient noise sources are
present over time, stackingwill readily enhance the cor-
relation functions. For correlations of channels along a
DAS cable the strong orientation effects limit the zone of
most effective sources. In this case, noise sources trav-
elling beside the cable canbe exploited to create stacked
correlation functions.
We here illustrate the exploitation of the correlation

properties of trafficdominated noise fields in two differ-
ent configurations associated with independent experi-
ments.
The first case is a nodal experiment adjacent to a ma-

jor highway in southeastern Australia, where the array
stretches perpendicular to the highway on a dry lake
bed. The dispersion of Rayleigh waves across the nodes
allows the delineation of the thickening sediments. The
second case shows how a DAS cable running along a
street in Bern, Switzerland can be used to extract cor-
relation functions that provide insight into the nature
of the noise field with secondary sources linked to road
conditions and also to characterise the near-surface
structure from Rayleigh wave dispersion.

3.1 Large-N array - Lake George experiment
near Canberra, Australia

The Lake George nodal array was a short-term seis-
mic experiment conducted on a then dry lake bed lo-
cated ∼35 km northeast of the Australian capital city,
Canberra (Figure 3). This experiment was conceived
and led by Meghan Miller from the Australian Na-
tional University. The nodal array included 97 three-
component SmartSolo sensors recording continuously
with 250 Hz sampling rate, and was operated between
December 2020 and January 2021 with an average inter-
station spacing of 30–40 m. The array configuration is
mainly composed of five lines right next to and perpen-
dicular to the Federal Highway connecting Canberra
to Sydney, thus recording dramatic amounts of traffic
noise. Apart from the five lines, this array also in-
cluded three nodes as a separated group about 500 m
away from the nearest stations in the west to increase
the array aperture. To the southeast, the array lies about
15 km away from the capital wind farm, with a series
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Figure 2 (a) Relative phase between the contributions from propagation from a source to the two stations and the inter-
station path. (b) Net effect of modulating the phase term by geometrical spreading. The configuration is the same as in
Figure 1.

of windmills operating continuously during the deploy-
ment time.

Cross-correlations across the array
To process the traffic noise data, we take advantage of
the open-source Python package NOISEPY (Jiang and
Denolle, 2020), which is a high-performance tool de-
signed specifically for large-N ambient noise seismol-
ogy. In NOISEPY, the main noise data processing pro-
cedures generally follow the conventional workflow of
Bensen et al. (2007) and are briefly described below.
First, continuous noise data are down-sampled to

60 Hz sampling rate, before they are cut into 4-hour long
traces. Each trace is further divided into 15-min seg-
ments with a 75% overlap between adjacent segments
to increase the signal-to-noise ratio of the stacked cross-
correlation functions at a later stage. Any 15-min seg-
ments with maximum amplitudes over 10 times the
standard deviation of the amplitude within each 4-hour
window are removed to reduce contamination from
large transient signals (such as earthquakes). Second,
the mean and trend of the remaining time series are re-
moved before a taper and a 4-pole 2-pass Butterworth
filter with corners at 0.05–28 Hz are applied. To further
reduce the effects of large transient signals, each time-
series is normalized by the corresponding smoothed
version produced using a moving average over a win-
dow length of 500 samples. The cross-correlation is
then calculated in the frequency domain and a moving
average with a window length of 20 samples is used to
smooth the source and receiver spectra. Finally, the
cross-correlations of the small-time windows are lin-
early stacked for each station-pair, generating about
4650 stacked cross-correlation functions across the ar-
ray.
Since the above procedures are applied to all three

components of each station, each station pair has nine
components of cross-correlation functions in the R-T-Z
system, i.e., RR, RT, RZ, TR, TT, TZ, ZR, ZT, and ZZ (with
thefirst letter denoting the component of the source sta-
tion and the second letter the receiver station), forming
a complete correlation tensor.
We focus on the frequency band of 1–10 Hz to take ad-

vantage of the dominant signals from traffic noise. Fig-
ure 4(a) displays the filtered vertical-vertical (ZZ) cross-
correlation functions for the station pair LG015–LG049
stacked over every 4-hour time window throughout
the deployment time. Strong asymmetric features can
be observed with the negative lag displaying generally
higher frequency energy than those in the positive lag.
This is due to the dominant origin of traffic noise from
the west. Though strong coherency exists in the corre-
lations through time, some variations can also be ob-
served, possibly due to the changing traffic conditions
on the highway. To quantify the similarities, we com-
pute the correlation coefficients of each trace relative to
the final stacked (i.e., mean) cross-correlation function
(Figure 4b). When the traffic is active, the resulting cor-
relations are almost the same as the final stack with the
associated correlation coefficients mostly larger than
0.9. During quiet times, particularly the Christmas and
New Year holidays, the 4-hour cross-correlation func-
tions are significantly different from the average with
correlation coefficients as low as 0.5. A comparable
analysis for a pair of stations on opposite sides of the
highway (LG069–LG094) is shown in Figure S3 of the
Supplementary Material. The temporal pattern is in
phase with that in Figure 4, indicating the greater im-
portance of traffic conditions than station location.

To further demonstrate the time dependence of
the cross-correlation functions, we stack the cross-
correlations using different time periods and matrices
and summarize the resulting waveforms in Figure 5.
As can be seen from the figure, the stack over the 4-
hour timewindowwith busy traffic conditions (between
11 am and 3 pm each day) is almost the same as the final
stack as well as the stack using waveforms of high cor-
relation coefficients relative to the final stack; while it
is distinct from the stack using a same length of 4-hour
timewindowbut crossingmidnight (between11pmand
3 am). Such behaviour shows little frequency depen-
dence within the 1–10 Hz band investigated here (see
Supplementary Material Section S1.2). This further in-
dicates that the coherent contributions from the traffic
noise dominate the final stacked cross-correlation.

5
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Figure 3 The station distribution of the Lake George Seismic array in Australia. The inset shows the geographic location of
the array (red arrow) with respect to the Australian continent.

Figure4 (a) The4-hour stackedcross-correlation functionsover theentiredeployment time for thestationpairof LG015and
LG049 plotted in matrix form. (b) The final stacked cross-correlation for the station pair by taking the mean of the 2D matrix
in (a). (c) The correlation coefficients (CC) of each trace relative to the mean. The red dashed line denotes the correlation
coefficient of 0.9.

Enhancing Rayleigh wave signals

Due to the complex waveforms of the cross-correlation
functions, we enhance the Rayleigh wave signals as-
suming retrograde elliptical particle motion by manip-
ulating the cross-component of the correlation tensor.

This is achieved by following equation 3 of Nayak and
Thurber (2020). We refer to the resulting correlation
function as the M0 component. The general idea be-
hind this process is to correct the different initial phases
of the fundamental-mode Rayleigh wave (assumed to
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Figure 5 Comparison of stacked cross-correlation functions using different time periods and matrix. S1 is the stack of all
cross-correlation functions (same as the black line in Figure 4a). S2 is the stack of all cross-correlation functions with a corre-
lation coefficient large than 0.7 relative to S1. S3 is the stack of correlation functions over the time window 11 am–3 pm. S4
is the stack of correlation functions over the time window 11 pm–3 am each day.

have retrogrademotion) on different cross-components
and stack them to boost the signal. A similar approach
has also been applied in van Wijk et al. (2011), Takagi
et al. (2014), and Gribler and Mikesell (2019). We also
performed an equivalent procedure to enhance the pro-
grademotion using the cross-component of the correla-
tion tensor but found generally weak coherent energy.
This suggests surface wave energy is dominated by ret-
rograde motion in the correlation functions from the
traffic noise.

Dispersion extraction
To extract the dispersion information, we apply slant-
stacking in the c−ω domain to theM0 correlation func-
tions,

(8)F (c, ω) =
1

N

∣

∣

∣

∣

∣

N
∑

r=1

eiφreiω|xr−xs|/c(ω)

∣

∣

∣

∣

∣

,

where φr denotes the phase of the cross-correlation
function between source station s and receiver station
r at an angular frequency ω, c is the phase velocity, x

is the station location, and |xr − xs| is the distance be-
tween the station-pair r and s. F is the sumof thephase-
shifted cross-correlation functions over a total of N re-
ceiver stations in the neighbouring region of each sta-
tion source (xs). In spite of its simplicity, this method
has been demonstrated to be effective for extracting
short period dispersion data (< 5 s) from dense arrays
to characterize sedimentary structures (e.g., Nayak and
Thurber, 2020; Jiang and Denolle, 2022).
We adopt a two-step approach to construct a phase

diagram for a single site via the slant-stacking method
represented by equation 8. Firstly, we define a receiver
bin with a radius of 150 m around each station and pair
each stationwithin the receiver binwith a virtual source
station that is at least 300 m away from the bin center
to respect the plane-wave assumption underlying equa-
tion 8. The slant-stacking using these cross-correlations
generate one phase diagram for this receiver bin. Sec-
ondly, we linearly stack the phase diagrams from all

virtual sources satisfying the above distance criteria to
form the final image for that receiver bin. Figure 6(a)
shows one example of the final phase diagram for the
receiver bin centered around LG015, and clear, coher-
ent and relatively simple dispersion energy can be ob-
served over the 0.1–0.4 s period range. We then extract
the dispersion data by tracking the maximum envelope
of the stacked data and quantify the uncertainty using
the band of 90% of the maximum energy at each pe-
riod. We conduct the above procedure for each receiver
bin, and the 30–40 m inter-station spacing allows us to
extract high-quality dispersion data at 0.1–0.4 s period
range across most of the array (except the western edge
with sparse stations as well as a topographic change).
Figure 6(b) shows the period dependent phase velocity
variations across the five lines of the array with the ma-
jor feature of the increasing period range for low veloc-
ities when moving to the east. This reflects the gradual
thickening of a slow and weak regolith layer in the re-
gion fromwest to east, as the stationsmove out onto the
dry lake bed.

3.2 DAS correlation along Bern Street,
Switzerland

This DAS deployment was a pilot experiment con-
ducted in Bern, Switzerland in November 2019 by a
group from ETH Zürich, under the direction of An-
dreas Fichtner. The experiment ran for 2 weeks, and
utilised ‘dark’ telecommunication fibre – currently un-
used fibres within telecommunication fibre cables (ac-
cess provided by the SWITCH foundation). The fibre
optic cables are believed to be housed in a plastic con-
duit, buried at a depth of ∼0.7 m beneath the surface of
the road. During construction, this conduitwas covered
with sand before the road surface was laid on top, and
is likely to have been cemented in places (for example,
near manholes).
The DAS layout consisted of ∼3 km of cable in a T-

configuration, with the signal reflected at the far end,
resulting in signal measured over ∼6 km of fibre, with
repeating sections. Data were collected using a Silixa

7
SEISMICA | volume 2.2 | 2023



SEISMICA | INVITED RESEARCH ARTICLE | Local station correlation

Figure 6 (a) The final dispersion diagram for the receiver bin centered around the station LG015. The pink circles show the
extracted phase velocities at each period with the error bars representing the associated uncertainties. (b) The variations of
extracted dispersion across the five lines of the array with line 1 representing the northernmost and line 5 the southernmost.
The horizontal axes represent the index of the corresponding receiver bin (not necessarily same to the station location) from
the east.

iDAS Version 2.4 interrogator, with a 200 Hz sampling
rate, 2 m channel spacing and a 10 m fixed gauge length.
For the production of cross-correlations in this study,

we chose to use the∼1 km section of fibre running along
Länggassstrasse (Figure 7), to allowus to assume thatwe
are only seeing Rayleigh surfacewaves, without compo-
nents of Love waves. The road was treated as a separate
top and bottom section, to avoid any complications aris-
ing due to the slight bend in the road. The southern sec-
tion lies on glacial gravels, whilst at the northern end of
the street there is a transition to moraine material (Ket-
terhals et al., 2000).
The anthropogenic noise sources in this experiment

are primarily cars and buses travelling along the road,
parallel to the fibre (as illustrated in SupplementaryMa-
terial S2.1). Themain train station for the city is also sit-
uated at the end of the fibre, resulting in more diffuse
train noise (as the trains do not pass directly on top of
the fibre).
For much of the length of the Bern street, the road is

bordered by substantial concrete basements. Such bar-
riers in the near surface tend to channel surface waves
along the road conduit. At the northern end of the
road near point a the situation is more open, and there
are fewer concrete structures below ground close to the
road. The road also has regular manholes marking ac-
cess points to the subsurface and these structures also
act as scatterers to produce a more complex wavefield.

Computation of cross-correlations
Mean and linear trends were first removed from the
raw data. We then computed cross-correlations, using
1-hour windows of night-time data (spanning 11 pm –
5 am, local time), as we found that this time period con-
tained fewer noise sources directly on top of the fibre,
therefore the noise field was more diffuse and homo-
geneous. We also applied spectral whitening, to sup-
press the most dominant peaks in the frequency spec-
trum (Bensen et al., 2007).

Cross-correlations were computed for 100 m sections
of the fibre - the northernmost channel along the
straight section of the fibre was used as a virtual source,
and a 1-hour window of data was cross-correlated with
the same hour for all other channels within this 100 m
section (at distances of 2 m, 4 m, etc.). All defined night-
time hours were then stacked (6 hours per night for
12 days, totalling 72 1-hour windows), from which we
kept the central 4 seconds of each stack to reduce the
final data volume. This process was then repeated for
each channel along the fibre, using each channel as a
virtual source and producing a cross-correlation record
section covering 100 m. We were limited to just 100 m
distance due to the presence of significant secondary
sources along the fibre, resulting in non-ideal cross-
correlations, with many additional signals present (see
Supplementary Material S2.2).
An example of a cross-correlation section using chan-

nel a as the virtual source is displayed in Figure 8, show-
ing the complex nature of the observed signals, largely
due to the presence of secondary sources.
F-k filtering was applied to all the cross-correlation

record sections, in order to remove signals propagating
in the opposite direction to the desired signal, and this
largely eliminates the extraneous effects.

Production of dispersion curves
In order to produce dispersion curves from our cross-
correlation record sections, we apply the MASW (Multi-
channel Analysis of SurfaceWaves) method outlined in
Park et al. (1998, 1999). MASWhas alreadybeen success-
fully applied to DAS data; for example in Lancelle et al.
(2021). Thismethod is almost identical to the slant-stack
described in section 3.1, however, following Park et al.
(1999), there is a normalisation of each spectra with its
own absolute value, to ensure equal weighting of each
trace. Additionally, we use a phase-weighted stack to
help the dispersion curve to convergemore quickly (e.g.
Cheng et al., 2021). Examples of the resulting dispersion
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Figure 7 Map showing the fibre section used to produce cross-correlations (blue). The red circles a and b denote the posi-
tions of a reference northern and southern channel along the DAS line. Note the proximity of the Bern main train station to
the southern end of the fibre. The inset map shows the location of Bern (red circle) within Switzerland.

curves are shown in Figure 9.
In spite of the complex nature of the data and the

short inter-channel distances over which the cross-
correlations are computed, we are still able to produce
reasonable dispersion curves, particularly for frequen-
cies between 10 and 21 Hz. The subsurface phase veloc-
ity along the DAS array is expected to be low for higher
frequencies, as the street is built upon unconsolidated
sediments; particularly late glacial retreat gravels and
alluvial sands (Ketterhals et al., 2000). While the disper-
sion curves show some variability and local oscillations,
this is not unexpected given the complex geological and
anthropogenic structure along the street (concrete in-
frastructure built on top of soft sediments, with bedrock
beneath).
The dispersion behaviour for the southern segment

(Figure 9b) is more coherent. This portion of the road
has consistent geology and a similar building style with
basements directly lining the street. At the northern
end there ismore variation in surface geology and some
buildings lie further away from the road. The net result
is a lower-quality of dispersion estimate (Figure 9a). The
higher phase velocities seen for lower frequencies (<
10 Hz) correspond to the presence of bedrock at depths
of ∼40 m.

In Bern, Switzerland, the road is bounded by deep
concrete structures and multiple access points along
the road that act as secondary sources and need to be
treated with careful processing. These structures lie
just in the zonemost strongly sampledby surfacewaves.
There is a major contrast with a similar experiment
in Athens, Greece where only minimal processing was
needed, with good coherent signal for hundreds of me-
tres. The built environment in Athens does not have
such consistent deep structures and so there are fewer
impediments for surface wave propagation.

4 Discussion
For situations where noise sources are well charac-
terised, such as traffic noise, it is frequently possible
to adapt experimental layouts to make good use of the
source and its directionality. Where space allows it can
be feasible to lay out lines of recorders just beside a
highway, mimicking the way that active source seismol-
ogy is conducted using seismic vibrators to generate
strong seismic energy along the road. Several seismic
experiments have demonstrated the feasibility of such
array-source configurations to generate reasonable dis-
persion results. For example, Zhang et al. (2020) con-
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Figure 8 An example of a 100 m cross-correlation record section, produced using channel a as the virtual source, and cross-
correlating with each of the other channels within a distance of 100 m to the south.

Figure9 Acomparisonbetween thedispersioncurvesproducedat channelaat thenorthernendof the fibre (a) andchannel
b at the southern end of the fibre (b). We observe a significant decrease in the quality of dispersion curves towards the
northern end of the fibre. The circles indicate picked phase velocities with frequency, in increments of 0.5 Hz, where the
dispersion curves were deemed to be reliable.

duct a seismic survey of 352 geophones along a country
road in the North China Plain and managed to extract
dispersion curves up to 18–20 Hz rangeusing 80minutes
long segments of continuous trafficnoise. The resulting
dispersion has also been benchmarked with that from
active source survey. Quiros et al. (2016) deployed about

100 geophones along a railway within the Rio Grande
rift, New Mexico, and used about 120 hours of continu-
ous train noise to extract Rayleigh wave dispersion data
up to 12 Hz. They also managed to reveal clear, direct
and reflected P-wave signals. However, the proximity
of the seismic arrays to a highway or a railway means
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such environments can have a modified structure. As
we have seen for the Lake George experiment, an al-
ternative is to work with an array perpendicular to the
road, so that only a small portion of the highway acts as
apersistent source as trafficpasses through the zone. By
getting away from the immediate vicinity of the road the
siting is improved and extraneous noise reduced. How-
ever, we note that such configurations sometimes could
be limited by space and environmental concerns.
Many DAS cables are laid under roads or just beside

them, as in the Bern Street, and then the traffic noise
can be exploited directly with signals aligning with the
axis of the cable as detected by themodification of laser
scattering in the DAS system. However, a cable laid par-
allel to the road but at somedistance from the road itself
largely picks up broadside signals and the axial compo-
nent isweak (Douet al., 2017). In these circumstances, a
perpendicular DAS cable can be used with the effective
source being the passage of vehicles through a rather
narrow part of the road, thanks to the DAS inclination
factors. Dou et al. (2017) have demonstrated that such a
perpendicular cable can be used for time lapse analysis.
Often the layout of DAS cables, as in dark fibre, is deter-
mined by the most convenient geometries for telecom-
munication purposes and so the orientation may not
be ideal for seismic applications. It may be possible
to compensate to some extent with directional correc-
tions, but it is probably preferable to choose portions of
the DAS cable for analysis that have the best orientation
(e.g., Fang et al., 2022).
When the source of noise is not known or there are

many different forms of noise, such as trafficnoise from
many directions, there are a different set of challenges.
Conventional analysis of arraybehaviour is basedon the
response to a plane wave with a specified slowness. For
a set ofN sensors at positions xj relative to a reference
site at a suitable origin, the linear array sum for fre-
quency ω as a function of slowness s takes the form

(9)S(s, ω) =

N
∑

j=1

wje
iω[s.xj ],

where the terms wj allow for signal weighting by sen-
sor. The array response S(s, ω) is a scaled version of the
Fourier transform with respect to the wavenumber of a
set of weighted delta-functions placed at the array posi-
tions. The same functional form is derived irrespective
of the slowness of an incomingwave p, with the pattern
shifted to be centred on p and characterised by the dif-
ferential slowness ∆s = p − s. The function S(∆s, ω)
can be characterised by calculating the response for a
vertically incident wave for which s1 = s2 = 0. Good ar-
ray designs display a strong central lobe in the array re-
sponse, with weak secondary peaks well removed from
the origin.
For DAS systems, the strain-rate response is modu-

lated by the slowness p and the directional factors at
each segment of the cable depend on the specific in-
comingwave. As demonstrated byNäsholm et al. (2022)
andKennett (2022), the result is that the actual response
is distorted from the ideal expressed by equation 9with

bias toward larger slowness. Nevertheless the array re-
sponse (equation 9) remains a useful comparator.
For each array configuration specified by the set of

points {xj}, there is an associated “co-array” (Haubrich,
1968) comprising the vectors

(10)Xij = xi − xj , i, j = 1, 2, . . . , N.

In the context of inter-station correlation, the pattern
of the co-array specifies the sampling achievable. For
optimum performance when using correlations, we de-
sire both a reasonable array response function and thor-
ough sampling by the co-array vectors.
Maranò et al. (2014) have presented an optimisation

scheme for the design of small arrays with an objective
function based on the character of the array response.
For the co-array, it is not obvious what would be the
most suitable criterion for any optimisation. Haubrich
(1968) used a space-filling approach based on direct
search for a small number of sensors, but this is not easy
to generalise. Here we use the visual properties of the
co-array as a guide to its behaviour.
We consider arrays with around 36 elements, suf-

ficiently large to show complex character but small
enough that the nature of the response can be readily
appreciated. We first look at designs that can be read-
ily implemented with a suite of seismometers, and then
transfer attention to the case forDASwhere the ‘sensors’
are required to be directly connected.

Co-Array for large-N array deployments
In Figure 10 we compare the behaviour of three designs
using 36 elements and uniform weighting. The first
is based on a rectangular 6×6 configuration, to which
mild dithering has been applied to provide some dis-
tortion of the regularity. Such configurations are often
used for large-N array deployments. The second uses
a random configuration that ends up with rather vari-
able spacing of stations. The third uses a 6-arm spiral
array (Kennett et al., 2015). Despite the effort to reduce
the regularity of the near-rectangular array, very strong
side-lobes appear in the slowness response and the co-
array shows concentrations of vectors. The side lobes
of the array function are not too close to the main lobe
so that suitable windowing can be found, but the co-
array behaviour is restrictive. In contrast, a random ar-
ray achieves a good co-array pattern and side-lobes of
the array-function are much suppressed. It is unlikely
that such a patternwould be chosen for field implemen-
tation, but it demonstrates the merits of breaking regu-
larity. The array designs of Haubrich (1968) based on
co-array properties also show a mixture of concentra-
tion and sparseness. The third array with spiral arms
achieves a good compromise in array behaviour. The
local side lobes are suppressed near the main lobe and
there is a good azimuthal and distance coverage in the
co-array. Such arrays also have the merit that their
properties are resilient to distortions introduced in lay-
out and even missing stations (Kennett et al., 2015),
whilst achieving good areal coverage.
From Figure 10 we can see that it is desirable to min-

imise regularity in the layout of a large-N array where
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Figure 10 36 element array responses showing the geometrical layout, the co-array behaviour and the array function in
slowness space for a 1 Hz signal. (a) Rectangular array with mild dithering; (b) a 36-element random array with similar aper-
ture; (c) a 6-arm spiral array.

the primary aim is the exploitation of inter-station cor-
relations, and there is no dominant noise source. A
set of patches exploiting simple spiral-arm layouts can
achieve comparable areal coverage and improved array
behaviour without too great experimental complexity.

Co-Array with orientation factors for DAS
When we turn to the design of DAS configurations with
a broad range of noise sources, we are faced with the
topological necessity that all sensor locations can be
connected by a single cable. To allow direct compari-
son with the arrays in Figure 10 we have scaled DAS de-
signs up to comparable size and selected only about 36
elements on each cable.
The regular co-array is very helpful for assessing

the potential of an array of seismometers for cross-
correlation analysis, but when we consider an applica-
tion to DAS arrays we also need to bear in mind the in-
fluence of cable orientation relative to the path between
the stations (cf. Martin et al., 2021).
At the two stations being correlatedwith anglesψ1,ψ2

between the local cable configuration and the path be-
tween the stations, the scaling factor for Rayleighwaves
due to the relative orientation is

(11)R = cos2 ψ1 cos2 ψ2, 0 ≤ R ≤ 1;

and the equivalent factor for Love waves is

(12)L = sinψ1 cosψ2 sinψ2 cosψ2, − 1
2 ≤ L ≤ 1

2 .

For each vector in the co-array we can associate these
orientation factors and so assess the effectiveness of the
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Figure 11 DAS array responses showing the geometrical layout with the cable orientation at each sample point marked,
the co-array behaviour with orientation factors and the array function in slowness space for a 1 Hz signal. The arrays are
scaled to match those in Figure 10. (a) Archimedean spiral with 36 elements; (b) 36-element fan using a continuous cable.
The amplitudes of R and L orientation factors for Rayleigh and Love waves from equations 11 and 12 are plotted for each
vector in the co-array, with the L factor superimposed on the centre of the larger R symbol. Stronger colours indicate the
expectation of good cross-correlation results for the wave type.

array design for the analysis of ambient Rayleigh waves
and incidentally examine where there may be the pos-
sibility of picking up sensitivity to Love waves. In the
DAS co-array plots we display both the R and L fac-
tors for each vector. The R factors are shown in red
and the inner, half-size, L factors in cyan. The inten-
sity of the colour indicates the level of potential recov-
ery – very weak factors are faded towards white. Thus
distinctly visible co-array vectors indicate the combi-
nations of inter-station separation and orientations for
which good correlation results can be expected.

In Figure 11we show twopossibleDAS configurations
with reasonable properties for both slowness response
and co-array properties. The first is the Archimedean
spiral considered by bothNäsholmet al. (2022) andKen-
nett (2022). Even where the cable does not complete
a full loop, the geometry of the co-array including the
orientation factors gives good azimuthal coverage for
Rayleigh waves – though there is some clumping in dis-
tance.

The second design, a fan array with 36-elements, is
aimed to exploit the roughly 60° span around the vec-
tor between ‘sensors’ that will make an effective contri-
bution to the correlation. With 6 such cable segments,
and their external coupling, surprisingly good proper-

ties are achieved. As might be expected, the strongest
Rayleigh factors are associated with direct propagation
along the arms of the fan, but reasonable sensitivity for
Rayleigh waves is achieved across a wide range of direc-
tions. For such an array configuration, somemild irreg-
ularity in layout could also be beneficial by spreading
the range of azimuths. A similar ‘umbrella’ design for
a DAS layout has been suggested by van den Ende and
Ampuero (2021), but they do not provide any analysis of
its performance.

In general, we see that the Rayleigh wave response
for the arrays dominates that for Lovewaves, evenwhen
the DAS cable has a significant curvature. For both DAS
designs, the L factors remain quite small for most sta-
tion pairs (Figure 11), so that Love wave contamination
of Rayleighwave results will only become an issue if the
local ambient noise has much stronger Love wave con-
tent. It is possible to weight array contributions to en-
hance Love waves and suppress Rayleigh contributions
(e.g. Kennett, 2022), and such schemes are likely to be
needed to extract and identify Love waves.

With a DAS cable it is possible to use a much larger
number of recording positions than illustrated in Fig-
ure 11, so that the discrete spots will spread into diffuse
patches. It is also possible to select the portions of aDAS
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cable to be used for correlation, so that poorly oriented
segments or linking loops can be excluded.
Future DAS interrogators may prove capable of han-

dling multiple cables simultaneously, and then a wider
range of designs will become feasible. Already, some
experiments use two separate interrogators that allows
more complex geometrical configurations to be ex-
ploited if a common time base is available.

5 Conclusions
For both large-N array and DAS experiments it is pos-
sible to extract the correct dispersion behaviour for
Rayleigh waves from cross-correlated records even
though the amplitude factors differ from the true
Green’s function between the stations. With careful
processing to remove extraneous signals, e.g., reflec-
tions from lateral structures, well-defined modal dis-
persion can be achieved for the fundamental mode at
higher frequencies. The lower frequency limit depends
on the maximum spacing between stations in an array
deployment and on the maximum span with coherent
behaviour along a straight segment of cable for DAS
work. The high frequency end for DAS arises from the
influence of gauge length averaging to produce the local
strain-rate signal (e.g., Näsholm et al., 2022). In princi-
ple, the unaliased wavefield attainable with DAS allows
the extraction of multiple modes, but this depends on
the nature of the excitation. For surface sources such
as traffic, low surface wavespeeds and a strong vertical
gradient in wavespeed provides favourable conditions
for higher mode excitation.
When working with traffic as a source of noise, good

results can be achieved provided that a significant com-
ponent of the noise sources lies inline with recorder
pairs. For large-N arrays, the requirements of placing
recorders very close to the traffic can be a limitation for
deployment parallel to the road. Fortunately a perpen-
dicular arrangementworks just aswell, though again lo-
cal circumstances may affect the ease of deployment.
For DAS, dark fibre is commonly within a conduit un-
der or just at the side of roads, so recorder pairs are nat-
urally in a suitable arrangement. Where cable is to be
laid specifically, a line perpendicular to a roadmay well
prove easier to install.
For situations with a broad distribution of noise

sources it is desirable to use deployment configurations
that provide a wide range of measurable azimuths. The
use of rectangular grids for large-N array deployment
does not meet this objective at all, even when deploy-
ment is non ideal. Alternative space-filling designs can
provide better azimuthal control. For DAS, even though
the recording points have to lie along a continuous ca-
ble, we have been able to show that it is possible to
achieve effective azimuthal coverage with simple con-
figurations.
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Abstract Eikonal tomography has become a popular methodology for deriving phase velocity
maps from surface wave phase delay measurements. Its high efficiency makes it popular for han-
dling datasets deriving from large-N arrays, in particular in the ambient-noise tomography setting.
However, the results of eikonal tomography are crucially dependent on theway inwhich phase de-
laymeasurements are predicted fromdata, a point which has not been thoroughly investigated. In
this work, I provide a rigorous formulation for eikonal tomography using Gaussian processes (GPs)
to smooth observed phase delay measurements, including uncertainties. GPs allow the posterior
phase delay gradient to be analytically derived. From the phase delay gradient, an excellent ap-
proximate solution for phase velocities can be obtained using the saddlepoint method. The result
is a full Bayesianposterior distribution for phase velocities of surfacewaves, incorporating thenon-
linear wavefront bending inherent in eikonal tomography, with no sampling required. On studying
these posterior distributions, the outcomes of these analyses imply that the uncertainties reported
for eikonal tomography are often underestimated.

Non-technical summary Eikonal tomography is an imaging method that uses slight vari-
ations between seismic waves trapped at the surface of the Earth to infer information about the
properties beneath the surface. To be able to perform the best possible eikonal tomography, we
need tobe able to predict in betweenmeasurements of these variations at different seismic record-
ing stations as best we can. Furthermore, end-users of seismic tomography require information
about the uncertainty of the images. In this paper, I perform this prediction using Gaussian pro-
cesses (GPs), a method with particularly nice mathematical properties. The GP prediction results
in robust uncertainty measurements for our imaging problemwithout many of the computational
difficulties associated with other uncertainty quantification methods.

1 Introduction
Surface wave tomography is a cornerstone imaging technique for the investigation of the crust and upper mantle.
However, due to the significant non-planarity of scattered surface waves, interpretation of surface wave data is not
straightforward (e.g., Wielandt, 1993). Despite this issue, the increasing proliferation of dense seismic arrays, com-
bined with the advent of ambient-noise correlation methods, has motivated intense study into surface wave tomo-
graphic techniques. To ameliorate the great cost of nonlinear ray tracing for large inverse problems, a large part of
this study has focused on methods that derive surface wave properties from only local information contained in the
wavefield. Beginning with a wavefield perturbation approach (e.g., Friederich et al., 1994; Friederich andWielandt,
1995; Pollitz, 2008), theoretical efforts in local surface wave inversion have since concentrated on direct measure-
ment of wavefield derivatives (e.g Lin et al., 2009; Lin and Ritzwoller, 2011; de Ridder and Biondi, 2015; de Ridder and
Maddison, 2018). Likely owing to its simplicity, the most popular extant method is eikonal tomography (Lin et al.,
2009), which relies on the determination of the wavefield phase gradient across an entire local or regional array. For
a single surface wave mode propagating with phase velocity Cp, frequency ω, phase delay T and amplitude A, the
Helmholtz equation implies that (Tromp and Dahlen, 1993)

(1)1

C2
p

= |∇T |2 −
∇2A

ω2A
.
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Simplifying this relationship under the assumption that the frequency of thewave is large compared to perturbations
in the wave amplitude gives us the eikonal equation:

(2)Cp =
1

|∇T |
.

Eikonal tomography uses Equation 2 to directly infer local phase velocity from local phase gradient. A distinction
compared to local gradiometry is that calculation of the phase gradient is performed simultaneously for all desired
locations by fitting a delay curve across an array, rather than by local analysis of sub-arrays (Langston, 2007a, e.g.,).
The assumption that the wavefront is smooth relative to frequency is strong, but the difficulty associated with mea-
suring wavefront curvature accurately has ensured that eikonal tomography remains a central technique in array
analysis. Application of eikonal tomography in practice has typically resulted in images comparable to other tomo-
graphic methods and Helmholtz tomography (which uses Equation 1 directly), especially when results are averaged
azimuthally (Bodin and Maupin, 2008; Lin et al., 2009; Lehujeur and Chevrot, 2020). While the typical use case of
eikonal tomography is surface-wave phase-velocity inversion (a 2D problem), other potential use cases of eikonal to-
mography could include 1D linear inversions along DAS arrays (e.g. Yang et al., 2022) or 3D inversions of first arrivals
within mine arrays (e.g. Mandic et al., 2018), so interpolation schemes that work well in arbitrary dimensions are
useful for eikonal tomography workflows.

In this work, I employ Gaussian process theory (Rasmussen and Williams, 2006) to derive semi-analytic closed-
form approximations for the posterior distribution of eikonal-equation-based phase-velocity measurements using
the saddlepoint method (Butler, 2007). In this case, semi-analytic means that the posterior approximations have a
single parameter that must be solved using constrained minimization techniques — no Monte Carlo methods need
be used. As a result, the approximate posterior can be calculated very quickly. As an intermediate result, I derive
fully analytic posteriors for the gradient of phase delay. The delay gradient posteriors can be sampled using standard
multivariate normal random number generators, which provides an efficient way to compute arbitrary statistics of
the GP posterior when the semi-analytic approximations are difficult to obtain.

2 Eikonal tomography from derivatives of Gaussian processes
The least well-defined problem in eikonal tomography is how to go from point measurements of phase delay to the
phase delay gradient map (Lin et al., 2009). It is in this process that the practitioner has the greatest control over
the resulting phase velocity map; intuitively, we can immediately see that over-smoothing the map will result in a
measurement of Cp that is too large; conversely, maps that are too rough will result in too small Cp. Past studies have
typically employed splines (either in tension (e.g., Lin et al., 2009; Lin and Ritzwoller, 2011) or smoothing (Chevrot
and Lehujeur, 2022)) to perform prediction. The spline framework is a robust general interpolation or smoothing
method, however in its basic formulation it gives a single maximum-likelihood estimate of the prediction, with no
associated uncertainty information. As I later show in the paper, phase velocities derived by eikonal tomography are
biased due to the presence of uncertainty, so it is important to understand the scale of uncertainties when creating
eikonal tomography maps.

This study aims to place the problem of estimating an optimal phase gradient map on a robust Bayesian footing,
where all assumptions are explicit, adjustable, and optimizable in the face of the data. In this study, the problem of
predicting phase delay measurements is posed as a Gaussian process (GP) regression (often referred to as Kriging in
geostatistical literature) — we will see that this framework meets the desiderata for estimating phase gradients. GPs
are a particular framework for defining distributions over function spaces (Rasmussen andWilliams, 2006). GPs have
the property that any finite collection of points sampled from them will have a multivariate Gaussian distribution.
A GP is defined by a mean function m(x) and covariance function k(x, x′), which generate the mean and covariance
matrix of a finite collection of points drawn from the GP. Concretely, for any collection of points (x1, x2, ...xn) and
associated function values (d1, d2, ...dn), the GP model assumes that

(3)
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where N(µ, Σ) is a multivariate Gaussian with mean vector µ and covariance matrix Σ. In the context of regression,
this leads to a powerful result — if we assume a GP prior for an unknown function, and we then observe data with a
Gaussian likelihood, the posterior distribution for the unknown function will also be a GP. Thus, GPs fully general-
ize finite linear regression and Gaussian inverse problems to the function space setting (Valentine and Sambridge,
2020a,b). As differentiation is a linear operation, derivatives of GPs are again also GPs. Wewill use these properties to
derive closed-formposterior distributions for the derivatives of observed data under a GP prior. While themotivating
example is eikonal tomography, these techniques are applicable to regression problems generally. Derivatives of GPs
have long been used in the dynamical control community (e.g. Solak et al., 2002; Rasmussen, 2003). Closer in spirit
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to seismology, GP derivatives have also been applied to the identification of geodetic transients (Hines and Hetland,
2018). The presentation described here is generalized fromMcHutchon (2014).

In this manuscript, bold font refers to collections of observed data and capitals to matrices. Boldfont capitals are
therefore collections of n data in m coordinates and will have dimensions n × m. Coordinates (i.e., x) may be vector
quantities but will not be boldfont. To begin, assume that there are measurements (X, d) of the observed phase
delay d at points X. Assume that the data d are noisy; for the purposes of exposition this is taken to be identically
distributed Gaussian noise η with the distribution N(0, σ), but arbitrary multivariate Gaussian noise distributions
with data covariance CD are also easily handled by GP theory. This implies that there is an unknown true phase
delay field T (x) with

(4)d = T (X) + η.

The objective of eikonal tomography is to know the field T (x) so that we can differentiate it and get Cp. I assume that

(5)T (x) = T0(x) + r(x)

where r is a zero-mean GP and T0(x) is a reference phase delay field, for example for a laterally homogeneous
medium. Therefore, T (x) is a GP with mean T0(x).

(6)T (x) ∼ GP (T0(x), k(x, x′)),

where k(x, x′) is the assumed covariance function. It should be noted that r is a distribution over functions; it incor-
porates uncertainty due to errors in the observed data and the effect of heterogeneities on the travel time function.
r in effect models the residuals between the reference model T0 and the observed data. For the examples in this
work, I will use a squared-exponential kernel with independent length scales in each dimension for the covariance
function:

(7)k(x, x′) = a2 exp

(

−

m
∑

i=1

(xi − x′
i)

2

2l2
i

)

.

This covariance function promotes very smooth fields with characteristic amplitude a (it is infinitely differentiable),
and provides a degree of flexibility that improves regression performance in the face of inhomogeneous data obser-
vation and complex travel time fields due to the independent length scales li. This covariance function allows the
observed data points to “talk” to one another and build a smooth underlying interpolation field that captures varia-
tions in travel time due to structural heterogeneity. The hyperparameters a, l1, ... etc. are optimized by minimizing
the negative log marginal likelihood of the GP model given the observed data — this is further discussed in Section
2.2.

I also assume that T0(x) = s0|x| for a fixed reference slowness s0. Let KXX′ be the matrix of evaluating k with
rows given by X and columns by X

′. The fundamental idea of GP regression is that, given this problem setup, then
the observed data d and the predicted data T (X ′) has the joint multivariate Gaussian distribution

(8)
[

d

T (X ′)

]

∼ N

([

T0(X)
T0(X ′)

]

,

[

KXX + σ2I KXX′

KX′X KX′X′

]

.

)

By conditioning T (X ′) on the observed data d (i.e. finding the distribution of T (X ′) given fixed d) we have (Ras-
mussen andWilliams, 2006)

(9)T (X ′)|d ∼ N(T0(X ′) + KX′X(KXX + σ2I)−1(d − T0(X)), KX′X′ − KX′X(KXX + σ2I)−1KXX′).

Note that data error models with Gaussian covariance just require replacing σ2I with CD.
Figure 1 shows an example application of GP regression for obtaining T (x)|d, with comparison to the approach

based on regression using splines (e.g., Lin et al., 2009; Lin and Ritzwoller, 2011) — in this case, using smoothing
splines (e.g., Chevrot and Lehujeur, 2022). This example emulates a typical local surface wave application, using
100 data points uniformly distributed within the inversion region with 0.2 s added Gaussian noise. The squared
slowness is obtained using the method of manufactured solutions from the eikonal equation to avoid any errors
in the simulated data, and the synthetic phase delay field is strongly perturbed away from the reference model to
highlight differences between the GP and spline based methods. The GP mean and standard deviation are given
analytically, and show substantial differences with the smoothing spline fit — here, the spline smoothing parameter
is automatically set by the FitPack routine (Dierckx, 1993). In comparison to the GP, the spline performs less well,
especially in areas of data gaps. Figure 2 compares the GP reconstruction with the true values of the phase delay
map. The GP mean closely fits the true values, although the level of uncertainty becomes quite substantial near the
edges of the domain.

I cannowcalculate expectation values (themeanof the probability distribution) for the derivatives; note that from
now on I implicitly condition on d but will not write it out for ease of notation, unless it seems particularly germane
to do so. Since differentiation is a linear operation, and linear operations acting on normal distributions result in
normal distributions, the components of ∇T must also be normally distributed, and are completely specified by
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Figure 1 Comparison of the GP posterior (showing mean and point-wise standard deviation) of the estimated phase delay
with a smoothing-spline based solution for an example phase delay data set with 100 randomly distributed points and 0.2
s Gaussian noise. The data is generated using the method of manufactured solutions, assuming a seismic source at (0, 0).
There are notable differences in the estimated phase delay, especially where there are gaps in the data coverage. The differ-
ence plots show the difference between the true phase delay field and the spline solution or the GP mean respectively. The
colouring of the difference plots is arranged according to the usual seismic convention of blue being a fast and redbeing slow;
in this case blue means that the predicted arrival is fast compared to the truth and vice versa.
4 SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Bayesian eikonal tomography using Gaussian processes

x (km)

0 2 4 6 8

y
 (

k
m

)

0

1

2

3

4
GP reconstruction

1

2

x (km)

0 2 4 6 8

T
 (

s
)

0.0

2.5

5.0

y = 1.0 km

x (km)

0 1 2 3 4

𝜏(s)

3

4

5

6

y = 3.0 km
Phase Delay (s)

0 2 4 6 8

True Delay

GP Mean

GP Std. Dev.

Figure 2 Cross-sections through the GP reconstruction of Figure 1, showing the true phase delay (black), GPmean (orange)
and standard deviation (grey). The GP reconstruction is overlaid with the noisy observed delay values. The GP posterior
closely follows the true phase delay curve, with substantially higher uncertainty near the edges of the domain, even before
extrapolation. The test points used later in Figure 3 are shown by white crosses.
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their mean and covariance. The collection of means for component i are immediately given by recognizing that as
the expectation operator is also linear, it commutes with the derivative operator:

(10)
E

[

∂T (X ′)

∂x′
i

]

=
∂E [T (X ′)]

∂x′
i

=
∂T0(X ′)

∂x′
i

+
∂KX′X

∂x′
i

(KXX + σ2I)−1(d − T0(X)).

Note that the mean value of the derivatives are calculated independently for each dimension; however as we will see
they do have covariance between output points and between dimensions. For the covariance, consider n × n blocks
of the covariance matrix of size nd × nd where d is the dimension and n is the number of output points. Note that I
choose to order the hierarchy of the covariancematrix first by derivative coordinate, and second by data point index,
as it makes the notation more convenient. As the covariance is bilinear,

(11)Cov

(

∂T (X ′)

∂x′
i

,
∂T (X ′′)

∂x′′
j

)

=
∂2Cov(T (X ′), T (X ′′))

∂x′
i∂x′′

j

where I introduce the dummy variable x′′ to represent the second argument in the covariance (X ′ = X
′′, but we

want to formally differentiate in respect to the second slot only when using x′′). Continuing on,

(12)

∂2Cov(T (X ′), T (X ′′))

∂x′
i∂x′′

j

=
∂2
(

KX′X′′ − KX′X(KXX + σ2I)−1KXX′′

)

∂x′
i∂x′′

j

=
∂2KX′X′′

∂x′
i∂x′′

j

−
∂KX′X

∂x′
i

(KXX + σ2I)−1 ∂KXX′′

∂x′′
j

.

So that I can compress the notation somewhat, let us define K̂XX = KXX + σ2I and ∆d = d − T0(X). For the
2D case (noting that other dimensions immediately generalize), the conditional posterior is a multivariate Gaussian
with mean given by Equation 10 and covariance given by Equation 12:

(13)

∇T (X ′)|d =

[

∂T (X
′)

∂x′

∂T (X
′)

∂y′

]

|d

∼ N

([

∂T0(X
′)

∂x′
+ ∂K

X′X

∂x′
K̂−1

XX
∆d

∂T0(X
′)

∂y′
+ ∂K

X′X

∂y′
K̂−1

XX
∆d

]

,

[

∂2K
X′X′′

∂x′∂x′′
− ∂K

X′X

∂x′
K̂−1

XX

∂K
XX′′

∂x′′

∂2K
X′X′′

∂x′∂y′′
− ∂K

X′X

∂x′
K̂−1

XX

∂K
XX′′

∂y′′

∂2K
X′X′′

∂y′∂x′′
− ∂K

X′X

∂y′
K̂−1

XX

∂K
XX′′

∂x′′

∂2K
X′X′′

∂y′∂y′′
− ∂K

X′X

∂y′
K̂−1

XX

∂K
XX′′

∂y′′

])

,

which is an exact distribution for the derivatives evaluated at X
′. Figure 3 shows the mean and covariance struc-

ture for the derivatives at two test points calculated using the above theory, compared to the true derivative of the
phase delay, and finite-difference estimates computed using random draws of the GP estimate of the phase delay
(i.e., Monte-Carlo finite-difference derivatives). Both the analytic and Monte-Carlo results closely agree with each
other and with the true values for the derivatives. In Figure 4, I use the multivariate normal posterior for the deriva-
tives to generate samples of the posterior for the squared slowness and compare it against the predictions from the
smoothing spline. The GP posterior is in this casemore accurate than the spline result, and also delivers uncertainty
information.

Unfortunately, it turns out that this is as far as it is possible to go with exact distributions, as the velocity is a
nonlinear function of the gradients in eikonal tomography. Thankfully, however, there is well-developed theory
for approximating quadratic forms of normal random variables, and as 1

C2
p

= (∇T )2, which is a quadratic form
of a normal random variable, it may be possible to try for a good approximation to the velocity. Before deriving
one, however, there are two important issues to investigate — setting hyperparameters, and closed forms for the
expectation value of velocity.

2.1 A realistic example — Rayleigh wave phase velocities near Ridgecrest, CA
Having investigated some of the features of the GP interpolation method for eikonal tomography using a synthetic
with large amplitude perturbations, I now perform the same investigation for a realistic problem setup. I simulated
phase velocity data, beginningwith theVP andVS model ofWhite et al. (2021) for the region immediately surrounding
the fault traces of the Ridgecrest, CA July 2019 earthquake sequence. I converted White’s model to UTM zone 11
coordinateswithin the area between 324–587 kmeasting, 3820–4094 kmnorthing, and used theNafe-Drake empirical
relationship to obtain ρ from VP (Brocher, 2005), and then the fundamental-mode Rayleigh-wave phase velocity at 30
s period was calculated for each point using surfdisp96 (Herrmann, 2013). The travel time field was calculated from
the southwest corner of the domain (324 kmeasting, 3820 kmnorthing; UTMzone 11) using the factored-eikonal fast-
marching method (Treister and Haber, 2016). I interpolated the travel time field to the 154 station locations used in
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Figure 3 Corner plot showing the covariance of derivatives at two test points, and their individual histograms. The test
points are T1 at (7.5,3.75) (a near-edge point), and T2 at (3.0, 1.0) (a more centered point). Black crosses and lines show
the true value of the derivatives. Orange lines show the analytical GP based solutions derived in this paper, with ellipses
drawn at the 95%credible level and crosses showing themean. Grey circles and histograms show finite-difference (FD) based
derivatives using Monte-Carlo samples of the GP posterior for phase delay, and red crosses and ellipses show the mean and
estimated covariance at 95%confidence from the FDdraws. For the 1D histograms, the y-axis represents the value of the PDF.

the generation of theWhite et al. (2021) model within the simulation domain box. Finally, I added Gaussian random
noise with 0.1 s standard deviation to the simulated travel times to create the dataset.

The salient points of difference between this experiment and the previous ones are: firstly, the strength of the
velocity perturbations ismuch smaller, resulting in smaller travel time effects; secondly, the distribution of stations is
highly non-uniformresulting in variable spatial resolution; and thirdly, the travel time is calculatedusing anumerical
method, and so may contain minor errors (although these will be mitigated by using the high-accuracy algorithm of
Treister and Haber (2016)). Figures 5, 6 and 7 are the equivalents of Figures 1, 2 and 4, respectively. Even in this
substantially different setting, the GP based interpolation performs better than the spline. In particular, the spline
based method appears to have trouble with the edges of the domain when the density of stations is highly non-
uniform, resulting in artifacts near the southwest corner in the derived phase velocity field, whereas the GP based
method does not suffer from these issues.

2.2 Finding good values for GP hyperparameters
The hyperparameters of the GPmay be optimized bymaximizing the logmarginal likelihood of observations, where
the marginalization is performed over the unknown function values T (X) (Rasmussen and Williams (2006)). This
gives the type-II maximum likelihood estimate; the hyperparameters have a point-estimate, whereas the function
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Figure4 Comparisonof the true squared slownessagainst results calculatedusinga squared-exponentialGaussianprocess
with tuned hyperparameters. The GP mean and standard deviation are calculated by drawing 100,000 predicted travel time
gradients. The spline squared slowness has been calculated using 5th order centred finite differences. The GP result has
a mean closer to the truth, and additionally adds uncertainty information, when compared to the smoothing spline. The
colouring of the difference plots is arranged according to the usual seismic convention of blue being fast and red being slow;
in this case blue means that the predicted slowness is smaller compared to the truth and vice versa; note that this induces a
colour flip compared to Figure 1.
8 SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Bayesian eikonal tomography using Gaussian processes

x (km)

350 400 450 500 550

y
 (

k
m

)

3850

3900

3950

4000

4050

Data Points

x (km)

350 400 450 500 550

y
 (

k
m

)

3850

3900

3950

4000

4050

GP Mean

x (km)

350400450 500550

y
 (

k
m

)

3900

4000

4100
Smoothing Spline

x (km)

350 400 450 500 550

y
 (

k
m

)

3850

3900

3950

4000

4050

GP Std. Dev.

x (km)

350 400 450 500 550

y
 (

k
m

)

3850

3900

3950

4000

4050

Spline Difference

x (km)

350 400 450 500 550

y
 (

k
m

)

3850

3900

3950

4000

4050

GP Mean Difference

P
h
a
s
e
 D

e
la

y
 (

s
)

0

25

50

75

100

U
n
c
e
rt

a
in

ty
 (

s
)

0.0

0.5

1.0

1.5

2.0

T
ru

e
 -

 P
re

d
ic

te
d

 (
s
)

-1.0

-0.5

0.0

0.5

1.0
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Figure 7 Comparison of the true phase velocity against results calculated using a squared-exponential Gaussian process
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values have a full posterior distribution given that point-estimate. The log marginal likelihood for GP regression is
given by

(14)log p(d|θ, X) = −
1

2
∆d

T K̂−1
XX

(θ)∆d −
1

2
|K̂XX(θ)|−

n

2
log(2π),

where the covariance matrix K̂XX(θ) is treated as a function of the hyperparameters θ, and n is the number of data.
Intuitively, the log marginal likelihood parsimoniously balances data misfit (the first term) with the level of uncer-
tainty (the second term). For a 2D squared-exponential kernelwith independent length scales, independentGaussian
data noise, and a laterally homogeneous medium as a reference model, the hyperparameters are θ = (a, l1, l2, σ, s0).

2.3 A special exact case for eikonal tomography: The expectation value of squared slowness
given normally distributed derivatives

Consider without loss of generality a 2D case. The squared slowness is given by 1/C2
p =

(

∂T
∂x

)2
+
(

∂T
∂y

)2

= T 2
x + T 2

y .
Assume the phase gradient is given by a multivariate Gaussian random variable

(15)

∇T =

[

Tx

Ty

]

∼ N

([

µx

µy

]

,

[

σ2
x νxy

νxy σ2
y

])

= N(µ, Σ)

that describes the joint distribution of the two derivatives Tx, Ty, and let S2 be the random variable describing the
distribution of slowness squared. This is, for example, the distribution that arises for the derivatives of a single
point conditioned on observations under GP regression as described above. Then E[S2] = E[∇T T ∇T ]. Note that
Cov[∇T, ∇T ] = E[∇T∇T T ] − E[∇T ]E[∇T ]T . As the slowness squared is a scalar, I can take the trace to proceed as
follows, following Kendrick (2002):

(16)

E[S2] = E[∇T T ∇T ]

= E[tr(∇T T ∇T )]

= tr(E[∇T T ∇T ])

= tr(E[∇T ]E[∇T ]T + Cov[∇T, ∇T ])

= tr(µµT + Σ)

= µ2
x + µ2

y + σ2
x + σ2

y

> µ2
x + µ2

y = (E[Tx])2 + (E[Ty])2

It is instructive to note that the expectation value of squared slowness is strictly greater than the sum-of-squares
of the mean derivatives, so that velocities are “biased” lower after accounting for errors. Note that this is true for
any calculation that assumes the derivatives have a Gaussian distribution, not just the Gaussian process framework
analysed here. This assumption is implicit in any interpolation scheme that is linear in the observed data, if the data
has Gaussian uncertainty.

3 Approximation of the posterior using the saddlepoint method
The analytic results obtained for the derivative ∇T have already given us a great deal. Any expectation value that
depends on these derivatives (in particular, moments of the phase velocity) can be calculated using the Monte-Carlo
method — i.e., by drawing many random samples of ∇T and then calculating the desired statistics on this random
sample. Because it is possible to draw directly from the posterior of ∇T given Equation 13, every sample can be used
and is independent (unlike in Markov-Chain Monte-Carlo). As such, these expectation values will usually converge
quickly. However, there are caseswhere it is still useful to have approximations of the posterior that can be evenmore
quickly calculated; for instance if the eikonal tomography derived phase velocities are being used in a joint inverse
problem, or if accurate statistics for extreme values need to be calculated. A frequently used simple approximation
would be to use Laplace’s method directly on the posterior distribution for ||∇T ||2 or Cp. The approximate posterior
using this technique is the best fitting Gaussian distribution. However, looking at Figure 8, it is clear that neither
distribution is close to Gaussian, and may not in fact have a clear mode to fit.

Instead of approximating the posterior directly, I instead use the saddlepoint approximation. The saddlepoint
approximation for the distribution of random variables was originally proposed by Daniels (1954), with Butler (2007)
giving a thorough account of the basicmethod. Very roughly, the idea is to examine the cumulant generating function
(CGF) for a scalar random variable U

(17)
K(s) = logE[exp(sU)]

= log

∫

U
esuf(u)du,
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Figure 8 Comparison of the empirical CDF and PDF (grey) for the squared slowness and phase velocity for the near-edge
point 1 (7.5,3.75) and more centered point 2 (3.0, 1.0) with the saddlepoint (SP) approximation (orange). For the PDF, the
true value is also shown in black and the median, 25th and 75th percentiles of the empirical PDF are shown in purple. The
empirical distributions are truncated between 0.01 and 10 for plotting purposes, other than for the velocity of Point 2 which
is truncated between 0.01 and 1 due to minimal probability mass above 1.
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where f(u) is the probability distribution of U and U is its domain of support. u could be, for example, the slowness
squared or the phase velocity at a particular point, while s is a scalar auxiliary variable with units that are the inverse
of those of u. Note that K(s) is different from the various K covariance matrices (we have maintained use of K in
both cases as they are by far the most common symbols used in the literature for both cases). The existence of the
CGF requires that there is some interval a < 0 < b such that the above integral converges. Daniels (1954) showed that
the CGF could be used to derive a highly accurate approximation of the PDF (see Butler, 2007, for more information),

(18)f̂(u) =

√

1

2πK ′′(ŝ)
exp(K(ŝ) − ŝu),

where ŝ is the solution of K ′(s) = u. ŝ is a saddlepoint of the integrand in Equation 17, hence the name “saddlepoint
approximation”. If the application requires it, f̂(u) then typically has to be normalized to integrate to unity so that it
is a true probability distribution, giving us

(19)f̄(u) =
f̂(u)

∫

U f̂(u)du
.

If the application only requires the PDF up to proportionality (as is often the case), then the above normalization
is not required, and the saddlepoint approximation requires no integration whatsoever. Butler (2007) shows that
this optimization problem is well posed and gives a unique real solution for f̂ , if s is constrained to be inside the
interval that contains 0 for which K(s) converges. Serendipitously, this low order method often provides extremely
good approximations to the PDF, as the CGF K contains the full information about the distribution of X. For sums
of random variables (such as ||∇T ||2), it is almost always easier to construct the CGF K analytically rather than the
PDF f , as KU+V (s) = KU (s) + KV (s), whereas fU+V (x) = fU (x) ∗ fV (x) where U and V are arbitrary random
variables and ∗ is the convolution operator. Therefore, when using the saddlepoint approximation to obtain the PDF,
multiple potentially slowly converging convolution integrals are converted into a simple root-finding problemwith a
unique solution. Let us now apply this concept to deriving the PDFs of ||∇T ||2 andCp fromour closed formposteriors
for phase delay derivatives ∇T . To do this, my goal is to write the distribution of ||∇T ||2 in a form for which I can
determine the CGF K||∇T ||2 , and then use the saddlepoint approximation to obtain the posterior PDF f̂||∇T ||2 , from
which I can also obtain the posterior PDF f̂Cp

using a change-of-variables formula.
For simplicity, I approximate the posterior for a single point x′ given data (X, d). I have shown that ∇T (x′)|d ∼

N(µ, Σ) for a d dimensional mean vector µ and a d × d covariance matrix Σ. Therefore we can write ∇T (x′)|d in
non-centered form using a coordinate transform,

(20)∇T (x′)|d = QΛ1/2h + µ,

whereQΛQT = Σ is an eigenvaluedecompositionofΣ andh is a d-dimensional standardnormal variableh ∼ N(0, I).
Q contains the normalized eigenvectors as its columns and Λ is a diagonal matrix of corresponding eigenvalues.
Assuming that the phase delay measurements are taken in different locations, all of the terms in Λ are positive as
then Σ, as a non-degenerate covariance matrix, is positive definite. I can then write

(21)
||∇T (x′)||2 = (QΛ

1

2 h + µ)T (QΛ
1

2 h + µ)

= (Qh + µ̄)T Λ(Qh + µ̄)

= (h + QT µ̄)T QT ΛQ(h + QT µ̄)

where µ̄ = Λ− 1

2 µ. The eigenvalues collected in Λ are labelled λi, with corresponding components of µ̄ labelled µ̄i.
The quadratic form in Equation 21 can be written as a sum over non-central chi-squared distributions (Imhof, 1961;
Butler and Paolella, 2008). The degree of freedom of each non-central chi-squared corresponds to the multiplicity of
the eigenvalues of Σ, which will for our purposes always be distinct, giving

(22)||∇T (x′)||2 =

m
∑

i=1

λiχ
2(1, µ̄2

i ).

Because of the summation property of the CGF, the CGF of ||∇T (x′)||2 is then (Butler and Paolella, 2008)

(23)K||∇T (x′)||2(s) =
m
∑

i=1

[

−
1

2
log(1 − 2sλi) +

sλiµ̄
2
i

1 − 2sλi

]

,

and the derivatives are given by

(24)K
(j)
||∇T (x′)||2(s) = 2j−1(j − 1)!

m
∑

i=1

λj
i (1 − 2sλi)

−j

(

1 +
jµ̄2

i

1 − 2sλi

)

.
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The domain of convergence in which the root of K ′(s) = u is sought is the largest open interval containing zero for
which K||∇T (x′)||2(s) is defined, which from looking at Equation 23 is s ∈ (−∞, 1

2λmax

), where λmax is the largest
eigenvalue of Σ. Applying the saddlepoint approximation given the above K gives us the saddlepoint distribution
f̂||∇T (x′)||2(u) for the squared slowness, which can be normalized to give

(25)f̄||∇T (x′)||2(u) =
f̂||∇T (x′)||2(u)

∫∞
0

f̂||∇T (x′)||2(u)
.

The transformation between squared slowness ||∇T ||2 and phase velocity Cp is given by Cp = g(||∇T ||2) with g(u) =
1√
u
, which is a monotone decreasing function. The appropriate Jacobian transformation rule to obtain the approxi-

mate PDF of phase velocity is then (Kadane, 2011)

(26)
f̄Cp(x′)(u) = −f̄||∇T (x′)||2(g−1(u))

dg−1

du
(u)

=
2f̄||∇T (x′)||2

(

1
u2

)

u3
.

The approximate distributions f̄||∇T (x′)||2(u) and f̄Cp(x′)(u) are plotted against a histogram of 1,000,000 draws of the
squared slowness and phase velocity using the analytic derivatives in Figure 8, showing that the saddlepoint ap-
proximations are a close fit. Higher order saddlepoint approximation terms and approximations for the cumulative
distribution function (CDF) are collected in Butler (2007).

The saddlepoint method can be further applied to the joint distribution function for phase velocity or squared
slowness at two different points to derive the approximate spatial covariance (Al-Naffouri et al., 2016). Because the
underlying posterior distributions for the derivatives is given by a GP, the covariance completely describes the spatial
behaviour of the velocity distribution, and so the ability to calculate the distribution for any two arbitrary points is
sufficient to fully characterize the posterior. However, the resulting root-finding problem will be in two variables
rather than one and is substantially more complicated than the forms derived here, so they are left for future work.

4 Discussion
4.1 Implications for sample statistics
Most eikonal tomography applications report per-station per-frequency error statistics by computing the standard
error in the mean phase velocity over multiple sources; this averaging process is the second essential step in robust
eikonal tomographic results (Lin et al., 2009). Studies typically appeal to the central limit theorem to justify the use
of the sample standard error formula and sample mean for quantifying the data distribution. The reported standard
errors are then used to weight data in further inversions — a typical use case is to perform 1D Bayesian inversion
beneath each station using the mean values and the reported error. Previous methods do not optimally smooth the
phase delay regression that underlies eikonal tomography, potentially producing biased results, and do not produce
uncertainty estimates for each source. However, uncertainties reported in studies using these methods are often
extremely low, amounting to a few percent of the estimated phase velocity.

In our GP framework, Monte Carlo sampling can be used to directly estimate the distribution for sample statistics
such as themean overmultiple sources, and hence compute the full PDFs for these averaged quantities. As amotiva-
tion, observe that both the empirical distribution for phase velocity and its saddlepoint approximation is heavy tailed
for point 1 in Figure 8. This is a point relatively close to the edge, which can result in a distribution that is far from
Gaussian. Taking point 1, I draw 4n samples of velocity from the GP posterior for n = 0 . . . 6, calculate the sample
mean and median for the batch of 4n, and then repeat 100,000 times to find the distribution in the sample statistics.
Figure 9 shows the results. The sample mean converges only slowly to a normal distribution, and is still broad even
with 16 samples. In comparison, the sample median is well-behaved and converges quickly as the sample size in-
creases. For both sample statistics, the distribution for small numbers of samples is unsurprisingly quite similar to
the underlying velocity distribution, and is consequently heavy tailed — this should be taking under consideration
for applications such as fitting azimuthal anisotropy profiles to eikonal tomography results, where many azimuth
bins near the edges of arrays will often have few contributing sources. Assuming that the standard error formula
describes the uncertainty in the measurements is likely an underestimate in that case.

4.2 Future work
In this study, I present the simplest possible implementation of a GP framework for eikonal tomographywith analytic
derivatives of phase delay. The flexibility of GP modelling offers several opportunities for future improvements that
should result in more robust inversions. The first of these is that multi-frequency eikonal inversion is naturally
handled by GP modelling by assuming a space-frequency covariance function. The most simple model would use
a separable function k((x, f), (x′, f ′)) = kx(x, x′)kf (f, f ′). A smooth frequency covariance kf (f, f ′) would reduce
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Figure 9 Comparison of the distribution of sample means and sample medians for the phase velocity at (7.5,3.75). The
mean or median is calculated by drawing 4n samples for n = 0 . . . 6. This process is repeated 100,000 times to obtain the
distributions of sample means and medians. Compared to the sample median, the sample mean converges to a normal
distribution slowly.

the impact of missing data in particular frequency bins, which can be an issue due to spectral holes in surface wave
trains.

Secondly, the squared-exponential kernel used in this study could be further improved to better represent the
behaviour of true seismic wavefields; for instance, the problem could be recast in radial coordinates with a radial-
azimuthal kernel as studied in Padonou and Roustant (2015). Due to the natural cylindrical symmetry of wave prop-
agation, this may allow us to reduce the uncertainty in the eikonal tomography results. In particular, this kernel
choice would be appropriate in use cases such as ambient-noise tomography where the seismic source is inside the
array, resulting in highly non-planar wavefronts.

A third option would be to use the GP framework for smoothing the underlying full wavefield records before
processing them for phase delaymeasurements or for other gradient based techniques such aswavefield gradiometry
(e.g., Langston, 2007a,b; de Ridder and Biondi, 2015; de Ridder and Maddison, 2018) or full Helmholtz tomography
(Lin and Ritzwoller, 2011). These applications would potentially require extending the GP derivative theory to higher
order, but again noting that derivatives are linear, the resulting distributions for higher order spatial terms will also
be GPs. The GP framework is especially well suited towards the inclusion of strain measurements in joint wavefield
reconstruction (e.g.,Muir and Zhan, 2021) as the appropriate covariance kernels canbe calculated using the results in
Equation 13— an enticing prospect considering the proliferation of distributed acoustic sensing (DAS) strain sensors
(Zhan, 2020). GP based techniques have also been used in geodesy to investigate transient strain rates (e.g., Hines and
Hetland, 2018), and the saddlepoint approximation techniques investigated here could offer a way to more accurate
quantification of strain invariants arising from geodetic analysis.

Finally, as the number of phase delay measurements increases across stations and frequency bins, the size of the
data covariance matrix K̂ increases. For n measurements, the cost of inverting this matrix scales like O(n3), so very
large collections of measurements pose a challenge for GP based inversion. Due to the popularity of GPs in machine
learning research, there are a wide range of sparse GP approximations that produce almost identical results and
still result in analytic derivatives once the sparsity structure is determined (e.g., Titsias, 2009; Lindgren et al., 2011;
Wilson andNickisch, 2015). Employing thesemethods would allow efficient upscaling of themethodology presented
here to multi-frequency inversion of USArray-scale datasets.

4.3 Conclusions
This study derives an analytic posterior distribution for phase delay derivatives, and then derives approximate pos-
teriors for phase velocity using the saddlepoint approximation applied to the eikonal equation. The result is a fully
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Bayesian eikonal tomography that requires noMCMC sampling to characterize the posterior. As such, computations
are easily implemented and highly efficient. Using the GP framework as a basis, I investigated two important effects
that impact the interpretation of eikonal tomography results, namely the effect of the inclusion of data uncertainty
on the expectation value of velocity and the behaviour of sample statistics, both of which suggest that the uncertainty
in eikonal tomography results is greater than previously assessed. The GP framework presents a fully interpretable
way forward to improve eikonal tomography in the future, withmany opportunities for futurework due to the flexible
and robust nature of GP modelling.

Data and code availability
The Pluto notebook and data (White et al., 2021) used to generate the results may be found on Zenodo (Muir, 2023).
To run the Pluto notebook, users must first install Julia (Bezanson et al., 2017), then use the inbuilt packagemanager
to install Pluto (enter the REPL, hit ] to enter package management mode, then install Pluto, and backspace
to re-enter REPLmode). Typing using Pluto; Pluto.run()will bring up the Pluto notebook environment from
where the notebook can be opened by navigating to it through the filesystem. This will automatically run the note-
book, including installing all version-controlled modules required.
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Abstract Template matching has become a cornerstone technique of observational seismology. By tak-
ing known events, and scanning them against a continuous record, new events smaller than the signal-to-
noise ratio can be found, substantially improving the magnitude of completeness of earthquake catalogues.
Template matching is normally used in an array setting, however as we move into the era of planetary seis-
mology, we are likely to apply template matching for very small arrays or even single stations. Given the high
impact of planetary seismology studies onour understandingof the structure anddynamics of non-Earthbod-
ies, it is important to assess the reliability of template matching in the small-n setting. Towards this goal, we
estimate a lower bound on the rate of false positives for single-station template matching by examining the
behaviour of correlations of filtered white noise (given that the unfiltered data before processing is totally un-
correlated). We find that, for typical processing regimes andmatch thresholds, false positives are likely quite
common. We must therefore be exceptionally careful when considering the output of template matching in
the small-n setting.

Non-technical summary Many signals of interest to seismologists are so small that they cannot be
easily seen on seismograms. In order to identify these signals, seismologists have developed the technique of
template matching, which takes a large signal and runs it over a seismogram. If the template signal matches
the seismogram under a certain mathematical definition, then we consider it to be a match, and we add that
part of the seismogram to the catalogue of signals. Normally, seismologists cross-check this process using
multiple seismograms recorded at different instruments, but this is not necessarily possible on other planets
where it is too expensive to deploy many seismometers. Without this cross-checking, it is possible that many
of the “matches” are in fact false positives. We performed a statistical experiment to show that these false
positives are in fact likely to be quite common, whichmeans that wemust be careful when handling template
matching with single seismometers.

1 Introduction
One of the most important goals in observational seis-
mology is to observe the smallest interesting signals
possible. As codified in the Gutenberg-Richter law, the
number of seismic events decreases exponentially with
magnitude. This implies that the overwhelming major-
ity of events create seismic signals smaller than can be
observed above the noise that contaminates seismic ob-
servations. Access to these small events gives us great
insight into tectonic processes across timescales, in-
cluding the geometry of buried faults, fault heterogene-
ity, earthquake statistics etc.
Correlation based methods have proven to be one

of the most successful ways of extracting small signals
from the noise. This class of methods relies on the
fact that interesting seismic signals typically have dif-
ferent structure to both instrumental noise and ambient
groundmotions produced by environmental processes.
Furthermore, within the elastic regime groundmotions

∗Corresponding author: jack.muir@earth.ox.ac.uk

are linear, so events with different magnitudes will still
look similar (albeit with different amplitudes) if they oc-
cur at approximately the same location and are filtered
appropriately. The cross-correlation class of methods
scans the seismic record with templates—snippets of
known high-amplitude signals that will match lower
amplitude signals buried in the noise. Correlation
based techniques using previously observed or calcu-
lated templates are therefore also known in the liter-
ature as template matching or matched filter analy-
ses. Thesemethods have been prominent in geophysics
for many decades, especially in exploration settings, as
comprehensive early reviews will attest (Anstey, 1964).

In observational and monitoring settings, the colla-
tion of suitable template catalogues had towait until the
proliferation of broadband digital seismograms, but the
technique is now ubiquitous across distance ranges and
period bands (e.g., Shearer, 1994; Gibbons and Ring-
dal, 2006; Bobrov et al., 2014). Template matching has
beenused extensively for the purposes of identifying re-
peating earthquakes, and also more generally for con-
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structing catalogues where earthquakes are required to
merely be similar, rather than exact matches. It is the
latter case (which typically has relaxed assumptions on
the required level of waveform matching) that we are
concernedwith in this study. While advancedmatching
algorithms have been proposed to mitigate various fail-
uremechanisms (e.g. Gao andKao, 2020; Kurihara et al.,
2021), we here focus on themost basic form of template
matchingbased on thenormalized cross-correlation co-
efficient of a single window, which is heavily used in
contemporary studies.
Template matching is extremely computationally in-

tensive, although the calculations are simple. The
advent of general-purpose graphical processing units
(GPGPUs) has thus benefited template matching anal-
yses immensely, and allowed large continuous wave-
formdatabases tobe scannedefficientlywithmany tem-
plates, resulting in a huge increase in the number of
catalogued events, albeit with potential concerns re-
garding the overall rate of false detections (e.g., Beaucé
et al., 2017; Ross et al., 2019).
Template matching studies are potentially especially

useful in planetary seismology contexts, which suffer
from the constraints of temporary single-station de-
ployments where extracting all possible events from
the limited data available is particularly advantageous.
In the Martian context, which has been the prime re-
cent focus of planetary seismology, the InSight single-
station Mars seismometer demonstrated that a larger-
than-terrestrial fraction of the seismicity comes about
from events which are very similar to each other. These
include events of geological (thermal/tectonic) origin
(Dahmen et al., 2021; Sun and Tkalčić, 2022) which are
identified through matching, and those of impact ori-
gin which display very similar infrasonic chirps (Gar-
cia et al., 2022); similar techniques have recently been
re-applied to Apollo data to isolate diurnal variations
in crustal properties (Tanimoto et al., 2008) and iden-
tify new deep moonquakes (Sun et al., 2019). Given the
paucity of data in planetary settings, all successful de-
tections of seismic sources are incredibly useful, and
are likely to be influential in our understanding of the
planetary target.
An interesting additional application of template

matching in a planetary seismology context would be
in the search for signals which are expected and which
would have predictable waveforms, but are likely to be
at or near the noise floor. Such signals are exceedingly
rare, but can include cases such as expected impact
events (Fernando et al., 2022). Although not currently
used by any planetary seismology missions, the poten-
tial for automated triggering (e.g., to switch into high-
sampling mode) upon detection of seismic precursor
phases exists. Similarly, the current procedure of down-
linking low-resolution data from spacecraft to Earth,
uplinking requests for specific data segments back to
the spacecraft, and downlinking these back to Earth
may be made substantially more efficient through on-
board event detection and selection. On-board detec-
tion of seismic signals is therefore a potentially impact-
ful future planetary seismology capability albeit with
significant challenges including sampling rates, timing

concerns, template generation, processing capabilities,
data storage, and downlink planning. Some of these
challenges persist for any implementation of on-board
detection; however, false positives would exacerbate
the issues with processing, data storage, and downlink
planning at a minimum. Every proposed event detec-
tion would require on-board processing to first detect
and then additional processing to bound the timeframe
of the event and transfer the highest available rate data
for all relevant instrumentation into a downlink/stor-
age buffer. The availability of on-board data storage, es-
pecially for downlink, could be challenging to provide
when detection rates are high, depending on the over-
all design and downlink buffer sizes for detected events.
Downlinkpriorities and rateswouldneed tobe carefully
managed to make sure that all the data can be returned
before any downlink buffers overflow and data is lost.
False positive detections may not be fully preventable
in the on-board single-station setting, but steps should
be taken tominimize these instances, particularly if on-
board detection is a capability as there are fewer re-
sources on a spacecraft to accommodate the added bur-
den. In all cases, then, these capabilities would require
robust template matching via cross-correlation for sin-
gle stations, and a minimal rate of false positives. In
return, savings may be made in the power and commu-
nications budgets. Whilst current limitations of power,
on-board processing capacity, and the identification of
appropriate templates mean that these techniques have
not been used to date, they are likely to become more
advantageous as more sophisticated geophysical net-
works are deployed off-world.
In light of these opportunities for advancing both the

instrumental methodology, and interpretation, of plan-
etary seismology, it is of vital importance to thoroughly
understand the failure modes of template matching so
that we have confidence in proposed detections. In this
short manuscript, we investigate a basic issue in tem-
plate matching—the rate of false positives. It is imme-
diately apparent that any finite length template corre-
lated against an infinitely long target signal will eventu-
ally result in a match that is arbitrarily good—the ques-
tion is, under realistic data processing conditions, does
this happen sufficiently quickly as to pose an issue for
the interpretation of template matches?

2 Template Matching Definitions
The normalized cross-correlation between two signals
of equal length X = [x1, x2, . . . , xn]

T and Y =

[y1, y2, . . . , yn]
T is defined to be

(1)CC(X, Y) =
〈X − X̂, Y − Ŷ〉

√

〈X − X̂, X − X̂〉〈Y − Ŷ, Y − Ŷ〉
,

where

(2)〈X, Y〉 =

n
∑

i=1

xiyi,

and
(3)X̂ =

1

n

n
∑

i=1

xi.
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Figure 1 Maximum [-1,1] normalized cross-correlations between three-component random noise segments. Blue lines
show the maximum cross-correlation up to some time, with the ±1σ shown in light blue. Orange lines show the Median
Absolute Deviation (MAD) over 100 days, with the ±1σ shown in light orange (not visible due to narrow uncertainty over this
interval).

This definition produces a value in [-1,1], where 1 is
perfectly correlated and -1 is perfectly anticorrelated,
independent of the relative amplitude of the signals or
any static offsets. The normalized three-component
cross-correlation between two three-component sig-
nals X = (X1, X2, X3) and Y = (Y1, Y2, Y3) is then
defined to be the average

(4)
CC3(X, Y)

=
CC(X1, Y1) + CC(X2, Y2) + CC(X3, Y3)

3
.

To calculate the cross-correlation time series when X

and Y are not the same length, we scan the cross-
correlation function along the longer signal. Specif-
ically, assume X is the shorter signal, and that it
has M samples, while Y has N samples. Denot-
ing Y

i = [yi, yi+1, . . . , yi+M−1]
T , then CC(X, Y) =

[

CC(X, Y
1), CC(X, Y

2), . . . , CC(X, Y
N−M+1)

]T , and

similarly for CC3 for 3 component signals. The Median
Absolute Deviation (MAD) of a signal X is defined to be

(5)MAD(X) = median(|X − median(X)|).

Template-matches are typically defined by a thresh-
old that is some multiple of the MAD of the cross-
correlation signal, that is, X is a match to a segment of
Y at starting index i if

(6)CC(3)(X, Y
i) ≥ cMAD(CC(3)(X, Y)),

for some constant c, where c ∼ 7 is a typical choice for
3-component seismograms (e.g., Sun andTkalčić, 2022).

Simulation Results and Discussion
We investigated the base rate of expected false-positives
for three-component, single-station template match-
ing. We considered pairs of signals X and Y that are
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Figure 2 Maximum cross-correlation between three-component random noise segments, normalized by the Median Abso-
lute Deviation (MAD) over 100 days. Blue lines show the maximum MAD normalized cross-correlation up to some time, with
the ±1σ shown in light blue.

completely white-noise, that is, the underlying signals
before processing are totally uncorrelated. The rate of
production of false positives for initially white noise sig-
nals (after data processing) will therefore give a lower
bound on the true rate of false positives for general sig-
nals (given the same processing). Due to the timescale
invariance of white noise, it would be possible to per-
form this analysis in non-dimensional units, however
we have chosen to present results in physical units to
aid intuition. We considered a typical setup for teleseis-
mic planetary applications, with signals recorded at 20
Hz, bandpass filtered with lower corner frequency 0.1
Hz and upper corner frequencies of fmax = 0.4, 0.8, and
1.6 Hz, using a 4 pole zero-phase Butterworth filter. The
shorter signalX has a variable window length ofwlen =
5, 10, or 20 s, while the longer signal Y is 100 (Earth)
days long. When initially generating signals, we added
40 s of padding to either end (4 times the lower bandpass
period) to avoid filter edge effects, before cutting to the
required lengths. For each of the 9 combinations of up-

per corner frequency andwindow length, we generated
32 pairs of three-component filteredwhite noise signals
X and Y. We then calculated the MADs and running
maximums of the cross correlation signals CC3(X, Y).
By calculating the results for 32 random pairs, we can
also calculate the standard deviation of the resulting es-
timates. As the underlying raw data is white noise, the
results for different parameter regimes can be immedi-
ately obtained by scaling frequency f and time t with a
common factorα so that f ′ = αf , t′ = t/α; for example,
the results of the fmax = 1.6 Hz, wlen = 20 s case over a
100 day run are equivalent to a 1-16 Hz, 2 s window over
10 days, recorded at 200 Hz.

Figure 1 shows the running maximum cross-
correlations and MADs for the 9 combinations of
filter and window length. Figure 2 shows the cross-
correlations normalized by MAD. Combinations with
narrow filter bands and short window lengths, which
are seen in the top left corner of the figures (e.g.
subfigures (a), (b), (d)), unsurprisingly result in large
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maximum cross-correlations relatively quickly. How-
ever, they also result in relatively high MAD (i.e., there
are relativelymany periods with high cross-correlation,
due to the quasi-sinusoidal nature of the signals over a
short time window). As a result, the MAD normalized
cross-correlations saturate quickly for these combina-
tions. Conversely, combinations with longer windows
and wider passbands, found in the bottom right of the
figures (e.g. subfigures (f), (i), ( j)) have overall lower
maximum cross-correlations, but also lower MADs and
so the MAD normalized cross-correlations continue to
grow even after 100 days. In particular, in the worst
case (fmax = 1.6 Hz, wlen = 20 s), the maximum MAD
normalized cross-correlation exceeds 7 after one day,
and 8 after 100 days—or on average about 15 false
positives at an MAD ratio of 8 for the 1480 days the
Insight mission was active on Mars. As seen in Figure
1, the estimates of the MAD of the cross correlations is
very stable by the end of the 100-day correlation period
for all cases. This allows us to estimate the maximum
possible multiplier of MAD achievable for the different
filter/window configurations, which is shown in Table
1.
This experiment considers random pairs of three-

component signal X and Y. A more typical experiment
is to hold the longer signal Y fixed (we only record one
seismogram), and to scan multiple templates across it.
For the filtered white noise case, because the data that
are processed to give X and Y are uncorrelated, the
effect of multiple templates is simple to calculate. If
the average time between cross-correlations exceeding
the MAD threshold of c is Tc for a single template (i.e.,
matches occur at a rate of 1/Tc), then for N templates
the average time betweenmatches is Tc/N (i.e., a rate of
N/Tc). For example, taking the lower-right case of Fig-
ure 2, scanning 100 white noise templates would result
in a false positive match with MAD normalized cross-
correlation exceeding c = 8 approximately once a day.
Modern workflows for template matching in obser-

vational seismology normally further consider the av-
eraged cross correlation across an array, up to and in-
cluding arrays with extremely large numbers of instru-
ments such as Distributed Acoustic Sensors (DAS) (e.g.,
Gibbons and Ringdal, 2006; Li and Zhan, 2018). Ar-
ray deployments implicitly create a “barcode” of rela-
tive arrival time patterns for each potential source lo-
cation that must be generally be satisfied for a signal
to count as a match. As such, array deployments are
much more resilient to false positives in general. This
is not to say that false positives are not an issue; in par-
ticular, for arrays with narrow apertures relative to the
content of waveform frequency, coherent noise sources
can correlatewell. Likewise, templates containing com-
mon noise phenomenon (such as passing cars, or elec-
tronic ‘glitch’ noise as with InSight on Mars (Kim et al.,
2021)) may match waveform segments that do not con-
tain any interesting seismic signals but do contain a
similar noise signal. These effects should be consid-
ered as additive to the basic analysis of random noise
false-positives investigated here, and are almost cer-
tainly more important for larger arrays. The key take-
away of this paper is to emphasize that for single sta-

wlen (s)
5 10 20

f
m

a
x
(H
z) 0.4 5 7 9

0.8 7 10 14
1.6 10 14 20

Table 1 Estimatedmaximummultiple of MAD to the near-
est unit for each configuration of filter corner frequency
fmax and window length wlen.

tions, that are the current state-of-the-art for planetary
applications (as well as some circumstances on Earth),
the baseline rate of false-positive detection is significant un-
der realistic processing choices.

3 Conclusions
In this work, we investigated the rate of false-positive
detection of template matching for snippets of filtered
white noise scanned across filteredwhite noise records.
We used realistic processing for 3-component traces for
pre-processing, and found that the rate of false-positive
detection is significant. Because the unprocessed white
noise data used to generate the templates and long-run
signals is on average totally uncorrelated by definition,
these results act as a lower bound on the rate of false
positives for realistic signals using the same process-
ing. Real seismic signals will contain features that may
induce “spurious” correlations (in the sense that they
are not related to seismic activity), and the relation-
ship between the spectra of real seismic noise and pre-
processing filter choices will also have implications for
the rate of false positives in excess of the baseline con-
sidered here.
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Assessing Earthquake Rates and b-value given
Spatiotemporal Variation in Catalog Completeness:
Application to Atlantic Canada
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Abstract Spatiotemporal variations in the magnitude of completeness Mc make it challenging to confi-
dently assess seismic hazard or even to simply compare earthquake rates between regions. In this study, we
introduce new techniques to correct for heterogeneousMc in a treatment of the eastern and Atlantic Canada
earthquake catalog (1985–2023). We first introduce new methodology to predict Mc(x, t) based on the dis-
tribution of seismometers. Second, we introduce a modified maximum-likelihood estimator (MLE) for b (the
b-value) that accounts for spatiotemporal Mc variation, allowing the inclusion of more earthquakes. Third,
we compute the ratio of detected/predicted M>1 earthquakes as a function of Mc and apply it to create a
calibrated M>1 event-rate map. The resulting map has advantages over a moment-rate map, which is effec-
tively sensitive only to the very largest earthquakes in the dataset. The new MLE results in a modestly more
precise b when applied to the Charlevoix Seismic Zone, and a substantial increase in precision when applied
to the full Atlantic Canada region. It may prove useful in future hazard assessments, particularly of regions
with highly heterogeneous Mc and relatively sparse catalogs.

Non-technical summary Earthquake hazard assessments, and earthquake science in general, can
be complicated by the uneven distribution of the seismometers used to detect earthquakes. This study ex-
amines the earthquake catalog from eastern and Atlantic Canada (from 1985 to 2023) and introduces new
methods to deal with the uneven seismometer distribution. We first analyze what magnitude of earthquake
we are able to detect as a function of location and time. Second, we introduce a new way to estimate the “b-
value”, which describes the ratio of the number of large earthquakes to small earthquakes. We apply the new
method to the full map region and, separately, to the earthquake-dense Charlevoix Seismic Zone in Quebec.
Finally,weproduceanearthquakemap that is calibrated for thehistorical distributionof seismometers. These
methodsmay be useful in future earthquake hazard assessments, particularly for regions with highly-uneven
seismometer coverage and low to moderate earthquake rates.

1 Introduction
The rate of earthquake occurrence in a given region is
generally reported as either an event rate, a moment
rate, or, most formally, with a Gutenberg-Richter (GR)
model (Ishimoto and Iida, 1939; Gutenberg and Richter,
1944). An event rate is the simplest way to communicate
earthquake density, it is the number of earthquakes per
unit time, generally considering only those above some
threshold magnitude. A moment rate sums the seismic
moment of all earthquakes in the region, and is effec-
tively only sensitive to the largest earthquakes in the re-
gion. GR models express the number of earthquakes
as a function of magnitude N(M) through a log-linear
relation log10 N(M) = a − bM , where the constant a
describes the overall abundance of earthquakes and b
(the b-value) describes the relative abundance of small
earthquakes to large ones, and typically b ≈ 1. This is a
central equation to probabilistic seismic hazard assess-
ments, and reliable estimates of a and b are therefore
critical to seismic hazard analysis.

∗Corresponding author: ap.plourde@dal.ca

The magnitude-frequency distribution (MFD) in ac-
tual earthquake catalogs always deviates from the strict
log-linear model. They are often characterized by a
double-truncated GR model, which has an upper mag-
nitude limit Mmax based on the maximum fault size in
the region, as well as a magnitude of completeness Mc,
below which there will be fewer earthquakes detected
than predicted because of our limited ability to detect
them. Mc can be affected by noise conditions as well as
geological factors that affect seismic attenuation, but it
primarily depends on the distribution of seismometers
in the region. High Mc increases uncertainty in hazard
assessments and complicates evenevent-rate estimates.
Knowledge of background rates of naturally-occurring
earthquakes is critical to the responsible management
of any activity that can pose risk of induced seismicity,
such as hydraulic fracturing and wastewater injection
in the oil and gas industry, as well as geological carbon
storage (Schultz et al., 2020; Cheng et al., 2023).

This paper introduces new methodologies to calcu-
late b and compare event rates across regions that ac-
count for spatiotemporal Mc variations. It will focus on
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eastern and Atlantic Canada, which generally has low
to moderate levels of seismicity and seismometer cov-
erage, but does contain several prominent onshore and
offshore seismic zones.

2 Data and regional seismicity
This study examines the Canadian National Earthquake
Database (CNED, see section “Data and code availabil-
ity”) from 1985–2023. We selected this timespan for two
reasons: i) 1985 is the first year for which the catalog
is publicly available, and ii) it is challenging to deter-
mine what seismometers were operational and used in
routine earthquake detection at any given time before
approximately the mid-1990s. Seismometer locations
and operating dates were downloaded from the IRIS
database, and supplemented with an annual publica-
tion on the network that ended in the late 1980s (Munro
et al., 1988). Note that these sources indicate when sta-
tions became active, but not periods of time they were
nonoperational. A map of epicenters and a magnitude-
time plot are shown in Figure 1, and Figure 2a shows the
location of all stations that may have contributed to the
catalog.
The catalog contains 13612 earthquakes, with a va-

riety of magnitude types. We follow the procedure of
Halchuk et al. (2015) to convert all magnitudes to MW ;
the method is partly based on the mN–MW relation
computed by Bent (2011), but does not follow it directly.
We note that the linear scaling suggested by Bent (2011)
would directly affect b estimates; more details on the
treatment of magnitudes is found in Appendix 1. The
magnitude-time plot (Figure 1b) shows a drastic change
around 1995, when the seismographnetwork and detec-
tion routines underwent several major changes (Bent,
2011). It also has notably few events in the range of ap-
proximately 0 < MW < 1 (the range is higher pre-1995
than post-1995), whereas there are lobes of relatively
abundant events both above and below. The lower-
magnitude lobe consists mainly of onshore events re-
ported with only a local magnitude ML, for which the
conversion to MW may be more dubious. Proper scal-
ing of onshoreML toMW maywarrant future investiga-
tion, but for this study we opt to simply ignore MW < 0
for subsequent analyses, removing the vast majority of
these onshore ML events.
Following the approach taken in Canadian Seismic

Hazard models (Kolaj et al., 2020), we do not attempt to
decluster the earthquake catalog. Declustering is often
performed as part of probabilistic seismic hazard anal-
ysis to remove foreshocks and aftershocks, such that
the remaining earthquakes can be considered a Pois-
son process in time (Gerstenberger et al., 2020). How-
ever, declustering techniques require arbitrary thresh-
olds to define what constitutes a foreshock or after-
shock, and can cause unintended bias of b and haz-
ard level estimates (Gerstenberger et al., 2020; Mizrahi
et al., 2021). We also assume, given the vast geographic
scale and generally low event rates and high Mc of this
dataset, that temporal variation ofMc due to short-term
aftershock incompleteness (Stallone and Falcone, 2021;
van der Elst, 2021) is not a significant issue.
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Figure 1 (a) Map of MW ≥ 1 earthquakes, with dots
colouredand sizedbymagnitude. A 600mbathymetric con-
tour, corresponding roughly to the continental shelf edge, is
plotted inblue. (b) Scatterplotof earthquakemagnitudes in
time (blue dots). The grey markers and line mark the mean
magnitude by year. The red markers and line indicate the
total number of earthquakes per year, corresponding to the
second y-axis on the right side.

Map boundaries were chosen in order to include
the Charlevoix Seismic Zone (CSZ, Lamontagne et al.,
2003a; Yu et al., 2016 ) and Lower St. Lawrence Seismic
Zone (LSZ, Lamontagne et al., 2003b; Plourde and Nedi-
mović, 2021) in the west, as well as the less-studied seis-
mic zones at the Laurentian slope and fan in the south
(Adams and Basham, 1989; Bent, 1995), and in the the
Labrador Sea to the north (Bent and Hasegawa, 1992;
Bent and Voss, 2022). These areas are labeled in the
earthquake densitymap in Figure 2b. Themap includes
all MW >1 earthquakes and is significantly affected by
spatial Mc variations. The CSZ and LSZ stand out as
the most earthquake-dense regions on the map, with
another prominent area in northern New Brunswick
around the epicenter of the 1982MiramichiM 5.7 event
(Wetmiller et al., 1984).
Different trends emerge ifwemapmoment-density of

the same earthquake catalog (Figure 2c). The CSZ and
LSZ are still prominent, but they have much more sim-
ilar moment-rates to the offshore seismic zones than
in the event-rate map. Spatial Mc variation biases
moment-ratesmuch less than event-rates, but the trade-
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off is that moment-rate is controlled almost entirely
by the largest, infrequent events, so it is more highly
affected by the limited catalog duration. The highest
mapped moment-rate results from the largest event in
the catalog, the MW 6.3 Ungava Bay earthquake of De-
cember 1989 (Bent, 1994), which falls in the northwest-
ern corner of the map. The anomaly just east of it is
a MW 5.7 that occurred in March 1989. Another promi-
nent anomaly lies just north of theCSZ, and results from
the second-largest earthquake in the dataset, the 1988
Saguenay MW 5.9 (Haddon, 1995).

3 Earthquake density mapping in
Atlantic Canada

We assume that the MFD in Atlantic Canada follows a
GR model allowing us to predict the distribution of un-
detected small earthquakes based on the distribution of
larger earthquakes. This requires i) knowledge of Mc

as a function of both space and time, i.e. Mc(x, t), ii)
a method for estimating b given spatiotemporal varia-
tions in Mc, and iii) a function to predict the ratio of un-
detected to detected earthquakes for a given Mc(x, t).
New methodologies to address these three issues are
presented in the following subsections, along with re-
sults from their application to Atlantic Canada.

3.1 Estimating Mc(x, t)

In practice, it is challenging to estimate Mc(x, t) pre-
cisely. Mc is typically estimated from GR plots ei-
ther by visual inspection or using any number of algo-
rithms (several popular ones are reviewed by Woess-
ner and Wiemer, 2005), but that requires many earth-
quakes (typically hundreds or more). We resolve this
by using a predictive Mc(x, t) model based on the dis-
tribution of seismometers (Mignan et al., 2011), which
uses the distance to the nth closest seismometer dn =
dn(x, t). Mignan et al. (2011) produces empirical power-
lawmodels of the form Mpred

c = c1dc2

n + c3, where ci are
constants, based on a dense earthquake catalog from
Taiwan. They produce models for distance to the
3rd-, 4th-, and 5th-nearest seismometer, each with simi-
larly close fits. Here we form a similar model for our
dataset, but to partially reduce the effect of temporar-
ily nonoperational stations we define a (admittedly ar-
bitrary) weighted station distance metric as a weighted
sum of the distances to the 4th–6th nearest stations:

(1)d(x, t) = 0.70d4 + 0.25d5 + 0.05d6.

We evaluate d(x, t) for each earthquake in the dataset
using the distribution of seismometers that were active
when it occurred.
Earthquake density in our Atlantic Canada catalog

is orders of magnitude lower than the Taiwan catalog
used by Mignan et al. (2011)—it has about one tenth the
number of earthquakes in a region 20 times larger. As
such, there are few areas with enough earthquakes in a
small radius (e.g. 50 km) to reliably estimate a, b, or Mc.
We therefore need an alternative way to fit the power-
law model, and take the following approach. We first
compute d(x, t), as defined above, for each earthquake

given its origin time and epicentre. We then sort the
earthquakes by their d(x, t) and bin into groups of 300
with 50%overlap, resulting in 78 groupswithmaximum
d(x, t), or dmax, of 21 to 1310 km. For each group of 300
earthquakes, we apply themethod of Ogata and Katsura
(1993) to estimate Mc. The method assumes the num-
ber detected earthquakes of a given magnitude N(M)
depends on the actual number N0(M) and a “thinning”
function q:

(2)N(M) = q(M |σ, µ)N0(M).

The thinning function is assumed to be a cumulative
normal distribution function:

(3)q(M |σ, µ) =
1

σ
√

2µ

∫ M

−∞

exp

(

− (M − µ)2

2σ2

)

dM,

where µ is the magnitude at which 50% are detected
and σ describes the width of the thinning function; a
low σ indicates a steep falloff in detection below Mc,
whereas a high σ indicates a more gradual falloff. We
use the nonlinear optimization toolbox of MATLAB®

to find the set of b, σ, and µ that maximizes the log-
likelihood function defined by Ogata and Katsura (1993)
(see their Equation 8 or Si and Jiang, 2019 for details).
Mc(dmax) is then taken to be µ + 2.4σ, i.e. the magni-
tude where we expect 99% of earthquakes are detected.
We provide the optimizer limits on b, selecting 0.85 ≤
b ≤ 1.05, as we found the output b to vary dramatically
otherwise. Also, given that we threshold our catalog at
MW ≥0, we set 0 as the lower integral bound in Eq. 3,
rather than −∞.
Results for three example distance bins with dmax =

23, 192, and 684 km are shown in Figure 3a–c, and the
overall results shown in Figure 3d. Note that we at-
tempted to estimate uncertainties of eachMc by repeat-
ing the Ogata and Katsura (1993) method in 200 boot-
strap iterations (and these are shown in Figure 3). How-
ever, we find that systematic trends in the Mc(d) data
are more relevant to model fits rather than “noise” that
is characterized by the bootstrap confidence intervals,
so we opt not to use these uncertainties in the model-
fitting process. The thinning width σ(d) generally co-
varies with Mc(d), although it has a prominent peak at
d<100 km, where there is little range between Mc and
the cutoff magnitude of MW 0, so σ is less well con-
strained; this results in an overall σ–Mc correlation co-
efficient of 0.60.
The resulting Mc(d) is poorly fit by a power law

due to a bend to unexpectedly low Mc in the d range
of ∼100–500 km, and we therefore omit that distance
range to compute the power-law model shown in Fig-
ure 3d (red curve). We compute an alternative, non-
analytical Mc(d) function as a best-fit smooth, contin-
ually increasing model (hereafter smooth-increasing,
shown by the black dashed line in Figure 3d). The curve
minimized an L1 data misfit ||Mpred

c (d) − Mmeas
c (d)||1,

plus a second-derivative smoothing term which was
weighted subjectively by trial-and-error. Note that
M

pred
c is the Mc(d) predicted by the smooth-increasing

model and Mmeas
c is the input Mc(d) as estimated with

the Ogata and Katsura (1993) method. This model has
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Figure 2 (a) Time-averaged weighted station-distance metric d over the study period of 1985–2023. Contours indicate dis-
tance in kilometres. Red triangles indicate locations of seismometers active for ≥3 years of the study period. Canadian
provinces/regions and the United States (U.S.) are labeled. (b) Uncorrected yearly M>1 earthquake density (N km−2 y−1)
from the CNED catalog. (c) Moment density (J km−2 y−1) for the same catalog. (d) The main result of this study (Section 3):
Predicted yearly earthquake density based on the CNED catalog and the magnitude-of-completeness analysis of this study.
Allmapswere first computed on a coarse grid (∼15 km spacing), then converted to a finer grid and smoothedwith a 2DGaus-
sian filter.
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far greater freedom than the power-law, and as a result
fits the data much more closely. For the remaining sec-
tions we use the smooth-increasing Mc(d) model. How-
ever, we repeat the analyses using the power-lawmodel
and plot the results in Supplemental Figures S1–S4,
which demonstrate that the choice has little impact on
our overall conclusions.

3.2 Estimating b given spatiotemporal Mc

variations
The standard andmost-acceptedway to estimate b is the
Aki-Utsu maximum-likelihood estimator (MLE) (Utsu,
1965; Aki, 1965):

(4)b =
log10(e)

〈M〉 − Mc

,

where 〈M〉 is the mean magnitude of the catalog, in-
cluding only earthquakeswithM≥Mc. Therehavebeen
several techniques introduced to allow time-varying Mc

in the MLE (e.g. Weichert, 1980; Kijko and Smit, 2012;
van der Elst, 2021). Taroni (2021) presented a conve-
nient modification of the MLE that does not require the
evaluation of b for subcatalogs. Ignoring twominor cor-
rections, their MLE can be written:

(5)b =
log10(e)

〈M − McE〉 ,

where McE is Mc(t) evaluated for each earthquake.
In this study, we further generalize their method by al-
lowing spatial variation of Mc in addition to temporal
variation, i.e. we consider McE = Mc(x, t), evaluated
using d(x, t) for each earthquake. Derivation of Equa-
tion 5 is shown in Appendix 2, beginning from themag-
nitude probability density function of Aki (1965) and in-
cluding an extension to incorporate a maximum mag-
nitude (Page, 1968). The notion of considering the com-
pleteness level for each earthquake is not only useful in
applying the MLE, but more generally we can examine
the MFD using the relative magnitude M∗ = M − McE.
Figure 4 displays regular MW and M∗ GR plots for

both the CSZ and the full Atlantic Canada region, as de-
fined by the map area in Figures 1 and 2. In both cases,
M∗-derived b are lower than the MW -derived estimate,
but not significantly so according to the 95% confidence
limits from bootstrapping. Confidence limits are highly
dependent on the number of events included, and thus
the Mc chosen. We therefore plot b vs. Mc (or b∗ vs. M∗

c )
for each GR plot (Figure 4c,d,g,h). These plots demon-
strate that b∗ is more stable over M∗

c than their equiva-
lentMW -derived estimates. Note that hereweare ignor-
ing potential variations of b to get average results over
broad areas and times, despite observing varying b in
the previous section.

3.3 Correcting density maps for undetected
earthquakes

Here we apply our new MLE (Eq. 5) in order to esti-
mate r = r(Mc), defined as the ratio (totalMW ≥1 earth-
quakes)/(recorded MW ≥1 earthquakes) expected for a

given Mc(x, t). If the thinning parameter σ was con-
sistent in space and time, we could estimate the func-
tion r(Mc) using only the MFD in Figure 4d. However,
because we noted in Section 3.1 that σ is not constant,
we expect more accurate results if we estimate r(Mc)
from multiple MFDs, formed using narrower ranges of
Mc (or, equivalently, narrower ranges of d). We there-
fore consider the following procedure for a series of Mc

spanning 1.0 to 5.2, using increments of 0.1:

1. Select all earthquakes with McE ≤ max(Mc, 2) to
form the M∗ MFD.

2. Estimate busing theMLEdescribed in Eq. 5 andAp-
pendix 2.

3. Fit a thinning function q(M∗|σ, µ) on theMFD,with
b constrained to the MLE value.

4. Compute the ratio r(Mc) as:

(6)r(Mc) =

∫M∗

max

1−Mc

10−bM∗

dM∗

∫M∗

max

1−Mc

q(M∗)10−bM∗dM∗

,

where the integral limits define the range between
MW = 1 and themaximummagnitude in theMFD.

The resulting r(Mc) function is shown in Figure 5;
note that it approaches a log-linear relationship with
slope of ∼1, which is expected as b ≈ 1.0 in Figure 4f,h.
As an alternative model that does not depend on fitting
a thinning function, we can simply extrapolate the GR
model fit in step 2 to predict the total number events
Npred = N(M∗ ≥ 0)10−b(Mc−1) and divide by Nobs =
N(M∗ ≥ 1 − Mc), which is equivalent to N(MW ≥ 1).
This ratio is plotted as the green curve in Figure 5 and
produces similar results.
We opt not to fit a best-fit curve and instead directly

interpolate the r(Mc) results to compute rE = r(McE)
for each earthquake. The ratios rE represent the pre-
dicted number of MW ≥1 earthquakes each (recorded)
earthquake represents, and can be used to make the
calibrated event-rate map shown in Figure 2d. This is
in practice very similar to how the scalar moment of
each earthquake is used tomake themoment-rate map.
Note that we cannot simply multiply the grid-cell val-
ues from Figure 2b by a ratio like r(Mc) because Mc

varies in time, as well as space. Finally, the resulting
map shows that offshore seismic zones have compara-
ble earthquake densities to the CSZ and LSZ, and it is
much smoother than themoment-ratemapbecause it is
not dominated by the infrequent, largest earthquakes.

4 Discussion and Conclusions
Although we opted to use the smooth-increasing Mc(d)
model rather than the power-law fit (which was highly
sensitive to the particular data range included), we are
not suggesting that a power-law is inappropriate for the
region. The Mignan et al. (2011) Mc(d) power-law fit-
ting results show significant scatter for individual Mc

estimates, but they converge to a best-fit model because
theyhave sufficient data to averageMc frommanyMFDs
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per distance bin. It is therefore unsurprising our Mc(d)
data show substantial scatter, but this does not fully
explain why our Mc(d) seems to have systematic de-
viations for a power-law, and remains constant over a
range of ∼50 < d < 200 km. It could be that the
true Mc(d) follows a power-law more closely and that
our Mc(d) estimates for this distance range are under-
estimated due to non–log-linear effects in their MFDs,
although we have no hypothesis to suggest why this
should be the case over an extensive range of d(x, t). We
demonstrate with Supplemental Figures S1–S4 that this
issue does not substantially affect our following results
or conclusions, but nevertheless this topic may warrant
further investigation in future studies. The assessment
of Mc(x, t) more generally is discussed further near the
end of this section.

Upon visual inspection, the GR plot produced by
Equation 5 for the CSZ is quite similar to the raw MW

plot (Figure 4a,b), but the b vs. Mc plots show a modest
improvement in the stability of b when using M∗ (Fig-
ure 4c,d). M∗ provides amuchmore dramatic improve-
ment for the full Atlantic Canada catalog, as it produces
much smaller confidence intervals on b, more stable b
vs. Mc, and a lower thinning width σ (Figure 4e–h). The
lower σ (0.39 for M∗ vs. 0.65 for MW ) suggests a more
angular MFD, rather than the gradual curvature that is
caused by spatiotemporal heterogeneity inMc (Mignan,
2012). The full Atlantic Canada catalog is an extreme

case, where Mc varies greatly in both space and time,
and theremay be interesting b variationwithin the sam-
ple. Nevertheless, these observations suggest that M∗-
derived b are more reliable than traditional estimates
and that future studies, even those in areaswhere earth-
quakes and seismometers are more abundant, should
consider spatiotemporal Mc variation when estimating
b.

The predicted event-rate map (Figure 2d), as well as
the associated methodology introduced here, are a ro-
bust way to compare earthquake rates between regions
with different levels of seismometer coverage. It may
be preferable to moment rate maps because it is sensi-
tive to all earthquakes, instead of (effectively) only very
large ones. With regard to the regulation of geological
fluid-injection activities and induced-earthquake risk,
the method is no replacement for local seismic mon-
itoring efforts, but it may provide the best-available
baseline earthquake rate estimates. Due to variable
b and non–log-linear effects in MFDs, event rates will
not always correlate perfectly with hazard. We also
note that, for the purposes of hazard assessment, any
map of recorded earthquakes is only useful to the ex-
tent that previous earthquakes locations can help pre-
dict the sites of future large earthquakes; our analysis
does nothing to account for the possibility that areas of
elevated intraplate seismicity today are extended after-
shock sequences (Basham and Adams, 1983; Toda and
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Stein, 2018).
Finally, we must acknowledge some of the limita-

tions of ourMc(x, t) analysis. In addition to uncertainty
in station metadata and the “noise” caused by periods
where a seismometer was nonoperational that we have
not accounted for, treating all seismometers equally is
also a severe limitation. Noise levels, and signal-to-
noise ratio, vary between seismometers for many rea-
sons; geology at the site, instrument type, andproximity
to anthropogenic or ocean-wave noise sources all being
important factors. Instrumentation quality and noise
levels also generally improve throughout the study pe-
riod. Although we do not expect it to be a major fac-
tor in this dataset, short-term aftershock incomplete-
ness (Stallone andFalcone, 2021) canalso causeMc vari-
ation in time. Schorlemmer and Woessner (2008) use
a full phase pick catalog to empirically determine the
likelihood of an earthquake being picked at a partic-
ular seismometer as a function of magnitude and dis-
tance; then, taking these functions at all seismometers,
they equate Mc(x, t) to a threshold probability of the
earthquake being detected at four or more seismome-
ters. Mahani et al. (2016) measure ambient noise lev-
els at each seismometer and compare them with theo-
retical earthquake amplitudes in order to spatially map
Mc. We expect that incorporating either system in place
of, or in combinationwith, our simplified d–Mc relation
would further improve the predicted event rate and b es-
timates.
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Appendices
Appendix 1: Converting toMW

The most commonly used type of magnitude used in
eastern Canada is the Nuttli magnitude mN ; it is re-
ported for 82% of the earthquakes in our catalog. Bent
(2011) analyzed the relation between mN and MW in
eastern Canada and estimated conversion formulas of
MW = 0.99mN − 0.36 ± 0.16 for pre-1995 earthquakes
and MW = 0.93mN − 0.22 ± 0.19 for 1995–present.
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Halchuk et al. (2015) reference this study and opt to use
simplified relations of MW = mN −0.4 for pre-1995 and
MW = mN − 0.5 for 1995–present. They also treat local
magnitude ML as equivalent to mN , and all other mag-
nitudes (which form <0.02% of our catalog) as equiva-
lent to MW . In this work, we follow the procedure of
Halchuk et al. (2015). However, as we have not seen this
explicitly discussed elsewhere, we will point out here
that linear conversions directly affect the estimated b.
If, for example, we consider MW ∝ 0.93mN , we should
expect bW and bN (estimates of b derived from the MW

andmN catalogs, respectively), to differ according to the
proportionality bN ∝ 0.93bW (althoughwecannot verify
that the proportionality is statistically significant). The
Bent (2011) formula therefore suggests that our analysis
(for which data is mostly from 1995–present) underesti-
mates bW . Note that this does not suggest a bias in seis-
mic hazard analyses since mN and other local magni-
tudes are more closely related to local amplitudes than
MW .

Appendix 2: Modification of maximum-
likelihood estimator
In this section we justify Equation 5 beginning from the
(unnormalized) probability density function for earth-
quake magnitude in a Gutenberg-Richter distribution
(Aki, 1965):

(A1)f(M |Mc, β) = βe−β(M−Mc)

where β = ln(10)b. We begin with similar reasoning
as Kijko and Smit (2012), who consider the total likeli-
hood to be a product of likelihoods from N subcatalogs
with distinct Mc, but in our case we effectively consider
each earthquake its own subcatalog, such that N is the
total number of earthquakes. The total likelihood (ig-
noring a normalization constant) can be expressed as:

(A2)

L(β) =

N
∏

i

f(Mi|Mc,i, β)

=

N
∏

i

β exp

(

− β(Mi − Mc,i)

)

= βN exp

(

−β

N
∑

i

(Mi − Mc,i)

)

.

We can then closely follow the original MLE deriva-
tion and differentiate to find the maximum:

(A3)

∂L(β)

∂β
= 0

=

(

NβN−1 − βN

N
∑

i

Mi

− Mc,i

)

exp

(

−β

N
∑

i

(Mi − Mc,i)

)

.

After eliminating the remaining exponential term (as
it cannot be zero) we can rearrange to find:

(A4)
β =

1
1
N

∑N

i Mi − Mc,i

=
1

〈M − Mc〉 ,

which is equivalent to Equation 5. As a minor correc-
tion, this result should also be multiplied by (N − 1)/N
to achieve an unbiased results (Ogata and Yamashina,
1986), resulting in the estimator:

(A5)b =
N−1

N
log10(e)

〈M − McE〉 .

This is equivalent to Eq. 6 of Taroni (2021), except
we omit the correction for binned magnitudes (adding
∆M/2 to the denominator; Utsu, 1966) which is unnec-
essary because M∗ = M − McE is effectively unbinned.
In practice, we also incorporate an upper magnitude
limit in the MLE, which is important when the maxi-
mummagnitude is less than Mc + 2 (Page, 1968). To do
this, we effectively replace M with M∗ and set M∗

c = 0,
then follow the MLE of Page (1968), which becomes:

(A6)1

β
= 〈M∗〉 − M∗

max exp(−βM∗

max)

1 − exp(−βM∗

max)
.

We solve this formula using a line search, and then ap-
ply the (N − 1)/N correction to b for our final estimate.
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Abstract The Kerguelen Archipelago, one of the largest oceanic archipelagos in the world, was built by
an active hotspot interacting with a ridge between 110 and 40 million years ago; since then, the ridge has
migrated over 1000 kmaway and the archipelago’s volcanic activity has been steadily decreasing. Despite the
lack of recent active tectonics and the quiescent volcanism of the Kerguelen Islands, there have been several
observations of seismic events of unknown origin in its vicinity. The only seismic instrument within 1000 km
of the archipelagowas installed on Kerguelen’smain island in the 1980s. In this study we apply an AI-assisted
P- and S- arrival detection algorithm to the continuouswaveforms recorded by this seismometer over the past
20 years. We reveal that the Kerguelenmain island hosts abundant seismicity. This seismicity exhibits swarm-
like characteristics in several clustered locations while at other places the earthquakes appear more steady
over time. We locatemost events near the largest ice cap of themain island. We propose that the origin of the
earthquakes can be linked to residual volcanic, magmatic, or hydrothermal activity at depth, all of which can
be favored by flexural stress caused by the documented fast retreat of the ice cap. This seismicity may also
indicate that the Kerguelen hotspot shows signs of unrest.

Non-technical summary The seismicity around the Kerguelen Islands (Indian Ocean) remains
poorly known. This is mainly due to the low density of seismological stations in the area around the island. In
this studyweanalyze the continuous seismological signal, recordedby the only seismological station that is in
operation on the island. Using an artificial intelligence algorithm we identify numerous earthquakes that we
locate on the main island of Kerguelen or in its immediate vicinity. This abundant seismic activity is present
during thewhole duration of the study (20 years) and thus suggests a remnantmagmatic activity on the island
possibly favored by the melting ice cap.

1 Introduction
The Kerguelen Archipelago, located in the oceanic do-
main of the Antarctic plate (Indian Ocean ; 49°S, 69°E;
see Figure 1), represents the northernmost, sub-aerial
part of the Kerguelen plateau and is the third largest
oceanic archipelago after Iceland and Hawaii (Giret,
1990). It has a unique geological history: first a strong
ridge-hotspot interaction built the Kerguelen oceanic
plateau (110-90Ma), then a change in spreading rate of
the Southeast Indian Ridge caused the Kerguelen and
Broken-Ridge Plateaus to rift apart (∼ 45Ma), building
the northern plateau (e.g. Coffin et al., 2002). Today, the
Kerguelen Islands are located over 1000 km away from
the closest tectonic plate boundary, the southeast In-
dian Ridge (Figure 1). They have experienced slowly de-
caying volcanic activity from 40 Ma to the present, with
the last eruptions occurring a few thousand years ago
(Gagnevin et al., 2003).
Despite the distance of theKerguelen Islands fromac-

tive tectonic plate boundaries and their quiescent vol-
canism, there have been several observations of seismic
events in their vicinity. The largest recorded earthquake
occurred in 1973 (Okal, 1981, 1983; Wiens and Stein,
1984; Adams and Zhang, 1984; Bergman et al., 1984):

∗Corresponding author: lengline@unistra.fr

it had a primarily normal faulting mechanism, was lo-
cated quite far from the Kerguelen Islands themselves,
and was attributed to thermal and bending stresses as-
sociated with an asthenospheric channel (Okal, 1983;
Bergman et al., 1984). Since the 1980s, there have been
no further studies of the seismicity of the Kerguelen re-
gion in the international literature. The International
Seismological Commission (ISC) catalog shows a hand-
ful of earthquakeswith locations close to Kerguelen (Ta-
ble 1), all recorded since the French global seismic net-
work Geoscope (Institut de physique du globe de Paris
(IPGP) and École et Observatoire des Sciences de la
Terre de Strasbourg (EOST), 1982) installed broad-band
seismic stations onKerguelen (in 1983), Crozet (in 1986),
Amsterdam (in 1994), and Petrel Island in east Antarc-
tica (in 1986). Each of these stations, including the
one installed at Port aux Français (PAF) on Kerguelen,
records local earthquakes of magnitude lower than 4.0
that remain undetected by the others, or by any other
station world-wide. The recent seismicity visible on
the island includes some episodes of elevated activity
in 2014 and 2017. In particular, a M4.7 earthquake on
6 October 2017 produced surface deformation that was
captured by InSAR (Raphael Grandin, personal commu-
nication).

The origin of the seismicity of the northern Kergue-

1 SEISMICA | ISSN 2816-9387 | volume 2.2 | 2023

https://doi.org/10.26443/seismica.v2i2.285
https://orcid.org/0000-0003-0678-2587
https://orcid.org/0009-0001-1306-2185
https://orcid.org/0000-0001-8859-8948
https://orcid.org/0000-0003-2383-8271


SEISMICA | RESEARCH ARTICLE | Kerguelen seismicity

len plateau remains largely unknown. The seismicity
of the Antarctic plate is generally low and spots of ele-
vated activity might indicate the presence of a specific
underlying tectonic structure (Reading, 2007). For ex-
ample, in Antarctica, denser station coverage has un-
veiled intraplate tectonic earthquakes linked to a rift
zone (Lough et al., 2018). However, no such tectonic
feature is visible on the Kerguelen Islands. Seismic-
ity can also occur in diffuse plate-boundary zones, as
seen elsewhere in the Antarctic plate (for example the
1998 Mw8 Balleny islands earthquake Antonioli et al.
(2002)). However, there is no evidence that a zone like
this exists in the Kerguelen region. Most of the Antarc-
tic intraplate activity is confined to coastal regions of the
continent and seems to be caused by crustal uplift due
to glacial unloading (Reading, 2006). A similar uplift-
ingmechanism operates in Fennoscandia and has been
linked to the occurrence of earthquakes (Steffen and
Wu, 2011). However, the Kerguelen Archipelago is dis-
tant nearly 2000 km from the Antarctic continent, and
the surrounding southern Indian Ocean has a very low
seismicity. It is unlikely, therefore, that the Kerguelen
seismicity is linkedwith the glacial unloading of Antarc-
tica (Reading, 2007).
Another hypothesis involves remnant volcanic

hotspot activity. Volcanic activity linked to the Ker-
guelen hotspot took place mainly between 122 Ma and
90 Ma (Jiang et al., 2020). As the Kerguelen Islands
drifted southwards and progressively disconnected
from the hotspot, the erupted volume decreased (Jiang
et al., 2020). Recent volcanic activity has been docu-
mented within the Kerguelen Plateau, in particular on
Heard and McDonald Islands, about 400 km from the
Kerguelen Islands (Stephenson et al., 2005). The last
major eruptive event on the Kerguelen Islands occurred
26±3 thousand years ago (Gagnevin et al., 2003), but
some volcanic activity still seems to continue. An
airborne thermal survey of the eastern part of the main
island (Grande Terre) found evidence of fumaroles and
hot water springs located near the limits of the island’s
ice cap, suggesting a deep heat reservoir (Ballestracci
and Nougier, 1984). It seems possible, therefore, that
some of the recorded earthquakes could be related to a
circulation of hydro-thermal fluid or magma at depth.
Before being able to address the question of why

earthquakes occur on the Kerguelen Islands, we need
a more detailed picture of this seismicity and of its evo-
lution. To obtain this, we analysed all available contin-
uous waveform data recorded by the seismometer in-
stalled at Port aux Français (PAF), detected several thou-
sand local and near-regional earthquakes, and located
them using single-station methods. We describe our
findings in this paper.

2 Data and Methods
Given the remoteness of the Kerguelen main island,
most of its local earthquakes are recorded by a sin-
gle seismic station: PAF (Port aux Français, Geo-
scope global seismological network), which is equipped
with a Streckheisen STS-1 seismometer. The station
started operating in 1983 and has produced continu-

ous, 20 sample-per-second data streams since 1999. For
this study, we used the three-component waveforms
recorded at PAF between 7 January 1999 and 31 Decem-
ber 2021 (over 20 years of continuous data). The station
stopped working completely between 2013/03/11 and
2013/09/16, during which time the original STS-1 elec-
tronics were upgraded to their Metrozet E300 succes-
sors. The East component STS-1 sensor malfunctioned
during several months in 2017. Fortunately, a short pe-
riod Mark-L4C sensor installed a few meters from the
STS-1 instruments was operating during the 2017 mal-
function, so we substituted waveforms from the L4C in-
strument in our analysis for that time period.
To identify earthquakes and automatically pick P

and S-wave arrival times, we cut the continuous three-
component data-streams into 24-hour windows and
processed them using the EQTransformer algorithm of
Mousavi et al. (2020). This algorithm relies on a deep
neural-network architecture both for earthquake iden-
tification and phase picking and has been trained on a
worldwide database of local to regional waveforms. We
kept the detection level threshold probability and the P
and S picking probabilities at their default values, i.e.
0.3, 0.1, and 0.1. The EQTransformer algorithm iden-
tified 6826 P -wave picks and 6864 S-wave picks in our
data-set. As we were only interested in seismicity lo-
cal to Kerguelen and required both a P and an S pick
to locate the earthquakes, we retained only those events
whose S pick followed its P -wave pick by less than 20s;
this led to the identification of 6591 events.
We estimated the locations of these events from our

single-station three-component data by combining epi-
central (source-station) distances obtained from S-P
travel-time differences with back-azimuths obtained
from the direction of horizontal polarization of the P -
wave arrival. We estimated the epicentral distances by
matching the observed S-P travel-time differences with
those computed in a 1D velocity model. Past geophysi-
cal campaigns in the region had found that the crust in
the central region of themain island is thicker than nor-
mal oceanic crust (16-20 km) and that the crust-mantle
boundary exhibits a 2-3 km thick transition zone (Recq
et al., 1990, 1994; Charvis et al., 1995). This depth of the
Moho is compatible with the value of 24 km inferred
from receiver function analysis at PAF (Kumar et al.,
2007). We adopted the 1D P -wave velocity model of
the area proposed by Gregoire et al. (2001) based on
a compilation of seismic measurements (Table 2). As
we have no information regarding the VP /VS ratio be-
low the main island, we decided to use the location of
the 2017, M4.7 of October 6th as a reference. We per-
formed various locations changing the VP /VS ratio and
each time computing the distance between our location
of this M4.7 event and the location of its associated sur-
face rupture. Theminimumdistance of 9.5 kmbetween
the two locations is obtained for a VP /VS ratio of 1.85
and we retained this value for our analysis.
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Figure1 Regionalmapwith the locationsof theKerguelen Islandsand relevantbathymetric/topographic features. Tectonic
plate boundaries are displayed as thick gray lines DeMets et al. (2010). All earthquakes within the NEIC, USGS catalog within
a 30 degrees radius from themain Kerguelen island are shown as red circles.

Date Time Latitude (◦S) Longitude (◦E) Depth (km) Magnitude Source
1973-03-20 18:13:25 57.82 83.59 33 5.2 ISC
1973-05-03 23:11:06 46.14 73.22 18 5.9 (Mw) ISC
1974-09-21 46.15 53.63 33 - ISC
1980-04-24 23:44:41 48.78 69.24 10 4.6 ISC
1980-04-25 01:54:21 48.72 69.17 10 4.7 ISC
1980-04-25 15:50:06 48.56 69.47 10 4.9 ISC
1981-04-06 57.99 82.50 0 4.7 ISC
2007-07-28 15:32:50 49.16 68.92 4 5.3 ISC
2014-03-12 17:54:03 49.30 69.62 19 4.5 NEIC
2014-03-12 18:15:11 49.32 69.55 20 4.9 NEIC
2014-03-15 14:00:13 49.17 69.51 10 4.3 NEIC
2014-03-15 14:20:59 49.35 69.45 10 4.6 NEIC
2014-03-15 14:57:01 49.22 69.57 16 4.7 NEIC
2014-03-15 15:42:47 49.40 69.58 10 4.3 NEIC
2014-03-15 15:48:08 48.97 69.69 10 4.4 NEIC
2014-03-21 04:39:24 49.66 69.73 10 4.7 NEIC
2015-06-10 03:12:29 49.33 69.75 10 4.7 NEIC
2017-10-06 18:43:44 49.22 68.949 14 4.7 NEIC
2017-10-15 22:21:31 49.104 68.991 15 4.6 NEIC

Table 1 Seismicity of the northern Kerguelen plateau available from global catalogs. Earthquakes from 1973 to 1981 were
discussed by Adams and Zhang (1984); the two earthquakes in 1973 were also discussed by Okal (1981). Magnitude are mb
(body-wave magnitudes) unless otherwise indicated.
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Depth (km) VP (km/s)
0.0 3.8
1.0 4.8
10.0 7.0
18.0 7.5
20.0 8.0

Table 2 P-wave velocity model used for locating earth-
quakes, derived from (Gregoire et al., 2001).

We computed S-P travel-time differences as a func-
tion of distance for the P-wave velocity model in Table 2
and this VP /VS ratio using the code fromHeimann et al.
(2017). We allowed the earthquake depths to range from
1 to 20 km depth, then averaged the S-P travel-time dis-
tances over the entire depth range. We inferred the epi-
central distances by matching these average values as
a function of distance to the recorded S-P travel-time
differences.
We estimated the back-azimuths using the method

proposed by Roberts et al. (1989): we applied a high-
pass filter above 2Hz, isolated theP -wave pulses within
a 1 s window starting 0.15 s before the P -wave picks,
then computed the back-azimuths, φ, as

(1)φ = arctan

(

−〈yeyz〉

−〈ynyz〉

)

,

where ye, yz, and yn are respectively the east, vertical
and north component of the P -wave pulse. We also
computed the uncertainty on the value of φ using equa-
tion (11) of Roberts et al. (1989). We found a mean az-
imuthal uncertainty in our locations of about 9◦. A fur-
ther source of location uncertainty, touching both dis-
tance and azimuth estimates, can arise from the use of
an incorrect or over-simplified seismic velocity model
(we used a 1D velocity model but the wave-speed under
this volcanic island archipelago is likely to vary in 3D).
We kept only those events for which the joint proba-

bility of theP andS phase pickswas higher than 0.1 and
whose azimuth uncertainty was below 40◦. This led to
a final selection of 4507 events. For each earthquake,
we estimated a local magnitude following the original
Richter approach (Richter, 1935). This magnitude esti-
mate, computed at a single site, is subject to large un-
certainties, and should be interpreted as a relativemag-
nitude among the recorded events of each cluster rather
than an absolute magnitude.

3 Results
We located numerous signals originating very close to
the seismic station, in the direction of the permanent
scientific base-camp. Due to their location, we sup-
posed them to be anthropogenic, and we discarded all
signals located at epicentral distances less than 5 km.
This left us with 3158 non-anthropogenic events.
The locations of these earthquakes, shown in Fig-

ure 2, indicate that they are not evenly distributed
around the main island but form diffuse clumps and
streaks at different distances from the Port aux Français
station. To investigate the temporal distribution of

earthquakes in each seismically active region, we
grouped earthquakes into clusters based on their spatial
distribution. We grouped events with similar locations
first visually, then using a simple clustering algorithm.
For the clustering step, we used the density-based spa-
tial clustering DBSCAN (Ester et al., 1996). We used a
2 dimensional metric for clustering events based on the
S-P time and azimuth (SeeText S1). The algorithm iden-
tified 4 clusters comprising at least 90 earthquakes each,
shown in colour in Figure 2. The clusters span 4 bands
of epicentral distances that thicken as a function of dis-
tance from the Port aux Français station. We show in
Figure 3 the magnitude of the earthquakes in each clus-
ter as a function of their occurrence times.
The farthest cluster from the station, clusters 1, is lo-

cated on the west of the island and contain 1404 events.
It is themore populous cluster and is located 10 to 20 km
north-north-west of the Cook ice cap. The earthquakes
in this cluster occurred almost continuously over the
past 20 years, with periods of increased activity in 2007
and 2017. Cluster 2 (east of the ice cap) contains 459
earthquakes, most of which occurred during a seis-
mic sequence in March 2014. The two remaining clus-
ters, clusters 3 and 4, are located southwest of Port aux
Français, at distances of 20 and 40 km. The timing of
earthquakes in these twoclusters indicates that cluster 3
(the closer one) first appeared in 2007, and has since
been activated in several short bursts. Cluster 4 (the far-
ther one) was active at the end of 2011 and has since be-
come nearly quiescent.
Also shown as purple circles on Figure 2 are 1007

events that do not belong to the 4 main identified clus-
ters and are distributed evenly over the entire region;
these may be mislocated because of low signal-to-noise
ratio around the P-wave arrival time or may represent
true diffuse seismicity.

4 Discussion
We have produced the first catalog of seismicity of the
Kerguelen Islands covering a period of over 20 years
(1999-2021). We have found clusters of events on either
side of the Cook ice cap in the west of the island and
others in the south-east of the island. All clusters lie on
concentric circles around the seismic station PAF; these
circles have narrow widths for the clusters close to the
station and larger widths for those farther from the sta-
tion. Such distributions are expected from the uncer-
tainties inherent in single-station location methods.
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Figure 2 Map of all earthquakes located in this study (circles). Colored circles indicate earthquakes that belong to iden-
tified clusters (red: cluster 1, green: cluster 2, blue: cluster 3, yellow: cluster 4); purple circles indicate earthquakes do not
belong to a cluster. The yellow star indicates our location of a M4.7 earthquake on October 6th, 2017; the same earthquake
produced surface deformation visible from InSar and was located at the position of the red star (Raphael Grandin, personal
communication). The blue triangle marks the location of the seismic station used in this study (PAF, Port aux Français). The
white area shows the contour of the Cook ice cap.
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Figure 3 Magnitude of earthquakes as a function of time
in each cluster. The color of each circle refers to its cluster.
Gray circles indicate events that occurred during the time
period in 2017 in which the broadband seismometer at PAF
(Port aux Français) stopped functioning (no magnitude are
available for these events and all magnitudes were fixed to
1.5). The gray background indicates time period when no
instrument was recording.

Inferring the causal mechanism of earthquake clus-
ters is notoriously difficult in regions of little to no
tectonic deformation such as the Kerguelen main is-
land. Some clusters are dominated by a single larger
event at their onset (e.g. cluster 2) and exhibit a
number of smaller events that decay over time in
both size and frequency; these behave like mainshock-
aftershock sequences whose amplitude and frequency
follow Omori’s law (Omori, 1895; Utsu et al., 1995), but
give no indication of the causal mechanism for the
mainshock itself. Other clusters lack a large event and
exhibit an increased rate of earthquakes over a short
time (e.g. clusters 3 and 4); these behavemore like seis-
mic swarms (Zhang and Shearer, 2016). Such swarms
may be driven by fluids and are often encountered in
volcanic environments or in other regions of the crust
where pressurized fluids are present (e.g. De Barros
et al., 2019; Duputel et al., 2019), however we lack,
at present, geophysical evidence indicating that fluids
are present at depth at the locations of these clusters.
Another way to investigate if sub-surface mass (fluid)
movements caused a particular seismic swarm is to
identify signs ofmigration of the seismicity (Chen et al.,
2012), however the uncertainties of our single-station
locations are too large for us to perform this investiga-
tion. Deployment of a seismic network on the main is-
land will help to constrain the depth and focal mecha-
nisms of these earthquakes and will provide better lo-
cation accuracy.
Among the possible explanations for the long-lived

and nearly continuous seismicity in northwestern Ker-
guelen (cluster 1), we wish to draw attention to the elas-
tic rebound caused by rapidmelting of the Cook ice cap.
The glacial wastage that has occurred over the last 60
years on Kerguelen is one of the fastest on Earth (Favier
et al., 2016). After a stable period between the 1800s

Figure 4 Top: Superposition of seismograms of all events
located in cluster 1. The seismograms are windowed
around theP-wavearrival on the three components (E: East,
N: North and Z: vertical). Bottom: Waveforms recorded on
the East component for all seismograms of cluster 1. Events
are ordered chronologically and amplitude are normalized
for each event. All seismograms have been aligned on the
P-wave arrival. We observe that the P-wave pulses are co-
herent for all events of the cluster and that the S-P time is
nearly identical as well.
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and the 1960s (Frenot et al., 1993), the Cook ice cap
retreated rapidly, losing 20% of its surface area in 40
years (Berthier et al., 2009). During this time, the ice re-
treat accelerated from 1.9 km2/year between 1963 and
1991 to 3.6 km2/year between 1991 and 2003, equivalent
to a thinning rate of 1.4-1.7 m/year which is still mea-
sured today (Favier et al., 2016). Such rapid ice wastage
abruptly reduces the vertical stresses previously im-
posed by the weight of the ice and causes immediate
elastic rebound of the lithosphere, associated with flex-
ural stress, crustal uplift, faulting, and seismicity (e.g.
Stein et al., 1989; Stewart et al., 2000). Ice wasting can
decrease thepressure on shallowmagma reservoirs and
increasemelting within them, as seems to be occurring
in regions of Iceland’s rift zone that are subject to glacial
unloading (Sigmundsson et al., 2010). Ice retreat also
influences stress conditions in shallow magma cham-
bers and hence modifies their failure conditions and
promotes dike intrusions (undergroundmass transfers)
that can trigger seismic swarms (Albino et al., 2010).
Although it is unknown if the Kerguelen main island

has a shallowmagma reservoir that could be influenced
in this way bymelting of the Cook ice cap, recent obser-
vations of crustal deformation indicate ongoing uplift
over thewestern part of the archipelago, possibly linked
to elastic rebound (Raphael Grandin, personal commu-
nication). Wepropose that the ice-wasting scenariomay
explain part if not all of the recent seismicity that sur-
rounds the Cook ice cap, by a combination of flexural
stresses, melt generation, andmass transfers at shallow
depth.

5 Conclusion
Our analysis of the seismicity of the Kerguelen Islands
with a single seismic station, over more than 20 years,
revealed that the islands host significant seismic activ-
ity. This activity is temporally heterogeneous: in some
regions it exhibits swarm-like behavior ; in others, such
as the main active zone northwest of the Cook ice cap,
it appears continuous over the full time extent of our
study. As the Kerguelen Islands are located far from any
plate boundary, we tentatively explain their persistent
recent seismicity by the combination of flexural stress
and the promotion of a magmatic activity, both caused
by the unloading resulting from the ice wastage of the
Cook ice cap over the recent years. Documenting the
depth of these earthquakes, their focalmechanisms and
the sign of possible migration would help to refine our
understanding of this activity but would require the in-
stallation of temporary network close to the active re-
gions.
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Abstract Quantitative evaluation of the physical state of the upper mantle, includingmapping tempera-
ture variations and the possible distribution of partial melt, requires accurately characterizing absolute seis-
mic velocities near seismic discontinuities. We present a joint inversion for absolute but discontinuous mod-
els of shear-wave velocity (Vs) using 4 types of data: Rayleigh wave phase velocities, P-to-s receiver functions,
S-to-p receiver functions, and Pn velocities. Application to the western United States clarifies where upper
mantle discontinuities are lithosphere-asthenosphere boundaries (LAB) or mid-lithospheric discontinuities
(MLD). Values of Vs below 4 km/s are observed below the LAB over much of the Basin and Range and below
the edges of the Colorado Plateau; the current generation of experimentally basedmodels for shear-wave ve-
locity in the mantle cannot explain such low Vs without invoking the presence of melt. Large gradients of Vs
below the LAB also require a gradient in melt-fraction. Nearly all volcanism of Pleistocene or younger age oc-
curredwherewe infer the presence ofmelt below the LAB. Only the ultrapotassic Leucite Hills in theWyoming
Craton lie above an MLD. Here, the seismic constraints allow for the melting of phlogopite below the MLD.

Non-technical summary Constraints from seismology on the structure of the lithosphere-
asthenosphere systemoftencome fromoneof two typesofobservations, surfacewave tomographyor receiver
function analysis. Surface wave tomography gives smoothmodels of absolute velocities, while receiver func-
tions give relative constraints on velocities across abrupt boundaries. This study develops a joint inversion of
the two types of constraints for structure in the uppermantle. With jointly constrained velocitymodels for the
Western United States, we infer that shear-wave velocities are too low to be explained without invoking the
presence of melt below the lithosphere-asthenosphere boundary beneath much of the area surrounding the
Colorado Plateau. The distribution of melt in the asthenosphere agrees well with the distribution of young
volcanism in the study area, with the most significant outlier being a volcanic field with anomalous composi-
tions.

1 Introduction
The state of Earth’s asthenosphere exerts a fundamen-
tal control on the tectonic and magmatic evolution of
the crust and lithosphere. The asthenosphere is a rhe-
ologically weak layer beneath the lithospheric plates,
with ambient temperatures near or above the solidus
for silicate melting in a peridotite mantle. The low vis-
cosities facilitate a wide range of advection processes
that deliver heat and stress to the overriding plate,
and the production, accumulation, and subsequent re-
moval of partial melt drives volcanic and plutonic pro-
cesses at plate-boundary and intraplate settings. In de-
tail, the rheology of the asthenosphere likely depends
strongly on thepresence anddistributionofmelt, which
is inferred to weaken mantle rocks at both geological
and seismic time scales as it accumulates on intersti-
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tial grain boundaries (e.g. Hammond and Humphreys,
2000; Takei, 2002; Holtzman, 2016; Chantel et al., 2016;
Takei and Holtzman, 2009). However, due to trade-
offs and uncertainty between the effects of melt, tem-
perature, volatile content, and grain size on the seis-
mic and other geophysical properties of the mantle, de-
tailed quantification of the distribution of partial melt
in Earth’s mantle remains elusive.

Over the past decade, significant progress has been
made in estimating the state of the asthenosphere be-
neath the diverse tectonic physiography of the west-
ern United States (Fig 1). This progress has been
enabled by the deployment of EarthScope’s USArray,
which blanketed the continental US with seismic ob-
servations of sufficient density to resolve crustal and
upper-mantle structure on length scales as small as 100
km, comparable to length scales of major tectonic fea-
tures andboundaries, includingmountain belts and vol-
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canic fields. This allows for accurate quantification of
seismic characteristics at depths that can be directly
compared to surface observations derived fromgeology
and geochemistry (e.g. Plank and Forsyth, 2016; Porter
and Reid, 2021). In particular, two imaging approaches
have emerged that provide distinct but complementary
constraints on crustal andupper-mostmantle structure.
Array-based surface-wave phase velocities provide ex-
cellent constraints on three-dimensional variations in
absolute velocities in the upper mantle (e.g. Lin and
Ritzwoller, 2011; Jin and Gaherty, 2015; Ekström, 2017),
key for quantifying melt in the asthenosphere and its
impact on overlying lithospheric structure. However,
surface waves lack the ability to constrain abrupt ve-
locity changes laterally or with depth, and surface-
wave images contain strong trade-offs between reduc-
ing the model misfit and geologically reasonable but ad
hoc constraints such as model smoothness and model
length. Common-conversion-point (CCP) images of S-
to-p converted phases (receiver functions) provide crit-
ical data on abrupt changes in velocity with depth (e.g.
Kawakatsu et al., 2009; Rychert et al., 2007; Levander
andMiller, 2012; Lekić and Fischer, 2014; Hansen et al.,
2015; Liu and Shearer, 2021), including quantifying the
change in physical characteristics across major bound-
aries within the lithosphere-asthenosphere system in
two dimensions. These observations lack sensitivity to
absolute velocity, however, making it difficult to quan-
titatively interpret them in the context of temperature,
melt content, or other state variables. For example, S-
to-p images of the upper mantle often produce sharp
negative velocity gradients (NVGs) within the upper
mantle (a negative gradient is defined as a decrease in
seismic velocity with increasing depth). NVGs are often
interpreted as the lithosphere-asthenosphere boundary
(LAB) (e.g. Kawakatsu et al., 2009; Rychert et al., 2005,
2007; Kumar et al., 2012; Levander and Miller, 2012;
Lekić andFischer, 2014), but in some casesNVGs clearly
fall within the lithosphere and are interpreted as a mid-
lithospheric discontinuity (MLD) (e.g. Abt et al., 2010;
Ford et al., 2010, 2016; Fischer et al., 2010) of widely de-
bated origin (Hansen et al., 2015; Selway et al., 2015;
Saha et al., 2021; Karato et al., 2015; Helffrich et al.,
2011). Distinguishing between these interpretations re-
quires additional information to constrain temperature,
such as absolute velocities.
The joint inversion of surface waves and receiver

functions merges the best attributes of each technique:
constraints on absolute velocities from surface waves
with rapid transitions in velocity with depth resolved
by receiver functions. Thus, much more confident in-
terpretations of the resulting structures are possible:
accurate absolute velocities both above and below an
NVG enable a more explicit interpretation than is pos-
sible from each observation independently. Joint in-
versions of surface wave and receiver function data are
now quite common. Primarily, these efforts consist of
joint inversion of P-to-s converted wave data to better
constrain crustal thickness (e.g. Chai et al., 2015; Delph
et al., 2015; Schmandt et al., 2015; Shen and Ritzwoller,
2016; Delph et al., 2018). More recently, inversions in-
corporating S-to-p conversions have improved quanti-

tative velocity estimates across upper mantle disconti-
nuities such as the LAB (e.g. Bodin et al., 2016; Eilon
et al., 2018). These localized inversions model the full
receiver function at individual stations, and a benefit
of these inversions is their lack of imposed constraints;
however, this can lead to complex velocity models that
vary considerably between stations and can be difficult
to explain geologically.
In this paper we present an alternative joint inversion

of surface wave and receiver function data that takes
advantage of our geological intuition. We think of the
upper 400 km of the earth as a layered structure, with
a crust overlying a strong high-velocity lithosphere,
which in turn overlies a lower-velocity asthenosphere.
Previous studies of receiver functions provide spatially
coherent sets of data that define the layering, specifi-
cally the depth to (or more accurately, the travel time
to) and magnitude of abrupt velocity changes, includ-
ing the Moho and (in many regions) the lithosphere-
asthenosphere boundary. Surface-wave dispersion con-
strains the absolute shear velocities within this layered
framework. The resulting 3-D layered velocity model
provides new constraints on the absolute velocity at the
top of the asthenosphere, enabling unique quantitative
estimates of partial melting in the upper mantle.

2 Tectonic Background
To first order, the continental United States can be di-
vided into a tectonically stable (cratonic) eastern half,
and awestern half characterized by active and/or recent
tectonic deformation. The crust and upper mantle in
the active western US has long been observed to be seis-
mically distinct from the stable east, with lower seismic
velocity and high seismic attenuation in the upperman-
tle suggesting higher temperatures and the presence
of partial melting (e.g. Grand and Helmberger, 1984;
Humphreys and Dueker, 1994; Pakiser, 1963; Solomon,
1972), which also correlate with higher elevations and
heat flow relative to the eastern continent. The western
half can be further subdivided into provinces that fea-
ture distinct magmatic and tectonic activity. USArray
and similar regional broadband deployments enable a
detailed characterization of the subsurface on small re-
gional scales. Fig 1 highlights the major provinces and
geologic features that we focus on here.
The eastern edge of our study region captures the

western portion of stable North America (SNA), which
primarily consists of Archean and Proterozoic base-
ment overlain by Phanerozoic sedimentation (Whit-
meyer and Karlstrom, 2007). Upper-mantle seismic
wavespeeds in the area are high (e.g. Schmandt and
Humphreys, 2010; Shen and Ritzwoller, 2016; Porter
et al., 2016), and NVGs are usually interpreted as an
MLD (e.g. Hopper and Fischer, 2018). Abutting the sta-
ble platform to the west are high-standing mountain
ranges andmoderately deformed plateaus that were up-
lifted during the widespread Laramide orogeny from
the late Mesozoic to the early Cenozoic, including the
modernRockyMountains, theArchean-coredWyoming
province, and the Proterozoic-cored Colorado Plateau
(CP). Subsequent to Laramide uplift, the Wyoming Cra-
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ton returned to relative quiescence (Humphreys et al.,
2015), and the subsurface is characterized by moder-
ately thick, high-velocity lithosphere (Shen and Ritz-
woller, 2016; Porter et al., 2019; Xie et al., 2018). In
contrast, from the mid-Cenozoic onwards, volcanism
and modest extension have encroached from the Basin
and Range towards the center of the CP (Roy et al.,
2009; Crow et al., 2011), creating a plateau “transition
zone” along the western and southern borders with the
Basin and Range that is characterized in the subsurface
as highly thinned lithosphere underlain by anomalous
hot asthenosphere (Schmandt and Humphreys, 2010;
Levander et al., 2011; Shen and Ritzwoller, 2016; Porter
et al., 2019; Golos and Fischer, 2022). These features are
absent from the eastern side of the CP and the southern
Rocky Mountains. Localized volcanic centers in the re-
gion can be highly voluminous (e.g. Marysvale volcanic
center), and persist to recent times.
Further west and south lies the modern Basin and

Range province (BR), interpreted to be a former high-
standing orogenic plateau that underwent significant,
wide-spread extensional collapse during the middle-to-
late Cenozoic. Prior to extension, the region experi-
enced a sweep of volcanic activity that is expressed
primarily as widely distributed ignimbrite-producing
calderas (Best et al., 2016). Today, the region is char-
acterized by anomalous thin crust (e.g. Gilbert, 2012)
and lithosphere (e.g. Lekić and Fischer, 2014; Hansen
et al., 2015; Hopper and Fischer, 2018; Kumar et al.,
2012; Levander and Miller, 2012) underlain by hot as-
thenosphere (Humphreys and Dueker, 1994; Plank and
Forsyth, 2016; Porter and Reid, 2021). Volcanism in the
region is highly distributed throughout the province,
and persists to recent times. North of the BR, the
Snake River Plain (SRP) stretches from the Yellowstone
Hotspot to the High Lava Plains of central Oregon, and
is characterized by voluminous surface volcanism that
initiated at approximately 15 Ma and continues to the
present. Seismic characterization of the subsurface
suggests that the entire SRP is underlain by hot astheno-
sphere (e.g. Schmandt and Humphreys, 2010; Shen and
Ritzwoller, 2016; Porter and Reid, 2021).
We limit this presentation to the region shown in

Fig 1, which captures a rich diversity of tectonic en-
vironments while also avoiding subducting slabs and
other plate-boundary complexity to the west and north
(for example, see Schmandt andHumphreys, 2011) that
may not bewell described by the three-layer parameter-
ization that we describe below.

3 Datasets
We construct profiles of seismic velocity from depths of
0 to 400 km by combining four published datasets with
complementary sensitivity to structure. Each dataset is
derived from seismic data recorded by the EarthScope
USArray, including the Transportable Array (nominal
background station spacing of 70 km)plusmore densely
spaced Flex Arrays and other regional data sets. In each
case described below,we refer the reader to the relevant
citations for the specific data utilized and methodologi-
cal details.

Figure 1 Major geologic, tectonic, and volcanic features in
the study area. Black lines are, here and in subsequent fig-
ures, the physiographic provinces of Fenneman and John-
son (1946), with modifications described in the text. Red
circles approximately demarcate select volcanic fields that
are discussed in the text. White labels are names used for
features in the main text.

3.1 Surface-wave phase velocities

We use the phase velocities of Rayleigh waves in
three non-overlapping period bands from three stud-
ies. From 8 to 15 s, we use phase velocities from Ek-
ström (2017). These phase velocities were estimated
from ambient seismic noise using Aki’s formula (Ek-
ström et al., 2009; Ekström, 2014, 2017). From 20 to
100 s, we use the phase velocities of Jin and Gaherty
(2015) derived from the cross-correlation of Rayleigh
waves from teleseismic events, with Helmholtz tomog-
raphy applied for correcting focusing effects (Lin and
Ritzwoller, 2011). From 20 to 40 s, these data agree
well with the ambient-noise results of Ekström (2017).
We extend our phase velocity dataset over 120-180 s
with the results of Babikoff and Dalton (2019), who used
the cross-correlation methodology of Jin and Gaherty
(2015). Maps of phase velocity at periods of 10, 60, and
120 s across our study area are shown in Fig 2, with pe-
riods chosen to show one map from each of our three
sources. Uncertainties vary by period and are estimated
in the referenced studies, varying from 0.025 to 0.097
km/s at 10 and 180 s, respectively.

3.2 P-to-s conversions from the Moho

Conversions of teleseismic P-to-s phases provide con-
straints on both the depth to and the contrast in seismic
velocity across the Moho. While most P-to-s studies of
the crust focus on constraining intracrustal properties,
including Moho depth and Vp/Vs ratio (e.g., Gilbert,
2012), the study of Shen and Ritzwoller (2016) constrain
both depth and contrast across the Moho by fitting the
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Figure 2 Phase velocities of Rayleigh waves at 10, 60, and 120 s in panels A, B, and C, respectively.

waveforms of the P-to-s receiver functions as part of
a joint inversion along with the phase velocity, group
velocity, and ellipticity of Rayleigh waves. Two con-
straints are extracted from the model of Shen and Ritz-
woller (2016): first, a time to the Moho by calculating
the travel time of a vertically propagating S wave from
the surface to the Moho through the model, account-
ing for variations in the Vp/Vs ratios in the crust from
Schmandt et al. (2015); and second, the contrast in ve-
locity across the Moho from the difference in velocity
directly above and below the discontinuity. Uncertain-
ties for both quantities are directly calculated from er-
rors given onVs at eachdepth and are dividedby a factor
of 4 to convert from a standard deviation to a standard
error (see section 4.2 of Shen and Ritzwoller (2016) for a
discussion). We thenapply aGaussianfilterwith awidth
of 0.25° to both datasets to approximate the smoothness
of the 20-32 s phase velocities, and the resulting datasets
are shown in Fig 3a,b.

3.3 S-to-p conversions from an NVG
Travel times to and the velocity contrast (including un-
certainties) across the NVG are provided byHopper and
Fischer (2018). A spatially varying Vp/Vs ratio in the
crust fromSchmandt et al. (2015) is used to convert from
the observed S minus P times to S times for a verti-
cally propagating wave, to match the type of constraint
on the Moho described above. Converted-phase ampli-
tudes are converted to a change in velocity over a spec-
ified width of the NVG (Supplementary section S1, and
see Hopper and Fischer (2018) for details). The widths
of the NVG are not directly observed in the original
S-to-p receiver functions, but are imprecisely inferred
from waveform modeling. We explore modifications
to the width during the subsequent inversions and so
consider the widths a different type of constraint than
other data. Finally, we apply a Gaussian filter with a
half-width of 0.5° to approximate the smoothness of the
50-100 s phase velocities to both datasets. The magni-
tude of the velocity contrast across theNVG ranges from
4-15% across the study area. Filtered travel times and
velocity contrasts are shown in Fig 3c,d, respectively.

3.4 Pn velocities
The final dataset we use is the velocity of Pn phases
taken fromBuehler and Shearer (2017). Pn travels along

the underside of the Moho, and we use the observed Pn
velocity to derive a direct constraint on shear velocity
just below the Moho. This requires an assumed Vp/Vs
ratio for the shallow mantle, as well as an adjustment
to account for anisotropic structure, as Pn phases are
primarily sensitive to the P-wave velocity in the hori-
zontal plane, V ph, while Rayleighwaves and phase con-
versions are primarily sensitive to the S-wave velocity in
the vertical plane, V sv. We assume a mean V p/V s ra-
tio of 1.76 and correct for radial anisotropy assuming a
(V sh/V sv)2 of 1.04 (Clouzet et al., 2018) with the scaling
relationships of Montagner and Anderson (1989). The
estimated shear velocities for the upper-most mantle
(immediately beneath theMoho) are shown in Fig 4. We
assign a large uncertainty of 0.1 km/s to this constraint,
which results in aweaker constraint on our finalmodels
than the other three datasets. This uncertainty is based
on observed variations of sub-MohoVp/Vs in the upper-
most mantle for portions of the western United States
(Buehler and Shearer, 2014), as well as the significant
uncertainty in radial anisotropy at the relatively short
(tectonic) scales represented here.

4 Joint Inversion Methodology

4.1 Inversion approach

Our philosophy in this inversion is to capitalize on the
geological intuition that, to first order, the shallow ve-
locity structure of the Earth can be described by three
layers coinciding with the crust, lithospheric mantle,
and asthenospheric mantle (with ambiguity in the ter-
minology in the case of an MLD). Receiver function
studies constrain the boundaries between these layers
(Ps and Sp for the Moho and NVG, respectively) and
phase velocities of surfacewaves provide constraints on
the absolute velocities within the layers. Using a lin-
earized least-squares approach, we invert these data for
a set of one-dimensional shear velocity models at each
pointwithin a geographic gridwith 0.25° spacing in both
latitude and longitude. Within each layer, the shear ve-
locity is constrained to behave smoothly. The thickness
of the Moho and NVG are assumed a priori; the Moho
jump is assumed to occur over 1 km, while the breadth
of the NVG is taken fromHopper and Fischer (2018) and
ranges from 10-50 km (Figure S1). Alternative choices
for the width of the NVG are discussed below. By com-
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Figure 3 Constraints from converted phases. Panels on the top row are data describing the Moho and on the bottom row
are data describing the NVG. The left-hand column shows contrasts in velocity with increasing depth in percentage relative to
the shallower layer, and the right-hand column shows the travel time expressed as the travel time of a vertically propagating
S wave from the mid-point of the discontinuity to the surface. The contrast in Vs across the NVG (panel C) depends on the
breadth of the NVG (see Supplementary Section S1)

bining these one-dimensional profiles, we construct a
three-dimensional, layered shear-velocitymodel for the
region.

4.2 Model Parameterization
We define the model to be solved for (Fig 5) as

(1)p = [s, t]

where s is a vector of vertically polarized shear wave
velocities (V sv) defined at fixed depths, and t is a vec-
tor of the thicknesses of layers above discontinuities
in the model, in this application corresponding to the
crust and themantle layer above the NVG (Fig 5). These
abrupt boundaries are not explicit discontinuities in ve-
locity (the Moho has a width of 1 km, and the NVG has
variable width), but to simplify the terminology we call

them “discontinuities” in the following discussion. The
model is constructed such that the top and bottom of
each discontinuity corresponds explicitly to an element
of s. In the layers above and below the discontinuities,
an integer number of elements in s is chosen so that
the spacing between elements is greater than 6 km or
so that there are at least 5 elements. The number of el-
ements in s in a given layer may update when the ele-
ments of t change. Linear gradients in V sv are assumed
between each point in s. The shear-velocitymodels pre-
sented here utilize 67-72 parameters at each location:
the two values of t and 65-70 values of s as a function
of depth z. We initialize the inversion using a starting
model constructed with velocities above a depth 150 km
taken from Shen and Ritzwoller (2016), and velocities
from 150-410 km depth taken from PREM (Dziewonski
andAnderson, 1981). In all cases investigated, bothwith
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Figure 4 Shear-wave velocity at the top of the mantle as
estimated from Pn tomography. See text for details.

synthetic and real data, the final model was found to be
essentially independent of the starting model.
The Gauss-Newton method is used to find a model of

this form that adequately fits each dataset under regu-
larization. Partial derivatives between the observations
and model parameters are found with MINEOS and di-
rectly from the geometry of themodel (boxed equations
in Fig 5, for the surface and body wave observations, re-
spectively. MINEOS is executed on a constant grid (pur-
ple in Fig 5), and the inverse model must be related to
this intermediate structure. Details are given in the Ap-
pendix.

4.3 Uncertainties on parameters from the re-
covery of synthetic models

We assess the resolving power of the data and inver-
sion by attempting to recover known velocity models.
We first invert two velocity profiles to evaluate the rel-
ative importance of the different observations used in
this study for accurately characterizing key components
of the lithosphere-asthenosphere system. For these two
tests, noise is not added to the synthetic data, and the
thickness of the Moho and NVG are 1 and 10 km, re-
spectively. The first model (black line in Fig 6a) fea-
tures a nearly linear gradient above the Moho, a mod-
erate negative gradient with some curvature below the
Moho, and a large NVG. The second model (black line
in Fig 6b) features stronger curvature in the crust with
a steep slope above the Moho, a steep negative slope
below the Moho, and a lower minimum Vs below the
NVG.When these twomodels are invertedwith only the
surface wave and P-to-s constraints (yellow models in
Fig 6), the crust is reasonably well reconstructed, but
the layered structure in the mantle is not accurately re-
covered. At the depthwhere theminimumVs is reached
in the input models, Vs is overestimated by 0.2 and 0.4
km/s, and the steepness of the gradient in Vs is under-
estimated both above and below the NVG. Adding con-
straints from S-to-p converted phases leads to an excel-
lent recovery of the first model at all depths, and the

inclusions of the head-wave velocities does not notice-
ably affect the outcome. For the second model, how-
ever, the head waves are necessary to properly estimate
the gradient below the Moho, which leads to an im-
provement in recovery both above and below the NVG.
Crustal structure - and not mantle structure - appears to
be the primary control on whether the slope below the
Moho can be recoveredwithout the headwaves (Supple-
mentary Section S2). We conclude that all four datasets
are necessary to accurately describe the upper mantle,
with the head-waves supplying the least information.

To further evaluate the modeling approach and to
quantify uncertainties for key model characteristics,
we generate 500 random velocity models (Supplemen-
tary Section S3), add noise to synthetic data predicted
for each model (see Section 2 for the uncertainties on
each dataset), invert, and compare the resulting model
with the input model. We seek to quantify the recov-
ery of several key parameters of the layeredmodels: the
depths to a Moho and an NVG; the shear-velocity con-
trast across the Moho and NVG; the shear-wave veloc-
ity immediately above and below the Moho, and imme-
diately above and below the NVG; and the slope of the
shear-wave velocity within 10-km above the Moho, be-
tween the Moho and the NVG, and within 50-km below
the NVG.We attempted to recover the second derivative
of shear velocity within the layers but conclude that the
data lacks a strong intrinsic constraint on the curvature
of the velocities in any of the three layers (Fig 6). Table 1
quantifies our ability to accurately recover these key pa-
rameters, in the form of the standard deviation of the
difference between the input and recovered parameters
in this test. Since we have not utilized data with direct
constraints on shallow crustal structure, we do not in-
terpret values in the upper half of the crust.

Parameter, units Standard deviation

Depth to Moho, km 2.5
∆Vs at Moho, % 1.6
Depth to NVG, km 2.2
∆Vs at NVG, % 0.84
Vs, above the Moho, km/s 0.10
Vs, below the Moho, km/s 0.11
Vs, above the NVG, km/s 0.1
Vs, below the NVG, km/s 0.08
∂Vs/∂z, <10 km above the Moho,
(km/s)/km 1.1x10-3

∂Vs/∂z, between the Moho and
NVG, (km/s)/km 6.2x10-3

∂Vs/∂z, <50 below the NVG,
(km/s)/km 2.8x10-3

Table 1 Errors on specific features, based on the inver-
sions of many synthetic models
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Figure 5 Cartoon showing the parameterization of the models and the relationship between the inversion model (param-
eterized as shear velocity values, s, at depths, z) and the MINEOS model (parameterized as shear velocity values, V sv, at
depths, d). The depth points in the inversion model are fixed except for the depth of the top of the boundary layers (Moho
and NVG), which are parameterized as the thicknesses of the layer above the boundary layers, t. Equations relating features
of the inversion model and the intermediate MINEOSmodel are shown (see the Appendix for details).

Figure6 Resultsof inversionsof syntheticdatasets. Inbothpanels, black linesare themodelsused togenerate the synthetic
dataset, and models in color are inversions of the datasets described in the legend. Ps is P-to-s conversions from the Moho,
SW is surface wave phase velocities, Sp is S-to-p conversions from the NVG, and HW is the velocity at the top of the mantle
constrained by head waves.

5 Results
5.1 Preferred inversion of the data
We invert the suite of observations from Section 2 for
3Dmodels of shear velocity over the study region by ap-

plying the 1D parameterization in Section 3 on a 0.5 by
0.5 degrees spatial grid. The resulting models satisfy
the discrete observations within estimated uncertainty
(Fig 7). Misfits of the model predictions to each dataset
expressed as the mean squared error, χ2, are very low,
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exceeding the nominal target value of one (where one
means that on average the data is fit to the error) only
for the phase velocities at 25 s and the velocity contrast
from Ps conversions. These higher misfits likely indi-
cate tension between the two observations as to the con-
trast at the Moho, but are acceptable. Given this un-
certainty, we demonstrate the acceptability of ourMoho
structureby comparingpredicted receiver functionsbe-
tween our model and the model of Shen and Ritzwoller
(2016) in Supplementary Section S5.
Fig 8 displays the depths of the two discontinuities

across the region. The depth to the Moho varies from
over 50 km at locations within stable North America to
less than 35 km in much of the BR province. The Moho
is shallower in the southern than northern BR, and the
Colorado Plateau typically features transitional values
between 35 and 50 km, with thinner crust beneath the
transition zone along its southern and western margin.
Overall, the Moho depths and their variation are gen-
erally consistent with previous studies from the region,
with RMS difference of 2.3 km compared to Schmandt
et al. (2015) and 3.8 km relative to Gilbert (2012). Both
are comparable to our uncertainty in Moho depth (2.5
km), with the greater difference compared to Gilbert
(2012) likely caused by Gilbert (2012) migrating Ps con-
versions to depth with a fixed model, while both our
study and Schmandt et al. (2015) are joint inversions of
data from receiver functions and surfacewave phase ve-
locities.
Depths to the NVG are typically greater beneath SNA

(average of 90 km) than in the BR (average of 75 km),
but the depths also feature shorter-wavelength varia-
tions that are likely associated with smaller-scale tec-
tonic processes. Within theBasin andRange, the depths
to the NVG are highly variable, especially in the north,
with a swath of shallower depths in the south (Liu and
Shearer, 2021). Relatively shallow depths extend from
the BR through the Rio Grande Rift and into the south-
ern Rocky Mountains. Somewhat greater NVG depths
characterize the Colorado Plateau, Wyoming craton,
and northern Rockies, but again with significant short-
wavelength variations. Beneath the CP, a local maxi-
mum in the depth of the NVG occurs beneath the center
of the plateau embedded among shallower NVGs to the
west, south and east. Beneath the transition zone of the
Colorado Plateau, depths are more similar to those be-
neath the BR than the center of the Plateau.
Fig 9 displays the regional variations in shear veloc-

ities and associated vertical velocity gradients directly
above and below these layer boundaries. Lower crustal
gradients are averaged over 10 km above the top of
the Moho, and gradients below the Moho are averaged
from the base of the Moho and the top of the NVG.
Fig 10 shows cross-sections through our study area with
shear-wave velocities specified every 1 km in depth. Ve-
locities within the lower crust (Fig 9a) show a similar
long-wavelength pattern to that seen in the depths to
theMoho, but withmore pronounced short-wavelength
variations. Lower-crustal velocities are highest in SNA
in the east and are lowest across a broad swath of the
Basin and Range province. Velocities are 0.2-0.4 km/s
faster in the northern-most BR than to the south, but

this division occurs at approximately 39°N (Fig 9a) and
so is not coincident with the decrease in crustal thick-
ness that occurs 36°N (Fig 8a). The slowest lower-crust
velocities in the BR surround the western, southern,
and eastern rim of the Colorado Plateau, with a contrast
in velocity from the BR to the interior plateau ranging
from 0.3 to 0.5 km/s with onlyminor variations in veloc-
ity within the plateau itself. Low-velocity anomalies in
the lower crust are typically associatedwithweak gradi-
ents in shear-wave velocity above theMoho, for example
along the southern and western edges of the Colorado
Plateau and at an anomaly beneath the San Juan Moun-
tains at 38°N/108°W (Hansen et al., 2013). The gradient
in the lower crust anticorrelates with the velocity in the
lower crust over much of the BR and CP. However, the
correlation is imperfect as maxima in the gradient cor-
respondwith intermediate shear velocities in the north-
ern BR and the high crustal velocities in SNA are typi-
cally associated with intermediate or weak gradients.
The velocities between the Moho and the NVG

(Fig 9b,e) are less variable than the other two lay-
ers, and less obviously correlated with surface tecton-
ics. Shear velocities are high beneath the Great Plains
andWyoming craton, intermediate beneath the CP and
much of the BR, and low only in localized anomalies
such as beneath Yellowstone and the western transition
zone of theCP.The vertical velocity gradient in theman-
tle lithosphere is generally positive over much of the
region, with negative gradients localized to the Snake
River Plain, the Marysvale volcanic fields (as also seen
in the profiles in Figs 10,11), and the Rio Grande Rift.
Local maxima in negative velocity gradients below the
Moho in the same three locationswere reported by both
Shen and Ritzwoller (2016) (their Fig. 17) and Buehler
and Shearer (2017) (their Fig. 7c,d). The negative gradi-
ents extend over a more extensive region in Shen and
Ritzwoller (2016) than in this study or in Buehler and
Shearer (2017), and we do not reproduce the local max-
imum in positive gradients in the BR in Buehler and
Shearer (2017). The gradient in this depth range is the
most poorly constrained feature of themodel space (Ta-
ble 1). The strongly negative gradients correspond to re-
gions with slow surface-wave velocities (Fig 2b) and of-
ten with moderately large Moho contrasts. In a few lo-
cations, this results in a sub-Moho velocity gradient of
similar magnitude to the imposed NVG associated with
the Sp contrast. Forward modeling of Sp receiver func-
tions confirms that these high-gradient models do sat-
isfy Sp travel times within uncertainty, despite contra-
dicting the intuition that the NVG should have the high-
est gradient in Vs with depth (Supplementary Section
S6). Buehler and Shearer (2014) also directly observed
Sn across a portion of our study region, and to first or-
der our sub-Moho Vs variations are in agreement, not-
ing the low Vs below the Moho beneath a wide swath of
theWestern Colorado Plateau in particular.
Velocities below the NVG exhibit pronounced pat-

terns at both short and long wavelengths and excellent
correlation with the tectonic provinces observed on the
surface (Figs 9c,11). Velocities are high (Vs > 4.4 km/s)
beneath most of SNA and the Wyoming Craton, with
relatively low velocity anomalies of approximately 4.3
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Figure 7 Fit to the surface (A) andbody (B)wavedatasets expressed as themean squared error,χ2, for our preferreddataset
and inverse approach. The datasets are described in Section 2.

Figure 8 Depth to boundary layers. Darker colors indicate greater depths to the Moho and NVG (panels A and B, respec-
tively). Depths are defined as the mid-point of the gradient.

km/s only occurring beneath the Black Hills and from
35°N to 39°N along 104°W. Velocities are lower beneath
the interior of the Colorado Plateau but are never < 4.2
km/s (Fig 10b,c,Fig 11b). Velocities beneath the transi-
tion zone of the Colorado Plateau are typically <4 km/s,
and such low velocities span the entire BR province.
Remarkably low Vs <3.9 km/s is observed in patches
along the eastern, southern, and western rim of Col-
orado Plateau (Fig 9c,Fig 10b,c), extending from the
transition zone into the plateau interior. This encroach-
ment of BR-like structure inboard of the surface expres-
sion of the CP rim is observed at similar depths in a va-
riety of geophysical imaging studies (e.g. Porter et al.,
2019; Schmandt and Humphreys, 2010; Shen and Ritz-
woller, 2016; Wannamaker et al., 2008; van Wijk et al.,
2010; Xie et al., 2018), and distinguishes the boundary
of the CP in the mantle from that in the crust, where
the CP/BR transition correlates more closely with the
surface expression of the plateau rim. Similarly, very
slow Vs anomalies occur beneath the Snake River Plain
but are not strongly associated with themodernYellow-
stone hotspot (Fig 10a).

The spatial variations in shear velocity below the
NVGs agree well with previous surface-wave tomog-
raphy models of western North America, except that
the absolute velocities just below the NVG are typically
much lower due to the explicit inclusion of constraints
from Sp conversions. At the depth of the base of the
NVG in ourmodel, themean difference between our re-
sults for Vs and the Vs reported by Shen and Ritzwoller
(2016), Porter et al. (2016), and Xie et al. (2018) are 0.17,
0.24, and 0.2 km/s, respectively, with peakdifferences of
0.45, 0.5, and 0.45 km/s. That the differences are a large
fraction of the total range in Vs emphasizes the impor-
tance of the Sp constraint.

The vertical shear-velocity gradient within 50 km be-
low the NVG (Fig 9f) has a tectonic affinity that is simi-
lar to the absolute velocities just below the NVG (Fig 9c).
The correlation coefficient between these model char-
acteristics is high (0.89), and nowhere in the study area
do these two quantities deviate from this correlation
outside of twice the standard error. This behavior dif-
fers from the crust and the shallowmantle layer, where
correlations between absolute velocity and the gradient
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Figure 9 Shear wave velocities and gradients with depth in three layers. A) Shear wave velocity above the Moho (shown
in Fig 8a); ±10% variation from a mean of 3.90 km/s. B) Average shear wave velocity between the base of the Moho and the
top of the NVG (shown in Fig 7b); ±4.5% variation from a mean of 4.38 km/s C) Shear wave velocity below the NVG; ±12%
variation from a mean of 4.28 km./s. D) Average gradient in Vs over 10 km above the Moho. E) Average gradient in shear-
wave velocity between the base of the Moho and the top of the NVG. F) Average shear-wave velocity gradient in a 50 km deep
interval below the NVG. Tectonic and magmatic features labeled in Fig 1 are included on panel A. See Supplemental Section
S4 for demeanedmaps of velocity.
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Figure 10 Cross sections through the preferred velocity model. The locations of the cross-sections are shown in the top-
left panel, and velocities are contoured in 0.2 km/s intervals. Depth and distances are not to scale, and colored circles mark
the boundaries of tectonic provinces defined in Fig 1 for reference. Abbreviations are BR: Basin and Range, SRP: Snake River
Plain, WC: Wyoming Craton, CP: Colorado Plateau, TZ: Transition Zone of the Colorado Plateau, RM: Rocky Mountains, and
SNA: Stable North America.

are not always strong. The strong correlation between
sub-NVG shear-wave velocity and the associated gradi-
ent could hypothetically be an artifact of our inversion
procedure – the model is damped to the Vs in PREM at
400 km depth (4.75 km/s), and so overly damping the
second derivative could force a correlation between ab-
solute velocity and the average gradient. However, the
set of randomized synthetic models discussed in Sec-
tion 3.5 have no correlation between sub-NVG velocity
and associated vertical gradient, and the inversion of
the synthetic datasets produced models with a negligi-
ble correlation coefficient (0.05) between these model
characteristics (see Supplementary Section S3). We con-
clude that the strong correlation in the inversion of the
real dataset between velocity and the gradient of veloc-
ity is robust.

5.2 Impact of Modeling Choices
The inclusion of an NVG that explains Sp conversions
is the primary difference between our study and pre-
vious shear-velocity models of the upper mantle in the
western US (e.g. Shen and Ritzwoller, 2016; Porter et al.,
2016; Xie et al., 2018). The inclusion of the NVG lowers
Vs in themantle just below the discontinuity, compared
to models that vary smoothly with depth (Fig 6). We
quantify this effect by performing the inversion with-
out an NVG and associated Sp data in the modeling and
find the difference between this newmodel and the pre-
ferred inversion at the depth of the base of the NVG
(Fig 12a). Omitting the Sp constraints results in sig-
nificantly higher velocities compared to the preferred
model at all locations (Fig 12a), with the largest differ-

ences (up to 0.4 km/s) falling within the BR. The mean
effect of the Sp constraint is 0.16 km/s, which is nearly
identical to the mean difference between our preferred
model and Shen and Ritzwoller (2016). The spatial vari-
ation in these differences correlates strongly with the
magnitude of the Sp-derived velocity contrast (Fig 3c),
demonstrating the strong impact of these observations
on the model. However, the difference is less well
correlated with the modeled velocity beneath the NVG
(Fig 9c), suggesting that the surface-wave phase veloci-
ties (Fig 2b) also play a significant role in constraining
the minimum velocities reached beneath the NVG.
The incorporation of head-wave velocities (Fig 4) rep-

resents a second difference compared to prior mod-
els, and we test the impact of this choice by compar-
ing the preferred inversion to one omitting these obser-
vations (Fig 12b). The use of the head-wave constraint
systematically increases velocities just below the Moho
over a wide swath of the study region. As suggested
by Fig 6b, Pn constraints are accommodated by produc-
ing models with negative vertical gradients in the man-
tle lithosphere; the average velocity across this upper-
lithosphere layer is primarily controlled by the surface-
wave data and remains largely unchanged between the
preferred model and the model lacking Pn constraints.
The difference between the models is not strongly cor-
related with the Pn constraints (Fig 4), and is largest
where the crust is thick below the Rockies and over
much of the Colorado Plateau. The effect ismoremuted
over much of the Basin and Range and SNA. These dif-
ferences likely reflect the correction that the head-wave
constraintmakes to the synthetic test in Fig 6b (see Sup-
plemental Section S2 for further discussion).
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Figure 11 Profiles in Vs with depth at major volcanic sites with low shear wave velocities (panel A) and at representative
sites in select tectonic provinces (panel B). Insets are velocity below the NVG in grayscale (cf Fig. 9c)

Figure 12 Changes in velocity relative to the preferred inversion when different approaches are taken. Positive indicates a
higher velocity relative to the preferred inversion. A) Change in velocity at the depth of the base of the NVG in the preferred
inversion when the Sp constraint is removed. B) Change at the base of the Moho when the constraint on the upper mantle
inferred from Pn velocities is removed. C) Change in velocity at the base of the NVG where the width of the NVG is halved.

Finally, we make an important choice in the con-
struction of the preferred inversion by assuming spa-
tially variable widths of the NVG that are constrained by
modeling Sp waveforms in Hopper and Fischer (2018).
The widths of the discontinuities are only loosely con-
strained, ranging from 10 to 50 km (Supplementary Fig-
ure S1), and the implied velocity contrasts depend on
the width, becoming larger as the width of the bound-
ary increases (Rychert et al., 2007). We test the effect
of this choice by inverting for an alternative set of mod-
els that utilize NVG widths that are half of the value of
thewidths estimated byHopper and Fischer (2018). The
widths are bounded at a minimum of 10 km. The differ-
ence at the base of the NVG between a model using the
half widths and our preferred inversion are shown in
Fig 12c. The primary effect is to increase velocities by
up to 0.3 km/s in several localized areas, with marginal
difference in many locations. On a regional scale, the
effect is greatest in the central Basin and Range and
to the south-west of the rim of the Colorado Plateau,
where the velocities in the preferred model are system-

atically slowerby 0.1-0.2 km/s compared to amodelwith
a sharper NVG. Some of the most pronounced anoma-
lies, such as beneath the Snake River Plain and the
Marysvale volcanic fields, are unaffected by the change
in the width, and may be driven more strongly by the
constraints fromsurfacewaves than fromreceiver func-
tions.

6 Discussion

The relationship between the NVG and the lithosphere-
asthenosphere system is not always straightforward. A
common inference is that the NVG is the lithosphere-
asthenosphere boundary. Under this interpretation,
the high velocity layer on the shallow side of the NVG
is the lithosphere, which is cooler and possibly compo-
sitionally distinct from the underlying asthenosphere;
in contrast to the lithosphere, the asthenosphere is hot-
ter and may have additional reduction in velocities due
to hydration or the presence of melt (e.g. Fischer et al.,
2010; Kind et al., 2012; Rychert et al., 2005, and many
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others). This interpretive framework fails to explain
NVGs in locationswhere the extension of high velocities
to sufficiently great depths is inconsistentwithwarmas-
thenosphere below the discontinuity. When the NVG is
thus within the lithosphere, the term “Mid-lithospheric
Discontinuity” is commonly used and the causemust be
different (Abt et al., 2010; Ford et al., 2010). A change
in the hydration of the upper mantle offers a universal
mechanism for both LABs and MLDs (Olugboji et al.,
2013; Karato et al., 2015), but competing possibilities
include the metasomatism of the lithosphere (Hansen
et al., 2015; Selway et al., 2015; Saha et al., 2021) or
anisotropy (Wirth and Long, 2014; Ford et al., 2016). In
some cases, the NVG may even lie within the convect-
ing asthenosphere (Byrnes et al., 2015). A key difficulty
when interpreting the NVG is that only the depth and
contrast in velocity are typically known. Inmany places
including in theWestern United States, precisely where
discontinuities transition from an LAB to anMLD is un-
certain (Abt et al., 2010; Lekić andFischer, 2014;Hansen
et al., 2015). The absolute velocity models presented in
this study reduce the ambiguity in the interpretation of
the NVG.
We use our preferredmodel for the region to evaluate

the physical state of the lithosphere-asthenosphere sys-
tem across the western US. The refined constraints on
absolute shear velocity and associated gradients above
and below the NVG are compared to those predicted for
experimentally based solid-state models of an olivine-
dominated upper mantle. We find that the lithosphere-
asthenosphere system falls into one of three states: (1)
regions where velocities below the NVG are too low
to be explained by plausible solid-state models, requir-
ing the presence of partial melt in the asthenosphere;
(2) regions where melt is not required in the astheno-
sphere, but associated temperature estimates suggest
that the NVG represents a lithosphere-asthenosphere
boundary; and (3) regionswhere temperature estimates
below the NVG imply that the NVG is within the thermal
boundary layer, and thus an MLD.
To make predictions for the shear-wave velocity in a

melt-free upper mantle, we use models based on two
experimental deformation studies, as implemented in
the Very Broadband Rheology (VBR) Calculator (Havlin
et al., 2021). The first study, Jackson and Faul (2010),
hereafter JF10, measured the shear modulus and dissi-
pation in fine-grained, nominallymelt-free olivine sam-
ples and provided a model for the velocity and attenua-
tion of a shear-wave at seismic frequencies that depends
on the temperature and grain-size of the upper mantle.
The second study, Yamauchi and Takei (2016), hereafter
YT16, proposed amodel for the velocity and attenuation
of shear-waves in the uppermantle that additionally de-
pends on the melting temperature of the upper man-
tle. The measurements were made on an organic ma-
terial that scales to upper mantle conditions when ex-
perimental frequencies are normalized by the Maxwell
frequency (McCarthy et al., 2011). A “pre-melting” re-
duction in viscosity occurred in their experiments that
causes YT16 to predict lower shear-wave velocities than
JF10 at the same temperatures and grain-sizes where
the temperature is near the solidus. We assume the as-

thenosphere is at the solidus when using YT16, which
will be the case if the asthenosphere in the Western
United States features typical concentrations of either
water or CO2 (Yamauchi and Takei, 2020). Havlin et al.
(2021) provide a detailed comparison of JF10 and YT16
and their implementation in the VBR - in the terminol-
ogy of the VBR, JF10 is eburgers_psp with the bg_peak
fit, and YT16 is xfit_premelt.

6.1 Distribution of Partial Melt in the As-
thenosphere

We evaluate whether the shear-wave velocities above
and below the NVG are consistent with a melt-free or
melt-bearinguppermantle. Thepresence ofmelt below
an NVG can often explain contrasts in velocity too great
to be explained by othermeans. Our results provide two
pieces of information typically not available for testing
this hypothesis: the absolute value of the shear-wave ve-
locities at theNVG and the gradient in shear-wave veloc-
ity below the discontinuity.
To use the VBR to test the hypothesis that the mantle

is melt-free, we first calculate shear-wave velocities for
a range of potential temperatures and grain-sizes with
both JF10 and YT16. Bayes’s theorem is used to infer
the probability that the observations can be explained
by the predictions (see Havlin et al., 2021, for details),
both of which are for a sub-solidus mantle. The a priori
distribution of potential temperatures is Gaussian with
a mean and standard deviation of 1400 and 75°C. These
values encompass the range of potential temperatures
inferred for the western United States at several sites of
volcanism in previous studies within two standard de-
viations (i.e. Plank and Forsyth, 2016; Porter and Reid,
2021), neglecting higher temperatures that are possible
at the Yellowstone hotspot. An adiabatic effect of 0.5
°C/km converts from potential temperature to tempera-
ture. The prior distribution for grain-sizes is log-normal
with a mean of 5 mm and a (unitless) standard devia-
tion of 0.75. This is chosen to encompass plausible es-
timates of grain-sizes in the asthenosphere (Ave Lalle-
mant et al., 1980;Karato andWu, 1993; Behnet al., 2009),
with a grain-size of 1 mm occurring at the approximate
95% lower bound of the prior, and a grain size of 1 cm
occurring at the 95% upper bound. The calculations
utilize a period of 100 s (appropriate for the astheno-
sphere), and an uncertainty of 0.08 km/s on Vs below
theNVG (Table 1). Wepresent the calculationswithout a
correction for radial anisotropy even though our model
only constrains V sv because current evidence suggests
that (V sh/V sv)2 is small. A (V sh/V sv)2 of 1.04 (Clouzet
et al., 2018)would correct a V sv of 4.0 km/s to 4.02 km/s,
which is within the observational uncertainty.
The hypothesis that the upper mantle can be ex-

plained by JF10 and YT16 is rejected at 95% confidence
across much of the study area (Fig 13a). JF10 and YT16
can both explain the observations without invoking the
presence of melt down to shear-wave velocities of ap-
proximately 4.0 km/s, with slight deviations due to vari-
ations in the depth of the NVG (Fig 8b). The two mod-
els do not, in general, predict precisely the same Vs
under the same conditions and the close agreement of
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the 95% limit for the two models occurs because they
reach similar minimumVs values at high-temperatures
and small grain-sizes. Velocities below nearly the en-
tire Basin and Range province, the Rio Grande Rift, and
the CP transition zone cannot be explained by either
model, and therefore likely require retained astheno-
spheric melt. The center and northern portions of the
Colorado Plateau, the bulk of the RockyMountains, and
SNA to the east all feature Vs consistent with a melt-
free upper mantle. The melt-free hypothesis is rejected
with greater confidence for more pronounced low ve-
locities anomalies, with probabilities becoming as low
of 10-5 and 10-3 for JF10 and YT16, respectively. Nearly
all volcanism of age Pleistocene or younger in the NAV-
DAT database (Glazner, 2004; Walker et al., 2004) lies
where themelt-freehypothesis hasbeen rejected (green
circles in Fig 13a). The Leucite Hills (LH) in Wyoming
is the only volcanic field to clearly lie outside of the
confidence interval for both JF10 and YT16; the Raton-
Clayton volcanic field (RCV) near 37oN, 104oW coin-
cides with a slight divergence of the twomodels and lies
near but outside of the confidence interval for YT16 and
partly outside for JF10.
Within the region where a solid-state asthenosphere

can be confidently rejected, we can utilize the shear
velocity estimates to hypothesize variations in retained
melt fraction. To do so, we find the difference in shear-
wave velocity between the observations (Fig 9c) and the
95% confidence interval for YT16, and use the model of
Hammond and Humphreys (2000) (1% melt = 8% Vs re-
duction) to convert residual velocities to amelt fraction.
We find that melt fractions below 1% across the entire
study area are sufficient to explain the shear-wave ve-
locities below the NVG (Fig 13b). Such melt fractions
are in accord with the amount of melt that can plau-
sibly be retained in the upper mantle without being
rapidly extracted (Faul, 1997, 2001). In detail, the effect
ofmelt fraction on shear-wave velocity is uncertain (e.g.
Holtzman, 2016; Chantel et al., 2016), due primarily to
a strong dependence of velocity on the poorly known
aspect ratio of melt inclusions. At higher aspect ratios
than assumed inHammond andHumphreys (2000) (e.g.
Garapić et al., 2013), smaller melt fractions can explain
our observations (Takei, 2002). The relative distribu-
tion of retained melt is robust if the geometry of the
melt inclusions are constant across the study area, al-
though variations in the inclusion aspect ratio are pos-
sible (Holtzman and Kendall, 2010).
The estimates of shear-velocity gradient below the

NVG (Fig 13c) provide an additional test on the neces-
sity of the presence of retained melt in the astheno-
sphere, and a possible constraint on melt distribution.
We consider twohypotheses for the large positive slopes
inVs below the NVG: an increase in the grain-size of the
upper mantle with increasing depth (Faul and Jackson,
2005), or a decrease in the melt fraction with increas-
ing depth. For the former, we generated a suite of ve-
locity profiles for increasing grain-sizes using both JF10
and YT16. Assuming a nominal asthenosphere tem-
perature of 1400°C, we search over gradients in grain
sizes of 0 to 333 mm/km (Faul and Jackson, 2005) and
a mean grain size within the gradient zones of 1 mm

to 1 cm. Models with grain sizes that go below 1 mm
are not considered. Grain-size increases fail to produce
the range of slopes in Vs observed in our models, with
both JF10 and YT16 spanning only one-fourth to one-
half of the range of slopes observed in the study area
(polygons in Fig 13c; see Supplemental Section S7 for
the individual calculations). Note that these polygons
do not account for variations in temperature, and so the
range of predicted V s is more limited than found in the
Bayesian test in Fig 13a. In contrast, assuming a refer-
encemodelwith a velocity of 4.25 km/s and a gradient of

Figure 13 Caption on next page.
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Figure 13 Tests of the hypothesis that the upper mantle
is melt-free. A) Shear-wave velocity below the NVG is con-
toured and identical to Fig 9c, 95% confidence limits from
the hypothesis tests are shown in dashed lines, and sites
of Pleistocene or younger volcanism are marked by green
circles. B) Hypothetical in-situ melt-fractions that can ex-
plain the gap between the observed velocity below the NVG
and the 95% confidence limit for the YT16 hypothesis test.
C) Observed shear-wave velocities and gradients in shear-
wave velocities below the NVG are marked by black dots,
estimates of error along both axes from Table 1 are marked
in the bottom left, the range of predictions for JF10 and
YT16 when gradients in grain-size are explored are shown
by yellow and green polygons, and colored stars show the
effect ofmelt-fractions from 0 to 1.5%on a hypothetical ref-
erence model (see text for details). Blue triangles show the
velocities and slopes from previous studies: from upper-
left to bottom right, these values are from Tan and Helm-
berger (2007) from 163 to 303 km depth, from Gaherty et al.
(1996) from166 to 415 kmdepth, and Stixrude and Lithgow-
Bertelloni (2005) from 70 to 120 km depth for 10-million-
year oceanic lithosphere.

2.2 (km/s)/km x 10-3 (Gaherty et al., 1996; Stixrude and
Lithgow-Bertelloni, 2005; Tan and Helmberger, 2007),
including melt fractions just below the NVG from 0 to
1.5% that linearly taper to 0% over 50 km depth can ex-
plain the full range of Vs and the vertical gradient in
Vs to within error (Fig 13c). This distribution is quali-
tatively consistent with melt production in the 120-150
km depth range in a hydrated (Katz et al., 2003) and/or
carbonated (Dasgupta et al., 2013) asthenosphere, ac-
companied by an upward migration and systematic ac-
cumulation ofmelt between the initiation depth and the
base of the thermally controlled lithosphere. The lat-
ter is consistent with the accumulation depth of mafic
melts from the region (Plank and Forsyth, 2016; Porter
and Reid, 2021). In detail, the intrinsic sensitivity of the
surface-wave constraint limits our ability to precisely
define the depth extent of the melt-bearing zone (Sup-
plemental Section S8).
The inferred distribution of partial melt is broadly

in agreement with previous estimates of melt distribu-
tion in the region. Porter and Reid (2021) combine a
smooth seismic-derived thermal model for the North
America upper mantle with an assumed set of peri-
dotite solidi to map out regions of likely partial melt-
ing in the asthenosphere. They find peaks in likely
melting along the southwest and northwest margins of
the Colorado Plateau transition zone and beneath the
Snake River Plain that closely correspond to peaks in
melt content shown here (Fig 13b). Our melt distribu-
tion is spatially more extensive, wrapping around the
Colorado Plateau with significant melting beneath the
northern Rio Grande Rift and southern Rockies; this
difference most likely reflects the lower velocities that
can be achieved in our discontinuous model compared
to smooth surface-wave models. Debayle et al. (2020)
combine shear-velocity and attenuationmodelswith ex-
perimental constraints (YT16) to estimate melt content

on a global scale. While they cannot resolve the re-
gional variations evaluated here, they infer astheno-
sphere melt contents beneath the western US very sim-
ilar to those found here (up to 0.7% over the entire re-
gion), as high as any other region in their model.
Themelt distribution (Fig 13b) is not highly correlated

with lithospheric thickness variations (Fig 8b); in par-
ticular, the shallowest depths to the NVG do not gener-
ally correlate with peaks melt content that might sug-
gest the ponding of melt at the base of the lithosphere,
as likely occurs in oceanic environments (Mehouachi
and Singh, 2018; Sparks and Parmentier, 1991). Instead,
melt is concentrated either along strong gradients in
lithospheric thickness (e.g the CP transition zone), or in
the broader Snake River Plain region. This suggests that
thermal variations in the asthenosphere associatedwith
small-scale and/or edge-driven convection (Schmandt
and Humphreys, 2010; van Wijk et al., 2010; Ballmer
et al., 2015) control melt accumulation, rather than to-
pography on the base of the lithosphere (Golos and Fis-
cher, 2022).
Our quantification of melt distribution omits the pos-

sibility that hydration (or other volatile-induced weak-
ening) provides a plausible interpretation of shear ve-
locities too low to be explained by solid-state mecha-
nisms (e.g. Karato and Jung, 1998; Karato et al., 2015;
Olugboji et al., 2013; Ma et al., 2020). Hydration is typi-
cally invoked to explain modest reductions in shear ve-
locities, withminimum velocities in the range of 4.0-4.2
km/s, often in conjunction with additional constraints
such as boundary sharpness (e.g. Gaherty et al., 1996;
Mark et al., 2021) or shear attenuation (Ma et al., 2020).
Our interpreted melt distribution displays shear veloci-
ties <4.0 km/s, which almost certainly requires a contri-
bution of melt, and the hydration hypothesis does not
provide an explanation for the large slopes in Vs below
the NVG. Hydration or other volatiles may be important
in explaining the NVG atmoremoderate asthenosphere
velocities.

6.2 Interpreting theNVG–LAB,MLD,or some-
thing else?

The dominant mechanism controlling the state of the
lithosphere-asthenosphere system (including the dis-
tribution of melt) is temperature. While the tempera-
ture associated with the LAB is depth dependent and
not uniquely defined, most studies place the base of
the lithospheric thermal boundary layer in the range
of 1350-1450oC (Priestley andMcKenzie, 2006; Fishwick,
2010; Priestley and McKenzie, 2013; Porter and Reid,
2021), with higher temperatures clearly corresponding
to convecting asthenosphere (e.g. Sarafian et al., 2017).
We utilize the VBR to estimate temperature both above
and below the NVG (Fig 14), with a goal of evaluating
where the discontinuity represents the LAB and where
it more like represents an MLD. In both cases, two esti-
mates are made by fixing the grain size to 1 and 5 mm,
and searching for the best-fitting temperature returned
by JF10 with the VBR (Havlin et al., 2021). When esti-
mating temperature below the NVG, we mask regions
where we inferred retained melt in the previous sec-
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Figure 14 Estimate of the temperature in the mantle at fixed grain sizes. Estimates are for below and above the NVG in the
left- and right-hand columns, respectively, and at grain sizes of 1mmand 5mm in the top and bottom rows, respectively. The
dashed-line in the right-hand column approximately marks the boundary between the LAB and MLD. The Leucite Hills (LH)
and Raton-Clayon volcanic (RCV) fields are shown in purple and yellow in all panels.

tion (Fig 14a,c); inferred temperatures in these regions
(>1500°C) are well over expected solidus temperatures
(e.g. Sarafian et al., 2017), and masking them allows for
a clearer evaluation of likely temperatures where melt
is not required. The results show that the uncertainty
in grain size introduces approximately ±50°C of uncer-
tainty into the estimates, with higher temperatures in-
ferred at larger grain sizes. The two volcanic fields
above regions where melting in the asthenosphere was
not inferred (the Leucite Hills and Raton-Clayton) are
individually marked.
The “LAB” interpretation likely applies across more

of the study area thanwherewe inferredmelt in the pre-
vious section. The boundary between the LAB andMLD
is marked in 14a,c approximately follows the 1300°C

contourbut shouldbe interpreted as a semi-quantitative
estimate. Below the Colorado Plateau, sub-NVG tem-
peratures are within the range for asthenosphere, and
the estimated temperature exceeds the volatile-free
and water-bearing solidus (1490 and 1447°C, respec-
tively, at a depth of 95 km) at both grain sizes tested
(Hirschmann, 2000; Katz et al., 2003). High tempera-
tures extend beneathmuch of the RockyMountains and
across the borders of the Wyoming Craton and SNA,
with a relatively broad region of higher temperatures
near the RCV. The mantle below the Black Hills is likely
an LAB regardless of the grain size. The Bayesian test
in Section 5.1 does not exclude the possibility that there
is melt beneath the NVG in these high-temperature re-
gions. However, even ifmelt is not present, the disconti-
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nuity can be plausibly interpreted as an LAB in these re-
gions by inferring temperatures typical of the astheno-
sphere below an inferred thermal boundary layer.
In the regions where we inferredmelt below the NVG

(masked in Fig 14a,c), the temperatures above the dis-
continuity (Fig 14b,d) are typically sub-adiabatic (that
is, below a 1350°C adiabat). This conforms well to the
hypothesis of a lithosphere-asthenosphere boundary,
in that the NVG can be ascribed to the base of a ther-
mal boundary layer with melt in the deeper astheno-
sphere. Thus, we confidently identify most regions that
are masked in Fig 14a,c as LABs. In detail, a few lo-
cations within this zone (Snake River Plain, Marysvale
volcanic field, Rio Grande Rift) have inferred tempera-
tures above the NVG that are higher than expected for
the lithosphere. This is similar to other temperature es-
timates for the region (Porter et al., 2019; Porter and
Reid, 2021), and suggests that the distinction between
lithosphere and asthenosphere in these regions is ar-
bitrary. We speculate that the NVG in these locations
could reflect an increase in themobility of basaltic melt
as depth decreases (Sakamaki et al., 2013), so that melt
ponds within the asthenosphere at the depth where the
NVG is observed. Such regions must have thinner litho-
sphere than marked by the NVG as we consider such
high-temperature regions to be asthenosphere by def-
inition.
In SNA on the eastern edge of our study area, our

estimates of temperature below the NVG are clearly
lower than a plausible potential temperature for the
convecting asthenosphere by up to hundreds of degrees
in some locations. Low temperatures extend beneath
the Wyoming Craton as far south as 41°N and includes
the region of the Leucite Hills (Fig 14a,c). Broadly, re-
gions with shear-wave velocities exceeding 4.4 km/s be-
low the discontinuity can be confidently ascribed to an
MLD, with confidence increasing with increasing ve-
locity. Whenever this condition is met, temperatures
above and below the NVG are estimated to be below
1000°C (Fig 14b,d), with much of the great plains region
characterized by temperatures at the MLD that are typ-
ical of cratons (<800°C). These temperature estimates
provide important constraints on the plausible mecha-
nisms producing the MLD, including crystallized meta-
somatic products (Hansen et al., 2015; Selway et al.,
2015; Saha et al., 2021), and/or changes in intracrys-
talline deformation processes (Karato et al., 2015). We
explore the implications of these constraints for the Lu-
cite Hills region in the next section.

6.3 RelationshipbetweenNVGsandrecent in-
traplate volcanism

Nearly all intraplate volcanism of Pleistocene or
younger age occurred within the region where we in-
ferred melt must be present beneath the NVG. Broadly,
the volcanism in the western United States is sourced
by asthenospheric melts at ambient to elevated tem-
peratures, with compositions ranging from primitive
to evolved (Fig 15a,b). Compositions are from NAVDAT
(Glazner, 2004; Walker et al., 2004) with data from
Mirnejad and Bell (2006) for the Leucite Hills included.

Relating the petrology of each of these eruptions to
the upper mantle structure inferred here is beyond
the scope of this study, but to first order an LAB at
∼70 km depth above a melt-bearing asthenosphere
is consistent with petrologically inferred depths of
magma generation (Golos and Fischer, 2022; Plank
and Forsyth, 2016; Porter and Reid, 2021). Of the two
volcanic fields that fall outside of the region where the
Bayesian test in Section 5.1 required the presence of
melt, the RCV is characterized by temperatures below
the NVG (~1450oC) that are near a peridotite solidus
and exhibits compositions (yellow dots in Fig 15a,b)
that fall along the bimodal trend for the rest of the
volcanism (black dots in Fig 15a,b). Thus, some unique
mechanism for explaining volcanism at the RCV is not
required.
The Leucite Hills, in contrast, are both seismically

and petrologically unique. First, the LH lie above an
MLD, with temperature conditions well below the peri-
dotite solidus. Second, looking at the LH petrologi-
cally, samples from the LH do not fall along the bi-
modal trend observed in the western United States be-
cause of a strong enrichment in potassium at a given
SiO2 (Fig 15a), and low Na2O/K2O and Al2O3/TiO2 ra-
tios (Fig 15b). Both of these observations appear consis-
tent with metasomatism of the low-temperature litho-
sphere. Ultrapotassic compositions (Foley et al., 1987)
are often explained either by the melting of recycled
oceanic crust and possible reaction with surrounding
peridotite (Dasgupta et al., 2007; Mallik and Dasgupta,
2013), or metasomatized veins within the lithosphere
(Foley, 1992; Pilet, 2015). We do not consider the melt-
ing of recycled oceanic crust because the temperatures
beneath the LH (Fig 14) are too lowand recycled oceanic
crust cannot explain the unique trace element profile
in the LH (Fig 15b) (see Pilet, 2015, for a discussion).
As discussed in the previous section, MLDs in general
can also be explained by metamosomatic compositions
in the lower lithosphere (e.g. Selway et al., 2015). How
the lithosphere becomesmetasomatized is not perfectly
understood and beyond the scope of this study.
Metasomatic enrichment of the lithosphere both low-

ers the solidus and seismic velocity of the mantle, and
so provides an explanation for the unique volcanism
at the LH and the presence of an MLD. Both seismic
and petrologic studies have suggested amphibole (Pilet,
2015; Pilet et al., 2008; Saha et al., 2021; Selway et al.,
2015) and phlogopite (Hansen et al., 2015) as the active
metasomatic phase that explains MLDs. Several lines
of evidence support phlogopite for the location in ques-
tion. The depth of the MLD beneath the Wyoming Cra-
ton (∼85 km) is very close to themaximum depth of sta-
bility for amphibole (Frost, 2006; Hansen et al., 2015)
and the temperature below the boundary ( 1250oC) is
below the amphibole solidus (Pilet et al., 2008) and is
thus unlikely to produce the LH melts. In contrast,
phlogopite stability extends below the observed MLD
(Frost, 2006), and the solidus at this depth (<1175°C;
Thibault et al., 1992) implies that melt can be produced
at the seismically inferred temperature. The composi-
tion of the magmas erupted at the LH also do not over-
lap with the experimentally measured composition of
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Figure 15 Testing causes of the discontinuity beneath volcanic sites. Major (A) and trace (B) element compositions for all
volcanism shown in Fig 13a (age Pleistocene or younger) are shown by black dots. The Raton-Clayton and Leucite Hills fields
are separately marked in yellow and magenta, respectively. The composition of melt from amphibole and phlogopite are
marked by blue symbols (see Pilet et al., 2008, for details of each experiment).

amphibole melts (Pilet et al., 2008) and are better fit
by the composition produced by the melting of phlogo-
pite (Thibault et al., 1992) in both major (Fig 15a) and
trace element spaces (Fig 15a,b). The velocity contrast
across theMLD in this regionmay be caused directly by
the low velocity of phlogopite (2.47 km/s, which is for a
temperature and pressure of 1175°C and 3 GPa; Hacker
and Abers, 2004), but other factors such as a melt phase
could contribute as well.

7 Conclusions

The inclusion of an NVG into the parameterization of
seismic velocity profiles allows for the construction
of models for shear-wave velocity across the Western
United States that can simultaneously explain observa-
tions of Rayleigh wave phase velocities from short to
long periods, P-to-s conversions from the Moho, S-to-
p conversions from an NVG in the upper mantle, and
Pn velocities. The resultingmodels allow for several ad-
vances in our understanding in the physical state of the
upper mantle in this region:
1) The shear-wave velocity below the NVG is too low

to be explained by the current generation of experimen-
tally based predictions for shear-wave velocity in the
upper mantle without invoking the presence of partial
melt.
2) The shear-wave velocity below the NVG is strongly

correlated with the slope of the velocity profile. As
above, the large slopes cannot be explained without in-
voking the presence of melt in the upper mantle. Lin-
early tapering melt fractions from a maximum below
the NVG to zero percent at 50 km deeper depth can ex-
plain both observations.
3) At nearly all locations where we infer the presence

ofmelt in the uppermantle, the NVG can be interpreted
as an LAB due to sufficiently high velocities above the
discontinuity, and asthenospheric velocities below the
discontinuity.

4) Beneath the Wyoming Craton and much of sta-
ble North America, Vs and associated temperature es-
timates below the NVG are too high to represent the as-
thenosphere and an MLD is inferred instead.
5) The presence of phlogopite in the uppermantle be-

neath the Leucite Hills can explain the presence of an
MLD.
The inversion algorithm presented here provides

a flexible and efficient platform for jointly inverting
discontinuity constraints from scattered-wave imaging
with velocity constraints from surface-wave phase ve-
locities, at a variety of spatial and depth scales. The
structures are best resolvedwhen the discontinuity con-
straints include both depth and velocity-contrast in-
formation, and we encourage scattered-wave imaging
analyses to document not only timing information but
amplitude as well.

8 Appendix - Joint Inversion method-
ology

8.1 Inverse approach
We define the model to be solved for as

(2)p = [s, t]

where s is a vector of vertically polarized shear wave
velocities (Vsv) defined at fixed depths, and t is a vec-
tor of depths to abrupt boundaries within the model, in
this application corresponding to the tops of the Moho
and the NVG. To solve for a model of this parameteriza-
tion,we follow the frameworkofRussell et al. (2019) and
Menke (2012), iterating over a linearized least-squares
inversion to minimize the misfit between our predicted
and observed values, δo, by making changes to the
model parameters, p. Given a matrix of the partial
derivatives of our observed values with respect to our
model parameters, G, we have the following equation
in matrix form:
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(3)G(p − po) = δo

which can be rearranged to

(4)Gp = δo + Gpo

As we are now multiplying G by the model, p, rather
than the model perturbation, we add linear constraint
equations that are applied directly to the model. Fol-
lowing Menke (2012),

(5)F p = f

(6)F =

[

We

1

2 G

Wd

1

2 H

]

(7)f =

[

We

1

2 (δo + Gpo)

Wd

1

2 H

]

where We is a diagonal matrix of the uncertainties in
the observations, i.e. 1

σ2 , and Wd is a diagonal matrix
with the damping parameters for the constraint equa-
tions. The dampening constraints minimize the sec-
ond derivative of the model, expressed by the matrix
H, within each geologically defined layer (i.e. within
the crust, above the NVG, and below the NVG). Smooth-
ing constraints are not applied across the boundary lay-
ers so that the dampening is considered separately for
each geological layer. The weight given to dampening
parameters is placed along the diagonal of the matrix
Wd, with a value of 1, 2, and 4 used for the three layers,
respectively, for all inversions of both real and synthetic
data shown in this study. Once F is known, the Gauss-
Newton least squares solution is

(8)p = (F T F )−1F T f

and all that remains to be defined is the forward prob-
lem that predicts observations for a given model along
with their partial derivatives.

8.2 The forward problem
We calculate phase velocities and associated partial-
derivative kernels using the spherical-earth normal-
mode solver MINEOS (Masters et al., 2011). We con-
struct an input model for MINEOS by linearly inter-
polating velocities at depth (radius) intervals of 2 km
between each node defined in s from the surface to
410 km depth. Below 410 km, we extend the model
to the center of the Earth with PREM. The MINEOS
model is parameterized to allow for radial anisotropy,
incorporating independently defined values for P and
S velocities in the vertical and horizontal directions,
an anisotropic shape factor η, density, and shear and
bulk attenuation. Because our Rayleigh-wave and Ps
and Sp datasets have little sensitivity to the horizontal
velocities, only the vertically polarized S-wave velocity
(V sv) is independently varied in the inversion. We con-
strain V sh = V sv, V ph = V pv, and η is set to 1. P-
wave velocities are scaled to the S-wave velocities using
a V p/V s ratio of 1.76; the Vp/Vs ratios from Schmandt

et al. (2015) were already accounted for when calculat-
ing travel times to the Moho (Section 3.2), and tests in-
cluding these values in the forward problem instead did
not change the results. Phase velocities are corrected
for physical dispersion based on a PREM Q model with
a reference frequency of 35mHz (Kanamori and Ander-
son, 1977; Dziewonski and Anderson, 1981). Forward
calculations of receiver function travel times, the con-
trasts in V sv, and head wave velocities are direct given
a velocity model. The velocity contrast is defined as the
percentage change in shear velocity across the bound-
ary layer relative to the velocity in the upper layer.

8.2.1 Dependence of phase velocities on the
model

The sensitivity kernels for phase velocity at each pe-
riod with respect to elastic parameters (P and S veloc-
ities) as a function of depth are straightforward to cal-
culate using a normal mode formalism. Here we pro-
vide the mapping between mode-based partial deriva-
tive kernels for a smooth, finely sampled model space,
and partial derivatives for our parameterization of rela-
tively coarsely sampled values of velocity separated by
abrupt discontinuities in velocity of a finite thickness
([s, t]). These partials are connected by the chain rule,

(9)
∂ c

∂ p
=

∂ c

∂ vsv

∂ vsv

∂ p

where c is the phase velocity, p is an element of the
parameterized inversion model [s, t], and vsv is an el-
ement of vertically polarized shear velocity in the MI-
NEOS model. The first term on the right side of Equa-
tion 9, ∂c

∂vsv
, is thus the existing partial with respect

to the finely sampled MINEOS model, and the left side
is the kernel that we seek. The final term, ∂vsv

∂p
, de-

scribes the perturbation to a MINEOS model parame-
ter given a change in the inversion model, and we ana-
lytically define these here. We use the V sv structure to
demonstrate the relationship betweendvsv anddp, but
similar relationships can be expressed for other scaled
and/or free parameters (e.g. V pv, V sh) utilized in the
inversion. We first describe the dependence of ele-
ments in vsv for the velocities in s before giving the
dependence for the thicknesses, t. The process is de-
scribed graphically Fig 5.
The depth vector, z, that gives the depth for each el-

ement in s is coarser and does not necessarily inter-
sect with the regularly spaced MINEOS depth vector, d,
and so velocities must be linearly interpolated between
elements of s. Any change to any value in s at depth
zi, si ≡ s(zi), will have non-zero impacts on vsv only
where zi−1 < d < zi+1, with two analytical forms for lo-
cations above and below the depth of the perturbation.
For any vsv points between zi−1 and zi, called vsva in

Fig 5 under “Dependence on s”,

(10)vsv(d) = si−1 +
d − zi−1

zi − zi−1

(si − si−1)

(11)
∂ vsv(d)

∂si

=
d − zi−1

zi − zi−1

for zi−1 ≤ d ≤ zi
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Similarly for any vsv points between zi and zi+1,
called vsvb in Fig 5 under “Dependence on s”,

(12)vsv(d) = si +
d − zi

zi+1 − zi

(si+1 − si)

(13)
∂ vsv(d)

∂si

= 1 −
d − zi

zi+1 − zi

for zi ≤ d ≤ zi+1

The remainder of the inversion model, p, are param-
eters controlling the depth to the top of each disconti-
nuity. Because we define the coarse model s(z) to have
a node corresponding to the top of each discontinuity,
changes in the depth of a discontinuity directly corre-
spond to changes in the thickness of the layer immedi-
ately above the discontinuity, whichwe define as the pa-
rameter tk, where k corresponds to the discontinuity in
question. If zi is the depth to the top of the kth boundary
layer, tk = zi − zi−1. The width of the boundary layers,
w, are fixed for any given inversion, but it is convenient
to track these widths as wk = zi+1 − zi. The change in
tk is balanced by a change in thickness of equal mag-
nitude but opposite sign in the layer below the base of
the discontinuity, i.e. zi+2 − zi+1. As such, any change
to any value in t, tk, will thus have non-zero impacts on
vsv and z only where zi−1 < d < zi+2. Using the above
definitions for tk and wk, we define three expressions
for the sensitivity of vsv to tk above, within, and below
the discontinuity, respectively.
For any vsv points between zi−1 and zi (i.e. above the

discontinuity), called vsva in Fig 5 under “Dependence
on t”,

(14)vsv(d) = si−1 +
d − zi−1

zi − zi−1

(si − si−1)

(15)vsv(d) = si−1 +
d − zi−1

tk

(si − si−1)

∂ vsv(d)

∂tk

= −
d − zi−1

t2
k

(si − si−1)

for zi−1 ≤ d ≤ zi

(16)

For any vsv points within the discontinuity between
zi and zi+1, called vsvb in Fig 5 under “Dependence on
t”,

(17)vsv(d) = si +
d − zi

zi+1 − zi

(si+1 − si)

vsv(d) = si+

d − (tk + zi−1)

(zi−1 + tk + wk) − (tk + zi−1)
(si+1 − si)

(18)

(19)
∂ vsv(d)

∂tk

= −
(si+1 − si)

wk

for zi ≤ d ≤ zi+1

For vsv points below the discontinuity between zi+1

and zi+2, called vsvc in 5 under “Dependence on t”,

(20)vsv(d) = si+1 +
d − zi+1

zi+2 − zi+1

(si+2 − si+1)

vsv(d) = si+1 +

d − (zi−1 + tk + wk)

zi+2 − (zi−1 + tk + wk)
(si+2 − si+1)

(21)

(22)
∂ vsv(d)

∂tk

=
d − zi+2

(zi+2 − zi+1)2
(si+2 − si+1)

for zi+1 ≤ d ≤ zi+2

8.2.2 Dependence of receiver function observa-
tions on themodel

We have two kinds of observations from receiver func-
tions: velocity contrasts across the boundary layers and
travel times to the boundary layers. In the following dis-
cussion, we notate the kth boundary layer as extending
from zi to zi+1 in depth, with velocity si at the top and
si+1 at the base.
Velocity contrast for the kth boundary layer, dVk, is

only a function of the velocity above and below the
boundary layer

(23)dVk =
si+1

si

− 1

(24)
∂dVk

∂si

= −
si+1

s2
i

(25)
∂dVk

∂si+1

=
1

si

Travel time is a function of all s and t defined at z ≤

zi+1, assuming that the converted wave energy origi-
nates on average in the center of the boundary layer.

ttk = 2(
z1 − zo

s1 + so

+ · · · +
zi − zi−1

si + si−1

+
zi+1 − zi

si+1 + 3si

)

(26)

For any s points shallower than zi,

(27)
∂ttk

∂sj

= −2
zj − zj−1

(sj + sj−1)
2

− 2
zj+1 − zj

(sj+1 + sj)2

For others that will affect the calculated travel time,

(28)
∂ttk

∂si

= −2
zi − zi−1

(si + si−1)
2

− 6
zi+1 − zi

(si+1 + 3si)2

(29)
∂ttk

∂si+1

= −2
zi+1 − zi

(si+1 + 3si)
2

For any t shallower than zi, where sh−1 is the velocity
at the top of the layer and sh is the velocity at the base
of the layer of thickness tj ,

(30)
∂ttk

∂tj

=
2

sh + sh−1
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8.2.3 Dependence of head wave observations on
themodel

The velocity of the Pn phase constraints the model be-
low the Moho. The partial derivative of the predicted
head wave velocity, HWv, with the shear velocity below
the moho, vsvM , is given by

(31)
∂HWv

∂vsvM

= 1
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Abstract Seismic imaging and monitoring of the near-surface structure are crucial for the sustainable
development of urban areas. However, standard seismic surveys based on cabled or autonomous geophone
arrays are expensive and hard to adapt to noisy metropolitan environments. Distributed acoustic sensing
(DAS) with pre-existing telecom fiber optic cables, together with seismic ambient noise interferometry, have
the potential to fulfill this gap. However, a detailed noise wavefield characterization is needed before retriev-
ingcoherentwaves fromchaoticnoise sources. Weanalyze local seismicambientnoiseby tracking five-month
changes in signal-to-noise ratio (SNR) of Rayleigh surface wave estimated from traffic noise recorded by DAS
along the straightuniversity campusbusy road. Weapply the seismic interferometrymethod to the800m long
part of the Penn State Fiber-Optic For Environment Sensing (FORESEE) array. We evaluate the 160 virtual shot
gathers (VSGs) by determining the SNR using the slant-stack technique. We observe strong SNR variations in
time and space. We notice higher SNR for virtual source points close to road obstacles. The spatial noise dis-
tribution confirms that noise energy focuses mainly on bumps and utility holes. We also see the destructive
impact of precipitation, pedestrian traffic, and traffic along main intersections on VSGs. A similar processing
workflow can be applied to various straight roadside fiber optic arrays in metropolitan areas.

1 Introduction
To develop and reinforce urban infrastructure for smart
cities, the number of fiber optic cable installations
rapidly increases. Recent studies show that these net-
works can be used not only for communication and
transferring data but also for monitoring and imaging
the near-surface structure using DAS (Li et al., 2022).
For rapidly growing urban population densities, shal-
low subsurface characterization of physical and me-
chanical properties regarding groundwater resources
management, infrastructure safety, road inspection, or
geohazards monitoring is crucial for sustainable devel-
opment. DAS can turn the fiber optic cable into a sensor
array sensitive to ground vibrations (Lindsey and Mar-
tin, 2021). Consequently, the fiber optic line can work
like a geophone spread in seismic methods. This tech-
nology can operate in tough conditions like extreme
temperature or power supply limitations and record vi-
brationswithin 17 octaves (Paitz et al., 2021). Therefore,
it has been used simultaneously in global seismology
(Nayak and Ajo-Franklin, 2021) and at a laboratory scale
(Titov et al., 2022). Furthermore, it requires only a sin-
gle power point source to record vibration from tens of
km of fiber lines with meter-scale sampling resolution.
Hence, it is less expensive and easier to maintain than
a standalone geophone array, especially with the city’s

∗Corresponding author: rkc5556@psu.edu

pre-existing dark fiber optic cables.

Ambient seismic noise, which is dominated by sur-
face waves (Nakata et al., 2019), gives the ability to ana-
lyze elastic properties of the subsurface cost-effectively.
Seismic interferometry is one of those methods which
allows extracting useful information from randomly
distributed sources (Wapenaar et al., 2010). This
method mimics a standard seismic survey by focusing
the chaotic seismic wavefield into the virtual source
(VS) and then exciting it toward receivers. The main
drawback of seismic interferometry application in a
metropolitan area is the complex nature of the noise
therein. In such conditions, the dominant noise source
can be localized out of the stationary-phase region (out
of line crossing virtual source-receiver pair) and pro-
duce apparent surface wave velocity. This azimuthal-
dependent source distribution can be analyzed using a
large-N geophone array (Nakata et al., 2015), or dense
DAS array (Zeng et al., 2017; van den Ende and Am-
puero, 2021). Unfortunately, many dark fibers are lim-
ited to straight-line profiles deployed close to the main
roads in the city and sense only the vibrations in the di-
rection of fiber optic cable. For such limitations, spatial
noise distribution analysis of the high-frequency range
noise, which can change the behavior every couple of
meters, is complicated. The most common practice
for such an environment is to increase the illumination
time to retrieve reliable surfacewaves (Spica et al., 2020;
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Yang et al., 2022), or use well-recognized strong local
seismic sources, e.g., trains (?), cars (Dou et al., 2017;
Song et al., 2021) or quarry blasts (Fang et al., 2020).
When the noise source is more complex, one can use
coda wave interferometry and scattering waves which
are less sensitive to noise inhomogeneity (?). In a recent
paper, Song et al. (2022) present the promising three-
station interferometry technique, which can increase
the coherence of noise correlation functions. However,
estimating a stable high-frequency surface wave from
ambient noise in the city remains challenging, and un-
derstanding what influences local Green’s function is
mandatory.
In this paper, we investigate high-frequency ambi-

ent noise behavior in time and space by analyzing the
signal-to-noise ratio (SNR) of Rayleigh surfacewaves es-
timated from traffic noise recorded by the Penn State
Fiber-Optic For Environment Sensing (FORESEE) array
in State College, Pennsylvania. We utilize an 800 m
straight profile of telecom fiber along Pollock Rd, one
of the busiest university campus roadswhere thousands
of students pass by every day during the semester. First,
we characterize the ambient seismic noise through the
city. Then we analyze 160 virtual shots gathers (VSGs)
from the beginning of May to the end of September
2019. We recognize the main factors determining the
SNR of Rayleigh surface waves along the road. We also
characterize noise source distribution in space using
back projection technique. Our method can be used for
other sites with straight-line geometry.

2 Data characterization
2.1 The DAS Array
The Penn State FORESEE DAS array consists of 4.2 km
of dark fiber that crosses the Pennsylvania State Uni-
versity campus (Fig. 1a). The recording started in April
2019 and finished in October 2021 with three differ-
ent frequency samplings: 250 Hz, 500 Hz, and 1000 Hz
(Fig. 1b). The depth of the telecom fiber optic cable
varies with an average of 1 m (personal communica-
tion). The interrogator Silixa iDAS2 as sensing the 2137
channels every 2 m with a 10 m gauge length. More de-
tails about the array and observations can be found in
Zhu et al. (2021). We analyze the 800m straight segment
along Pollock Rd (Fig. 1c).

2.2 Seismic ambient noise
Figure 2 presents the power spectrum density (PSD)
changes over two weeks of May 2019 for 2137 channels.
The PSD is averaged within four different frequency
ranges: 0.5–4 Hz, 4–10 Hz, 10–20 Hz, and 20–50 Hz. For
each range, the higher amplitudes start around 8 AM
and end around 8 PM. The strongest noise comes from
the main streets of University Dr, Curtin Rd, and Pol-
lock Rd (Fig. 1a). However, Curtin Rd shows the high-
est values, especially between channels 808 and 1120,
where the cable is set up close to the road shoulder.
The higher PSD values in all frequency ranges for chan-
nels near the road suggest that the anthropogenic noise

sources originate in traffic. During the weekends, we
observe a slight PSD decrease, mainly in the lower fre-
quency range (0.5–4Hz), probably due to reduced heavy
vehicle traffic these days. A similar pattern of anthro-
pogenic noise emerging during the day and decaying at
night (Shen and Zhu, 2021) was observed in other cities
(e.g., Díaz et al., 2017).
We also observe the weather condition imprint on

PSD. The wind and rain during the storm on May 4
changed the PSD in all frequency ranges. The wind am-
plifies PSD but only for the first 500 channels and when
the wind gusts exceed 15 m/s (Fig. 2b). The first 500
channels are in the open space area near campus foot-
ball pitches, where the wind can much more easily in-
duce ground vibration than in built-up areas. During
heavy rain, the PSD values increase for a few channels
close to the storm sewers (Fig. 2c). The increase starts
a few minutes after the beginning of the rain and van-
ishes a couple of minutes after the rain. It is likely the
acoustic effect of fluid flowing through the drainage sys-
tem (Shen and Zhu, 2023, submitted).

3 Rayleigh surface wave evaluation
3.1 Rayleigh surface wave estimation
Figure 2 shows that most of the seismic noise concen-
trates along the roads and is caused by traffic. Around
75 % of FORESEE DAS channels are installed beneath
the sidewalks and near the road shoulders (Fig. 1). For
such geometry, where the noise source propagates in-
line, the Rayleigh surface wave is amplified (e.g., Spica
et al., 2020). However, in some heavy traffic intersec-
tions, Love surface waves can also be sensed by the DAS
fiber array (Martin et al., 2018). To monitor and image
the first few meters of the subsurface with the ambient
noise interferometry along the straight road, we need
to understand better what influences the SNR of the es-
timated Rayleigh surface wave in time and space. To do
so, we focus on the 400 channels along Pollock Rd (from
channel 1460 to 1860) (Fig. 1c). It is the longest straight
part of the array within the built-up campus area. Our
processing workflow is similar to what was introduced
in seismology (Bensen et al., 2007) (Fig. 3).
We only modify the preprocessing step by run-

ning the same workflow for each 1-minute continu-
ous recording input file twice for negative and positive
wavenumbers. Czarny and Zhu (2022) used a similar ap-
proach for 1D S-wave velocity model estimation along
Pollock Rd. This procedure gives us more information
about the spatial distribution of the noise source de-
scribed later. We also constrain the wavefield between
phase velocity 100 m/s and 5500 m/s in the f-k domain
to reduce the influence of the noise sources out of the
stationary-phase region. Then, we process both wave-
fields separately. We detrend the data, decimate to 100
Hz sampling frequency, band-pass between 1 and 45
Hz, and flatten the spectrum using spectral whitening.
Eventually, we generate VSGs with a step of 5 channels
for a new VS point. It gives us 160 virtual source points
(80 for each wavenumber). Following these steps, we
process data from May to September 2019. To reduce
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Figure 1 (a) Dark fiber DAS array layout. (b) The scope of FORESEE project recordings. (c) A part of the array (from channel
1460 to channel 1860) and the main road infrastructure we use in the study.

computation time, we take only daytime (from 8 AM to
8 PM) when the heaviest traffic occurs.

3.2 Signal-to-noise ratio
VSGs stacked over one month (Fig. 3) show that the
main energy of the Rayleigh surface wave travels as a
fundamental mode with an average velocity for higher
frequencies (10-35 Hz) around 1120m/s. To evaluate the
SNR of the estimated Rayleigh surface wave in time and
space, we use the slant-stack method (Vidal et al., 2014)
and transformVSGs obtained for every 1-minute data to
the slowness representation using the formula:

C(f, p) =

∥

∥

∥

∥

∥

∥

N
∑

j=1

ei2πfxjpA (f, xj)

∥

∥

∥

∥

∥

∥

max

(1)

where C(f, p) is the maximum value searching from
the summation over different phase shifts in the fre-
quency domain; A (f, xj) is a Fourier transform of the
VSG where each j receiver has xj offset from the VS
point; p and f denote slowness and frequency, respec-
tively. We use 100 channels around each VS. In figure
4, we present the slant-stacking summation for 3 differ-
entVSGs for the sameVS point with different SNR of the
estimated Rayleigh surface wave. Tomake analysis eas-
ier, we change slowness to phase velocity. We use the
wave between 1 and 45Hz. To assess SNR,we determine
the ratio betweenmaximum energy focused on the fun-
damental mode (900–1500m/s) and the other velocities.
We similarly process all VS points for positive and neg-
ative wavenumbers.

4 Results and Discussion
4.1 Temporal SNR changes
Figure 5 presents the distribution of SNRs along Pollock
Rd in a daily time frame from the beginning of May to
the end of September 2019, except June. Figures 5d and
5e represent VSGs for negative wavenumber (we call it
negative wavefield - propagates from higher to lower
channels) and VSGs for positive wavenumber (we call
it positive wavefield - propagates from lower to higher
channels), respectively. To better understand temporal
SNR variations, we add temperature (Fig. 5b) and the
precipitation (Fig. 5c) from the localmeteorological sta-
tion (Fig. 1a) and depth to water level (Fig. 5c) from the
USGS observatory well located 4 km from our array.
Both wavefields generally show a similar pattern, but

the negative one reveals higher SNR values overall. This
difference is visible in Figure 5f, which represents the
SNR averaged for all VS points. For all days except May
12 and 13, we notice intense illumination by the ambi-
ent noise coming from the west. It is probably seismic
noise due to heavy car traffic along the 4-lane N Ather-
ton St. that crosses the FORESEE array around channel
1880 (Fig. 1c). In Figure 5g, as a result of subtracting the
SNR for negative from the SNR for positive wavefields,
we can also observe how this western noise source am-
plifies the wavefield in almost all VS points.
SNR distribution over five months shows some long-

and short-termchanges. For long-termchanges, we can
distinguish three periods: from May 1 to May 16, May
16 to August 23, and August 23 to the end of Septem-
ber. During thefirst and last periods, the SNRdecreases.
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Figure 2 (a) PSD averaged in 4 frequency ranges: 0.5-4 Hz, 4-10 Hz, 10-20 Hz, and 20-50 Hz. Higher PSD values are noticed
for fiber optic cable installed near themain campus roads. (b) Amplitude increase due towind gusts for the first 500 channels
located in an open-space area. (c) Amplitude increase due to water flowing through the drainage system close to the fiber
optic cable conduit.

We link this drop with students' activity on the Univer-
sity campus during the spring and fall semesters. Pol-
lock Rd is the main campus path for walking and riding
bikes. The local high-frequency noise from pedestri-
ans and cyclists can contaminate coherent surfacewave
phases from distant sources. Moreover, telecom fiber
in many places is installed directly below the pavement
and close to the surface, which amplifies this effect.

Short-term SNR changes are connected with weather
conditions and urban activity. The SNR increases on
almost all weekends, particularly during the summer
break. Generally, at the weekend, the university is vis-
ited by fewer people. This pattern disturbsMay 5 (Fig 5f,
labeled as A), when the commencement ceremonies oc-
curred. The beginning of the fall semester is also a time
withmore pedestrians at the university, even during the
weekends. That is whywe do not see an increase in SNR

at weekends from August 23 to the mid of September.
The PSD shows that wind does not generate strong

ground vibration in the build-up area (Fig. 2). However,
precipitation and temperature impact the SNR. For ex-
ample, betweenMay 12 and 14, a long-hour lastingmod-
erate precipitation occurred and changed the depth to
the water level of about 50 cm in next following days
(Fig. 5a). It was the highest precipitation during all five
months of our analysis. As a result, the SNR signifi-
cantly decreases. Interestingly, in next following two
days, we observe higher average SNR for the positive
wavefield (Fig. 5e, labeled as B) than the negative one.
We posit that the ambient noise from N Atherton St. is
attenuatedmoredue tohigherwater content in the shal-
low surface.
In addition, in Figure 6, wepresent themaximumam-

plitudes of the Rayleigh surface wave in the range of 1-
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Figure 3 Theprocessing flowchart of Rayleigh surfacewave estimation from seismic ambient noise regarding thewavefield
direction. Theexamplesof VSGsobtainedby linear stackingof theone-monthdata showconsistency inRayleigh surfacewave
velocity of the main energy. The fundamental model propagates between 1000-1500 m/s in the higher frequency range.

45 Hz betweenMay 12 andMay 16. These surface waves
are generated by cars passing through the same bump
around channel 1540. For each day, we select 8 wave-
forms (from 8 cars) with similar strain rate values in a
source (channel below the bump). Due to the high con-
tamination of other seismic noise to the selected wave-
field, we examine only the near field around the bump.
Indeed, the surface wave attenuates themost onMay 12
(Fig. 6f). The attenuation can be visible on pure wave-
forms in Figures 6g and 6h. The amplitudes decaymuch
faster on May 12 (wet day) than on May 16 (dry day) for
comparable source energy.
We do not see such strong attenuation on May 13

and May 14 for nearfield, but only SNR drop from far-
field (west noise from N Atherton St.). We hypothesize
that the water did not evaporate but slowly percolated
to the topsoil layer and then infiltrated into the deeper
layers. It happened because of the lower temperature
those days. The shallow subsurface, up to tens of me-
ters around the campus, contains fractured dolomite
above the limestone layer with karst features in this re-
gion (Drake andHarmon, 1973). The top 2 to 4m is built

with clay. Water can easily migrate through the well-
developed subsurface drainage within such prone sink-
hole hazards carbonate strata. However, testing this hy-
pothesis is beyond this study's scope. It is worth not-
ing that when a few short storms occurred at the end of
May, rapidly changing the water table, the SNR (Fig. 5e,
labeled as (C)) remained high when the temperature is
around 20 ◦C in this period.

4.2 Spatial SNR changes
One-component data recorded along the straight dark
fiber DAS array is challenging to characterize the noise
origin in space. However, we identify the primary seis-
mic noise sources in the investigation area using the
back projection technique (e.g., Li et al., 2020; Rabade
et al., 2022; Song et al., 2022). This method illuminates
the most likely distribution of noise source energy in
space bymigrating the amplitude from the time domain
VSG to the grid in space using the averaged velocity of
the investigated seismic wave. First, the difference be-
tween the distance of the VS point to the grid point and
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Figure 4 The slant-stack analysis examples for the same VS point but three different minutes with three different SNR of
Rayleigh surface wave: 1.8, 3.0, and 6.1.

the distance of VS point to the receiver is computed.
Then, for this difference, the wave is focused on the
grid point using the averaged velocity. The wave energy
is the root-mean-square of amplitudes in the time win-
dow with the length of the wave duration. We use the
40 ms window as an optimum parameter for our array.
This window corresponds to the duration of the funda-
mental mode Rayleigh wave on VSGs. As an averaged
velocity, we set 1100 m/s based on the dispersion spec-
trum generated along Pollock Rd (Fig. 3) and the veloc-
ity model in Czarny and Zhu (2022). We operate on the
VSGs stacked over one month July 2019, when the SNR
is the highest. We do not apply f-k filtering to analyze
all effects around the fiber. We set the 600×1000 m grid
and the limit frequency band to 10–45 Hz. We constrain
our analysis to 200 m aroundVS.We evaluate VSG every
10 meters (VS point locations as in the case of temporal
studies).

Figure 7 shows 12 selected VS points for noise source
spatial distribution analysis. The results for all 80 VS
points are presented in supplementary materials. Gen-
erally, eachVS point gives unique spatial noise distribu-
tion. However, for most examples, the noise source is
connected with car traffic through Pollock Rd. Starting
fromVSG in point (1), the dominant noise source comes
from the east side of Pollock Rd. The noise source may
originate in the utility hole (A). At point (2), the ma-
jor energy shifts to the west toward higher channels.
The energy still accumulates inline and is probably con-
nected with the right edge of the wide 20 meters long
bump (B). This noise source also dominates the VSG at
point (3). However, the SNR rapidly decreases when
the car passes between two edges of this bump (Fig 7b).
One can also see these shadow zones with lower SNR in
Figures 5c and 5d. For point (4), located at the top of
the bump, the other noise sources on the west start ap-
pearing (C, D). At point (5), we notice the energy which

can have an origin in two intersections that lead to local
parking (C). However, the most energy probably trav-
els from few utility holes (D) and two bumps (E). The
high contribution of obstacle (D) in noise generation in
the area is visible on VSG around 200 m (points (5) and
(6)). It is worth noting that between bump (B) and the
first STOP sign (around 400 m), cars drive smoothly at
the highest speed along Pollock Rd. That is probably
why the SNRs in this region are high. At point (8), we
still observe some energy from bumps (E) and some in-
line noise from thewest wheremanhole (F) is localized.
This maintenance hole is in the center of the road, and
almost every car hits it when driving. The SNRs for the
next following VSGs decrease and reach a minimum of
around 600 m.
We have several STOP signs from 400 m to the inter-

section with Burrowes Rd, so cars drive slower in this
segment. Therefore, some off-axis sources, like traf-
fic along Fraser Rd (G), the road to local parking (G),
or more distant Burrowes Rd (H), can disturb the re-
trieving surface wave. We cannot exclude the impact of
local lateral structural changes in dolomite bedrock or
another noise source from nearby facilities. Finally, at
points (11) and (12), the noise energy focuses on Bur-
rowes Rd and N Atherton St, respectively.

5 Conclusions
We characterized high-frequency seismic ambient
noise in the urban area in the city of State College
using a straight roadside dark fiber DAS array and
the seismic interferometry method. By analyzing the
SNR estimated for VS points for every 10 m along
the fiber optic cable, we identified the origin of the
seismic ambient noise sources in the area and showed
its spatial distribution. We also explained the factors
that impact the Rayleigh surface wave estimation
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Figure 5 (a) Depth to water level from the nearest observation well; (b) Temperature and (c) rain rate from the local me-
teorological station (Fig. 1); SNR of the estimated Rayleigh surface wave for (d) negative and (e) positive wavefields. (f) SNR
averaged for all VS points. (g) The difference between (d) and (e).

from ambient noise interferometry. We observed a
significant SNR drop due to rain and pedestrian traffic.
The high-quality data we get for virtual source points
close to bumps and maintenance holes, particularly
in region where cars are driving at higher speeds.
The presented processing scheme can be applied to
different sites, especially for the city's linear fiber optic

array geometry. Our results can be helpful in ambient
noise interferometry applications for higher frequency
surface wave estimation in the city using DAS.

7
SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Spatiotemporal evaluation of Rayleigh surface waves from DAS

Figure 6 (a-e) Rayleigh surface wave amplitude distributions around the selected bump at channel 1560 for different days
of May. (f) Comparison of the results from (a) to (f). Raw waveforms for similar source energy (comparable car hits) on wet
(g) and dry (h) days. The higher attenuation is visible on a wet day.
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Abstract On October 8, 2023, at 21:40 UTC (6:40 on October 9 local time), a tsunami warning was issued
for the Izu Islands and southwest Japan. This tsunamiwas initially considered tobeassociatedwith theMw 4.7
earthquake at 20:25 UTC (5:25 JST). However, we know events of this magnitude are far too small to generate
observed tsunamis from coseismic deformation alone. In this study, we analyzed the ocean-bottom pressure
records of DONET and S-net, real-time cabled observation networks on the Pacific coast of Japan. We find
that the dominant period of this tsunami was relatively short, 250 sec, and that the largest tsunami occurred
at 21:13 (6:13 JST) near Sofu-gan volcano. In addition, T waves, or the ocean-acoustic waves, were clearly
observed by DONET – we posit these correspond to a vigorous swarm-like seismic event at the same region
of the tsunami source. We formally invert for the tsunami source and find that several tsunami sources with
an interval of about 4 min are necessary to reproduce the observed records. These most likely correspond to
volcanic eruptions.

概要 2023年 10月 9日 (JST)に鳥島近海において発生した津波について、日本列島太平洋沖に展開されている DONETおよび S-netの水圧計記録を解析した。その結果、(1)約 250秒の短周期成分が卓越した津波だったこと、(2)最大波は 6時 13分 (JST)に発生したことが明らかとなった。また最大波について津波インバージョンを用いて波源推定を行ったところ、孀婦岩西側の領域に波源が求まった。また、6時 13分から 4分間隔で計 3回の津波の発生を仮定したモデルが、単一の津波生成を仮定したモデルに比べて観測記録をよく説明した。

1. Introduction
On October 8, 2023, at 21:40 UTC (6:40 on October 9
in Japan Standard Time; JST), the Japan Meteorological
Agency (JMA) issued a tsunami warning for the Izu Is-
lands, and for the Pacific coast of Japan fromChiba Pre-
fecture to Kagoshima Prefecture (Figure 1a). The warn-
ing was issued after observing anomalous increases in
water levels at the tide gauge at the Izu Islands. The
largest tsunami was observed at Hachijo-jima Island (60
cm) and 10-40 cm tsunamis were observed over south-
west Japan (Japan Meteorological Agency, 2023). This
tsunami was at first thought to be caused by an earth-
quake 75 mins before the warning, at 20:25 UTC (5:25
JST), whose moment magnitude (Mw) was 4.7 as esti-
mated by the United States Geological Survey (USGS).
Events of this magnitude typically have coseismic de-
formation < 1 cm, which is far too small to cause haz-
ardous tsunamis. This suggests that the tsunami might
not have been associated with the earthquake and was
possibly caused by a non-seismic source.
Today real-time ocean-bottom observation networks,

called DONET and S-net, have been deployed on the
Pacific coast of Japan and their ocean-bottom pressure

∗Corresponding author: mizutaniayumumail@gmail.com

(OBP) recordshavebeenused for tsunami analyses (e.g.,
Aoi et al., 2020, Figures 1a and S1). Because of their
dense andwidespread deployment, we can easily detect
small tsunami signals and identify their origin by com-
puting the theoretical tsunami travel times from candi-
date sources to stations. In this paper, we first detect the
tsunami signal from these OBP records, identify their
potential origin from travel times and then formally es-
timate a tsunami source model of this event.

2. Data
We downloaded the 10 Hz sampled OBP records of
DONET and S-net from the website of the National
Research Institute for Earth Science and Disaster Re-
silience (NIED; https://www.seafloor.bosai.go.jp/). The
time window used in this study was 4 hours between
20:00 and 24:00 UTC (from 5:00 to 9:00 JST). DONET and
S-net have sub-networks named DONET1 and DONET2,
and S1, S2, S3, S4, S5, and S6, respectively; each consist-
ing of 22 to 29 sensors. For DONET1 and DONET2 there
was little characteristic difference in the records of this
event, so we will refer to them collectively as DONET in
this paper. For preprocessing, we fitted the cubic func-
tions to rawOBPdata and removed the long-period com-
ponents such as the ocean tide and theDC or static com-
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Figure 1 (a) Station distribution of DONET and S-net. The green triangles are the stations used for the tsunami source
modeling; the grays are existing sites not used in the modeling. The orange lines show the area where the tsunami warning
was issued by the JMA. The cyan star represents the source for the travel time calculation, i.e., the average location of the
swarm-like seismic event. The black rectangle is the area of Figure 3. The red line represents the location of the pumice
raft observed by the Japan Coast Guard on October 20. The elevation data comes from ETOPO1. (b) Amplitude spectrum of
DONET and S-net OBP records. The black lines are the spectrum of each station, and the red ones are their average.

ponent due to the station depth.

3. Tsunami Detection
To establish whether individual records show evidence
of the tsunami, first we investigated them in the fre-
quency domain. Figure 1b shows the amplitude spec-
trum of DONET, S1, S6, and the other subnetworks cal-
culated using the Fast FourierTransformwith theTukey
window. The stations in DONET, S1, and S6 clearly
observed a signal with a dominant period of ~250 sec
(~0.004 Hz), which is much less clear in the other S-net
stations. In subnetwork S6, only southern stations ob-
served such tsunamis (Figure S2). That ismost likely be-
cause of the refraction at the Japan Trench and the Izu-
BoninTrenchwhich acts as awaveguide and focuses en-
ergy towards southwest Japan (e.g.,HeidarzadehandSa-
take, 2014). In addition, only DONET stations observed
the high-frequency signal (>2 Hz). Though there is also
a small peak at around 10 sec (0.1 Hz), we do not treat it
in this study because this frequency range is known to
be associated with the sea ground acceleration (Kubota
et al., 2020; Mizutani et al., 2020; Nosov et al., 2018).
To establish the detection of the above signals in the

time domain, we calculated theoretical tsunami and
acoustic wave travel times from the source to the sta-
tions. The Mw 4.7 earthquake occurred at 20:25 UTC as
one of the events of a longer-lived swarm-like event; in
fact, 14 earthquakes were detected by the USGS from
19:53 to 21:26 UTC. We therefore initially set the poten-
tial source locations for travel time calculation to the av-
erage of these earthquake locations (140.04°E, 29.76°N;
Figure 1a).

We used the Fast Marching Method (FMM) to calcu-
late the theoretical travel times (Sethian, 1999). The
phase speed maps for the FMM were calculated with
the 0.02º gridded bathymetry based on the ETOPO1
(Amante and Eakins, 2009) for the tsunami, and as the
constant value of 1500 m/s for the Twave. Since the dis-
persive effect cannot be ignored for the tsunami with
the dominant period of 250 sec, the tsunami phase
speedmapwas calculated accounting for the dispersion
using the method of Sandanbata et al. (2017).
Figure 2a shows the tsunami waveforms at DONET

stations, which were time-shifted by the theoretical
travel time from (140.04°E, 29.76°N). Here, we set the
origin of lapse time to 20:25 UTC (5:25 JST), that is, if the
tsunami waves had been generated at that source loca-
tion at 20:25 UTC, they would align at t = 0. Any delay
forward or backward in time indicates either that the
origin time or the source location is incorrect. To focus
on the tsunami and high-frequency signals, we applied
the band-pass filters of 100–1000 sec and 1–4 Hz to the
OBP records (Figures 2a and 2c).
In the tsunami records (Figure 2a), we can see clear

coherent signals. The largest tsunami is observed ap-
proximately 2900 sec after the origin time and continues
for 1500 sec (the period between two vertical red lines;
Figure 2b). Since we shifted the OBP records with the
tsunami travel time, it indicates that the largest tsunami
occurred not at 20:25 UTC (5:25 JST) but most likely ~48
mins later at 21:13 UTC (6:13 JST). At that time, another
earthquakewithMb 5 according to theUSGS earthquake
catalog (black dashed line in Figure 2 and Table S1). It
is also possible that the time shift is due to the source
location being wrong, however if that were the case
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Figure 2 (a) Time-shifted OBP records of DONET with the theoretical travel time of tsunami and the band-pass filter of 100– 1000 sec. Each record is normalized to themaximumamplitude, which is describedwith the station name on the right (unit
is Pa). The black dashed lines are the origin time of the earthquakes detected by the USGS. The red vertical lines represent
the time window used in the tsunami waveform inversion. (b) Spectrogram at station KMA01. The horizontal axis and the
vertical lines are the same as (a). The horizontal purple line represents the frequency of 0.004 Hz. (c) Same as (a) except that
the T wave, that is, the time-shifted records with the T wave travel time and the band-pass filter of 1 – 4 Hz.
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the waveforms would not be coherent and would show
a “move out” or distance-dependent time shift which
is not seen in the record section. In other words, the
tsunami was associated somehow with the swarm-like
event in the Izu Islands, but its main wave was gener-
ated at 21:13 UTC (6:13 JST).
In thehigh-frequencyOBP records (Figure 2c), we can

find several waves corresponding to the earthquakes in
the USGS catalog (black dashed lines). Since we shifted
these records with the travel time of the ocean acous-
tic wave, these can be considered as the T wave. The
signal to noise ratio at stations KMC10, KMC11, KMC12,
KMC21, MRD17, MRE18, MER19, MER20, and MRE21
were worse than the others. This is because the de-
ployment depth of these stations is deeper than 2500
m, which is deeper than the SOFAR channel, which
typically exists at around 1200 m, where the T wave
is trapped. Because there are the Izu Islands between
the source and S-net, the T wave was observed only at
DONET (Fig 1).

4. Tsunami Source Estimation
Having established that the tsunami likely originates
from the area around an active swarm, in this sec-
tion, we estimate the tsunami source model (the initial
sea-surface disturbance) by tsunami waveform inver-
sion. From the result in Section 3, we assumed that the
tsunami occurred at 21:13 UTC, and set the target area
to cover the swarm-like seismic event: from 139.81ºE to
140.37ºE in the east-west direction; and from 29.56ºN to
29.96ºN in the north-south direction. We estimated the
sea surface displacement with the following equation:

[

d

0

]

=

[

G

αS

]

m

where d, G, S and m are the data vector, kernel ma-
trix (Green’s functions), spatial smoothing matrix, and
model vector, respectively. We solved this equation by
the singular value decomposition. The weight parame-
terα and threshold of the singular value are determined
based on the trade-off curve of the variance reduction
(VR) and model variance. In this study, the variance re-
duction is defined as:
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where uOBS
i

(t) and uSYN
i

(t) are the observed and syn-
thetic waveforms at station i. For calculating the ker-
nel matrix or Green’s functions, we used JAGURS (Baba
et al., 2015; Saito et al., 2010), the open-source tsunami
calculation code, and made synthetic tsunami records
considering the dispersive effect. For the bathymetry
data, the same as in the travel time estimationwas used.
Potential sources were represented as the 2D Gaussian
function with an amplitude of 1 m, a width (i.e., vari-
ance) of 4 km, and set on a regular grid each 0.04º in
latitude and longitude. We used the records of DONET,
and S1 and S6 subnetworks of S-net, which are shown

as green triangles in Figure 1a. The records were pre-
processed and applied the band-pass filter of 100–1000
sec as same as in the previous section. The timewindow
for the inversion analysis was 1500 sec from the theo-
retical travel time, represented as red vertical lines in
Figure 2.
Sandanbata et al. (2023) estimated the tsunami source

time function using the records of DONET1 and sug-
gested that several tsunamigenic events, some of which
occurred at the same time as the T wave events, can ex-
plain the observed record. Since two additional earth-
quakes with T waves were observed after 21:13 UTC, at
21:17 and 21:21 UTC, we conducted amultiple timewin-
dow inversion (Hossen et al., 2015; Satake et al., 2013)
to consider these events by which we allow tsunami
sources at these three different times to contribute to
the inversion. In other words, three kinds of Green’s
functions, the second and third ones were shifted in
timeof 4min and8min from thefirst one,were involved
in the kernel matrix. Note that each synthetic tsunami
was assumed to occur instantaneously.
Figure 3 shows the tsunami source model. We chose

the model with the smoothing parameter of 0.1 and the
threshold of the singular value of 0.2 as the best model,
whose VR was 64.1% (Figure S3). At all the time steps,
the large uplift (>0.2 m) was located to the northeast
of the swarm-like event. The uplift at 21:17 UTC was
slightly smaller than the others. In addition, at 21:21
UTC, there was a subsidence of 0.27 m in the east of the
target area.

5. Discussion
To investigate the uncertainty of our tsunami source
model, we employed a bootstrap approach with 100
sample inversions (Chernick, 2007). We randomly se-
lected OBP stations for each inversion process and cal-
culated the average and standard deviation of the re-
sults. The estimated standard deviation is less than
0.06 m (Figure S4), sufficiently small compared to the
source amplitude. In addition, the inversion result with
other smoothing and damping parameters was con-
firmed (Figure S5). In all the cases, the large uplift (>0.2
m) on the northeast of the earthquake swarm is sta-
bly estimated. On the other hand, the subsidence peak
on the east of the uplift is varied with parameter selec-
tion. We therefore conclude that themain source of this
tsunami event is the uplift on the northeast of the seis-
mic swarm.
In the previous section, we conducted the multiple

time window inversion based on the observed T wave
signals. To confirm the effectiveness of using the multi-
ple time window, we conducted the same inversion ex-
cept for the single tsunami source at 21:13 UTC (Figure
S6). As a result, although we obtained the same pattern
as in Figure 3a, the VR became worse (43.0%). In other
words, themultiple tsunami source ismore appropriate
than the single source for this tsunami event. At 21:26
or after the three tsunamigenic events considered so
far, another earthquake without Twave (Mb 4.5) was de-
tected by the USGS (Fig 2c and Table S1). We conducted
themultiple timewindow inversion including this event
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Figure 3 (a) Tsunami source models at 21:13, 21:17, and 21:21 UTC with the contours at each 0.1 m. The cyan circles rep-
resent the epicenter distribution of the earthquakes detected by the USGS. The green contours are the bathymetry at each
1000 m. (b) Bathymetry map at the area of (a). The black rectangle is the target area of the tsunami inversion analysis.

(i.e., four tsunami sources; Figure S7), but the VR in-
creased little (65.9%; the improvement is 1.8%). We
therefore conclude that the earthquake at 21:26 did not
contribute to the observed tsunami, i.e., three seismic
events with T wave are the main source of this tsunami.
Figure S8 compares the observed records with the

synthetic ones calculated from the inversion results.
Even when considering the multiple tsunami sources,
the synthetic records have a smaller amplitude than the
observed ones. This may be because we considered the
tsunami events only after 21:13, i.e., our model cannot
explain the later phase of tsunamis that occurred before
21:13.
It is interesting that the time interval of T wave gen-

eration (4 min) agrees with the dominant period of the
tsunami (250 sec). Although more investigations are
necessary, the occurrence interval of the earthquakes
might enhance the 250-sec period tsunami (Sandanbata
et al., 2023).
As discussed above, the tsunami was generated on

the northeast of the swarm-like event of the earthquake.
Immediately due east of the swarm, there is an active
volcano named Sofu-gan (Figure 3b; Geological Survey

of Japan, 2013). The uplifts at all time steps of the esti-
mated tsunami source are adjacent to thewestern bulge
of the Sofu-gan volcano. Based on this result, we specu-
late that the tsunami and seismic swarmwere caused by
the intermittent volcanic eruptions, whose vent opened
on the western bulge of the Sofu-gan volcano and gen-
erated the sea surface uplift; and the eruption ended at
21:21UTC. It is consistentwith that the earthquakes that
generated T waves stopped at 21:21 UTC (Figure 2c). In
addition, although the exact details of the source are
unknown, on October 20, 11 days after this event, a
pumice raft with a length of 80 km was observed north-
west of the Sofu-gan volcano by the Japan Coast Guard
(Japan Coast Gard, 2023). The last recorded eruption of
the Sofu-gan volcano was in 1975 (Geological Survey of
Japan, 2013). The tsunami and swarm-like seismic event
analyzed in this paper may be possibly associated with
the new eruption.

6. Conclusions
Based on the OBP records of DONET and S-net, we re-
vealed that the tsunami onOctober 8 (October 9 JST)was
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a short-period tsunami with a dominant period of 250
sec. The origin time of the largest tsunami was 21:13
UTC (6:13 JST). We also estimated the tsunami source
model. It suggested that multiple tsunami sources are
necessary to reproduce the observed records. This pa-
per focused only on the largest tsunami that occurred
at 21:13 UTC. In Figure 2a, however, there are other co-
herent signals outside of the timewindow for the source
estimation. Constructing the sourcemodel basedon the
whole tsunami records will help to understand the de-
tails of this event.
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Abstract Seismica is a community-led, volunteer-run, diamond open-access journal for seismology and
earthquake science, and Seismica’s mission and core values align with the principles of Open Science. This
article describes the editorial workflow that Seismica uses to go from a submitted manuscript to a published
article. In keeping with Open Science principles, the main goals of sharing this workflow description are to
increase transparency around academic publishing, and to enable others to use elements of Seismica’s work-
flow for journals of a similar size and ethos. We highlight aspects of Seismica’s workflow that differ from prac-
tices at journals with paid staff members, and also discuss some of the challenges encountered, solutions
developed, and lessons learnedwhile this workflowwas developed and deployed over Seismica’s first year of
operations.

Resumen (Spanish) Seismica es una revista de sismología y ciencias de la Tierra de acceso abierto
tipoDiamante, dirigidapor la comunidadypor voluntarios. Lamisióny los valores fundamentalesdeSeismica
están en consonancia con los principios de laCiencia Abierta. Este artículo describe el flujo de trabajo editorial
que se usa en Seismica, para pasar de un manuscrito enviado a un artículo publicado. De acuerdo con los
principiosde laCienciaAbierta, losprincipalesobjetivosdecompartir estadescripcióndel flujode trabajo son:
aumentar la transparenciaen tornoa lapublicaciónacadémica, ypermitir aotrosutilizar estoselementospara
revistas de un tamaño y ética similares. Destacamos los aspectos del flujo de trabajo de Seismica, que difieren
con las prácticas de revistas con personal pagado, y también discutimos algunos de los retos encontrados, las
soluciones desarrolladas y las lecciones aprendidas durante el desarrollo y despliegue de este flujo de trabajo
en el primer año de operaciones de Seismica.

Özet (Turkish) Seismica, topluluk liderliğinde, gönüllüler tarafından yürütülen, sismoloji ve deprem
bilimi için kurulmuş bir elmas açık erişim dergisidir. Seismica’nınmisyonu ve temel değerleri Açık Bilim ilkele-
riyle uyumludur. Bumakale, Seismica’nın, makale gönderiminden yayınlanmasına uzanan editoryal iş akışını
açıklamaktadır. Bu iş akışını paylaşmanınanahedefleri, AçıkBilim ilkelerineuygunolarak, akademikyayıncılık
konusunda şeffaflığı arttırmak ve benzer büyüklük ve amaca sahip dergilerin Seismica’nın iş akış unsurlarını
kullanabilmesini sağlamaktır. Bu makalede, Seismica’nın iş akışının, ücretli personeli olan dergilerdeki uy-
gulamalardan farklı yönlerini vurguluyor ve ayrıca Seismica’nın ilk faaliyet yılı boyunca bu iş akışını geliştirip
uygularken karşılaşılan bazı zorlukları, geliştirilen çözümleri ve öğrenilen dersleri tartışıyoruz.
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Sammendrag (Norwegian) Seismica er et fellesskapsledet, frivillig-drevet tidsskrift for
seismologi og jordskjelvvitenskap med diamant åpen tilgang. Seismica’s formål og kjerneverdi-
er følger prinsipper for åpen vitenskap. Denne artikkelen beskriver den redaksjonelle arbeidsflyten
Seismicabruker til å gå fra innsendtmanuskript til publisert artikkel.Hovedmålenemedådeleden-
ne arbeidsflytbeskrivelsen er, I henhold til prinsipper for åpen vitenskap, og øke åpenheten rundt
vitenskapelig publisering og hjelpe tidsskrifter med lignende størrelse og etos til å bruke deler av
Seismica’s arbeidsflyt. Vi fremhever elementer av Seismica’s arbeidsflyt som skiller seg fra vanlig
praksis hos tidsskrifter med betalte ansatte, og diskuterer våre erfaringer, utfordringer vi har møtt,
og løsninger vi har funnet under utvikling og implementering av denne arbeidsflyten i Seismica’s
første driftsår.

Samenvatting (Dutch) Seismica is een “DiamondOpenAccess”wetenschappelijk tijdschrift
voor seismologie en aardbevingswetenschappendatwordt geleid door vrijwilligers uit de gemeen-
schap. Seismica’s missie en kernwaarden zijn direct in overeenstemming met de principes van
Open Science. Dit artikel beschrijft onze redactionele workflow, vanaf het inzenden van een artikel
tot de uiteindelijke publicatie. In lijn met de principes van Open Science delen wij deze workflow-
beschrijvingmethet doel omde transparantie rondhet academischepublicatieproces te vergroten
en anderen in staat te stellen om bepaalde elementen van deze workflow te gebruiken voor tijd-
schriften van vergelijkbare omvang en ethos. We benadrukken aspecten van Seismica’s workflow
die verschillen van de praktijken bij tijdschriften die niet door vrijwilligersworden geleid, enwe be-
spreken ook een aantal uitdagingen, oplossingen en lessen die zijn geleerd tijdens de ontwikkeling
en implementatie van de workflow gedurende het eerste jaar van Seismica’s activiteiten.

1 Introduction
What goes on behind the scenes at academic journals
typically remains closed to authors and readers. The
purpose of this article is to help open up the “black box”
of journal editing and operations (Baruch et al., 2008)
in order to increase transparency, promote trust in aca-
demic publishing, and support the establishment and
growth of new journals. Journals established and led
by researcherswith little or no connection to traditional
publishers can benefit from having access to in-depth
information on editorial processes beyond what indi-
vidual researchersmay know frompersonal experience
with academic publishing; we hope that sharing this
information will enable researchers across disciplines
to better understand and optimize editorial workflows
over time through further sharing and collaboration.
The standard process of publishing an academic pa-

per has multiple steps. It starts with authors prepar-
ing and submitting a manuscript to a journal, contin-
ues with journal editors shepherding the manuscript
through peer review, and if the article is accepted, con-
cludes with the journal publishing and distributing the
paper. Prior to launching the Diamond Open-Access
journal (DOAJ) Seismica, we, members of the founding
Editorial Board, knew this process primarily from ex-
perience as authors, reviewers, and editors for other
journals. However, within that broad framework from
manuscript submission through peer review to publi-
cation, a community-led, all-volunteer journal such as
Seismica necessarily does some things differently than
a professionally staffed journal. To launch and build
Seismica, we adapted existing frameworks and open-
source tools, and developed additional tools and work-
flows during the first year of journal operation to meet
both anticipated and unexpected operational and edito-
rial needs.
This editorial describes how we at Seismica have de-

signed and implemented a paper handling workflow
andhighlights howa community-led, all-volunteer jour-
nal operates in ways both similar to, and distinct from,
professionally staffed journals. Here “professionally
staffed” refers to journals that have paid full-time ed-
itors and/or paid staff who handle aspects of author
and reviewer communications, copy-editing, article
layout, and media promotion. We hope to assist future
community-led journals by sharing the processes and
tools developed by Seismica before the journal launched
and refined through Seismica’s first year of operations,
and by discussing how these processes and tools may
continue to evolve with the journal.

This editorial does not cover the philosophical
and scientific aspects of journal building (see, e.g.,
Rowe et al., 2022; Ndungu, 2021; Graf et al., 2007;
Thomas et al., 2023; Farquharson andWadsworth, 2018;
Fernández-Blanco et al., 2023) although the core values
of a journal, its disciplinary focus, and its organizational
structure will influence practical aspects of paper han-
dling. Rather, we focus on the practical workflow steps
and tools we have developed to handle papers at Seis-
mica, and will describe the technical infrastructure that
supports our workflow. Seismica uses the Open Journal
System (OJS) for paper handling (version 3.2.1.1, Public
Knowledge Project, 2023); wewill not cover OJS setup or
configuration here, but will describe the in-house tech-
nical tools that we developed to facilitate paper han-
dling that are complementary to those provided by OJS.
Seismica’s OJS installation is hosted and maintained by
theMcGill University Library as part of the in-kind sup-
port providedby theMcGill Library to the journal (Rowe
et al., 2022).
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2 Submission to acceptance
Seismica processes submitted articles following the
standard framework for academic publishing (Mabe,
2009) (Figure 1). Submissions are assessed against
the journal’s scope, checked for adherence to mini-
mum manuscript formatting requirements, assigned
to a handling editor (HE), and sent out for anony-
mous (or double-anonymous, at the authors’ request)
peer review. One or more rounds of reviewer reports
and a subsequent HE judgment informs a decision on
whether to accept the article for publication. Accepted
manuscripts are formatted according to Seismica’s re-
quirements and then forwarded to production.

2.1 Article submission
Submitted manuscripts are first assigned to a produc-
tion editor who performs initial checks to ensure that
the manuscript is within journal scope. For the major-
ity of articles, this production editor will be one of Seis-
mica’s executive editors. Articles submitted as Fast Re-
ports go to the Fast Reports editorial team, and articles
submitted to special issues may go to associated guest
editors. If an article is within scope, the production ed-
itor will also check to ensure the submission adheres
to minimum formatting requirements. Submitted arti-
cles must be in PDF format with a minimum font size
of 12 pt, double line spacing, and line numbers. For-
matting requirements for submission are intentionally
minimal, and this is a policy choice intended to reduce
the burden on authors in line with Seismica’s core value
of inclusivity (Clotworthy et al., 2023; Kozlov, 2023). We
provide Seismica-specific document templates for sev-
eral different word processing programs for authors’
convenience1, but authors are not required to use them
at the submission stage.
Required sections for submitted articles include an

English-language abstract (maximum 200 words), a list
of author contributionsusing theContributorRolesTax-
onomy (CRediT, Brand et al., 2015), a complete refer-
ence list with digital object identifiers (DOI) included
where available, and a Data and Code Availability state-
ment (Callaghan, 2014). Seismica encourages authors to
include a non-technical summary and up to two addi-
tional translations of the abstract into languages other
than English to make their work accessible to broader
communities.

Seismica publishes standard research articles and sev-
eral types of reports, aswell as occasional editorials and
reviewed opinion pieces. Articles submitted in one cat-
egory might be better suited to another, particularly as
report-type articles are less common and may be unfa-
miliar to authors. Editors may discuss changing the ar-
ticle type with authors if they believe a submission be-
longs in a different category.

2.1.1 Author contributions and identifiers
While developing journal policies for Seismica, we iden-
tified transparency as a key guiding value, including

1https://seismica.library.mcgill.ca/templates/

transparency in terms of authorship (Rowe et al., 2022).
To this end we require an Author Contributions state-
ment in each manuscript specifying the role(s) played
by each author, using the 14 potential roles defined by
the CRediT taxonomy (Brand et al., 2015). In the op-
erations of Seismica to date, the Author Contributions
statement is a common omission from initial submitted
manuscripts; in such cases, we require modification of
the manuscript before a HE is assigned and the review
process can be initiated.
To assistwith indexing of author contributions, we re-

quest that each author includes their Open Researcher
andContributor ID (ORCID, https://orcid.org/) in the text
of their submission, and supplying an ORCID is manda-
tory for the lead author. AuthorORCIDs arehyperlinked
in published article PDFs. Additionally, we use the OJS
ORCID plugin to link to author ORCIDs on article web-
pages, provided authors authenticate and link their OR-
CID accounts to Seismica. Seismica’s host,McGill Univer-
sity Library, is a member of ORCID, so Seismica is also
able to add publicationmetadata to authors’ ORCID pro-
files using the ORCID member API.

2.1.2 Facilitating Open Science through sharing
of data and codes

Open Science is an ethos promoting free and open ac-
cess to scientific data, tools for scientific inquiry, schol-
arly communications and educational materials (e.g.,
UNESCO, 2021). As such, themission of a DOAJ like Seis-
mica has significant overlap with the principles of Open
Science. As we designed and built Seismica, we recog-
nized that we had an opportunity to build Open Science
principles into the journal from the outset. We created a
senior editorial position, the Executive Editor for Open
Science, to facilitate implementation of Open Science
practices and track developments in the field, and we
codified requirements for sharing of data and the codes
necessary to analyze and/or model results into our edi-
torial policies (Rowe et al., 2022).
One of the ways that authors submitting to Seismica

signal compliance with these policies is through the in-
clusion of a ‘Data and Code Availability’ statement at the
end of theirmanuscript; if no data or codes are involved
in the study, we ask for the inclusion of an affirma-
tive statement to that effect. Data citation requirements
and practices are not consistent across seismology and
earthquake science, but formal citations of data factor
into operational and funding decisions for future data
collection and curation, so it is in our community’s best
interests to consistently cite data in our work (Staats
et al., 2023). If data were obtained from a public domain
archive, such as the Federation of Digital Seismograph
Networks (FDSN, https://www.fdsn.org/), we ask that the
archive be named and appropriately cited in the state-
ment. If the data are not available in a public domain
archive, we ask that they be uploaded to a DOI-citable
public domain archive such as Zenodo2 or figshare3.
Similarly, if codes used for a study are not published in
a stable and long-term citable form, we require that a

2https://zenodo.org
3https://figshare.com
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Figure 1 Paper handling flowchart fromarticle submission through peer review. HE: handling editor; FR: Fast Reports; OJS:
Open Journal System; DOAJ: Diamond Open Access Journal.

full snapshot of the code and scripts used in the study
be uploaded to a DOI-citable archive to facilitate repro-
duction of the authors’ original workflow and replica-

tion of their results. While reviewers may not always
be able to verify that software works as reported (for
example, when codes require high-performance com-
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puting resources), data and codes associated with soft-
ware or data report manuscripts are subject to scrutiny
as part of the review process. As with Author Contribu-
tions statements, Data and Code Availability statements
have been frequently omitted from initial submissions
to Seismica, adding delays to the handling of those sub-
missions.

Seismica does not provide archiving services for data
or code in-house. Instead, we encourage authors to
share data and codes on widely-used platforms such as
figshare and Zenodo. If Zenodo is selected, we ask au-
thors to upload their data to the Seismica Zenodo Com-
munity4 in an effort to organize Seismica contributions
in a central location. These and several other options
for archiving are listed in Seismica’s Author Guidelines,
and authors are invited to contact Seismica editors prior
to submission for advice and consultation.

2.2 Peer-review process
Submissions that are within scope and compliant with
minimum formatting requirements are assigned by the
production editor to a HE with relevant expertise. The
HE assesses the manuscript and decides whether it
meets our scientific criteria for being sent for review.
HEs draw on author suggestions, personal knowl-

edge, and a tagged reviewer database5 to find poten-
tial peer reviewers. The reviewer database was built by
Seismica’s Tech Team, as OJS’s native functionality for
tagging and filtering registered users by expertise did
not fully meet our needs. OJS allows users registering
as reviewers to self-assign expertise tags, but does not
limit those tags to any pre-defined list, so users could
self-assign a wide variety of tags with similarmeanings:
for example, ‘seismic imaging’ and ‘tomography’. This
presents a difficulty toHEs, whowould need to come up
with creative and expansive search terms to filter users
by these tags. In contrast, Seismica’s reviewer database
has a simple interface where potential reviewers can
register by signing in with their ORCID and can then
self-assign tags for their areas of expertise from a pre-
defined list. HEs have access to filter registered review-
ers by field. Personal information is not collected in
the reviewer database to ensure compliance with the
European Union’s General Data Protection Regulation
(GDPR, European Commission, 2016).

Seismica’s HEs have started with varying levels of
experience with managing the editorial process. Re-
sources for HEs include extensive guidelines on philo-
sophical and practical aspects of the editorial process,
task checklists, email templates for communicating
with authors and reviewers, andaccess to editorialmen-
tors on the Seismica board (Mark et al., 2023). The edi-
torial mentors are members of the HE team with prior
experience in journal editing, and they are available to
guide those who are new to managing the review pro-
cess from the editorial side.
We also provide guidelines for reviewers that de-

scribe both the general process of peer review and the
specifics of reviewing for Seismica (Mark et al., 2023).

4https://zenodo.org/communities/seismica-journal/
5https://seismica.eu.pythonanywhere.com/

The guidelines list potential questions to consider when
reviewing a paper, outline the timeline for peer review
at Seismica, and discuss ethical aspects of peer review,
including confidentiality, conflicts of interest, and sign-
ing reviews. Seismica publishes reviewer reports along-
side accepted articles, and reviewers are informed of
this policy when they are asked to review.
Upon receipt of reviews, HEs can choose to accept,

decline, or more commonly, request further revisions.
A revised manuscript may or may not be subject to a
further round of review. Generally, the HE will decide
whether a manuscript will be subject to another review
round after reading the revised version. Authors are not
given a strict due date for revisions. While it is generally
in authors’ best interests to return revisions as soon as
possible, we do not want to put pressure on authors to
rush through the revising process.
At Seismica, we have intentionally assembled and cu-

rated a team of HEs whose expertise spans the jour-
nal’s scope. At the time of writing, Seismica’s Editorial
Board includes 28HEs, someofwhomare also executive
editors or members of operational teams. Sharing the
workload among this group helps ensure both that indi-
vidual volunteers are not overburdened, and that each
submission is highly likely to be handled by a subject
matter expert, so that confident executive decisions can
bemade on submissions and unnecessary rounds of re-
view can be avoided.

2.3 Acceptedmanuscripts
If a manuscript is accepted, HEs inform authors that at
this stage they are required to format their work using
one of Seismica’s document templates6 if they have not
yet done so. Required files for production include an
editable article file (docx, odt, or TeX) in a Seismica tem-
plate, individual high-resolution figure files, and sup-
plementary materials (if applicable). As noted previ-
ously, not requiring template-formatted manuscripts at
the time of submission may save authors some effort in
the event that a manuscript is declined, but accepting
arbitrarily formatted articles for production would im-
pose an unsustainable burden on volunteer copy/layout
editors. HEs are also encouraged to proofread accepted
articles during the review process to expedite article
production and reduce the workload of the copy/layout
editors. Once acceptedmanuscript files are uploaded in
the required format, they are forwarded to production.

2.4 Appeals
Seismica has a transparent process for authorswhowant
to appeal an editorial decision or dispute a review, in
alignment with Seismica’s core values. A clearly de-
scribed process for handling complaints and appeals
is also a core practice of the Committee on Publica-
tion Ethics (COPE, https://publicationethics.org). Ap-
peals first go to Seismica’s standing appeals team, which
is comprised of one executive editor, one early-career
HE, and one other HE. An alternative HE is recruited
on a case-by-case basis if an appeals team member has

6https://seismica.library.mcgill.ca/templates/
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already been handling the manuscript or has another
conflict of interest. This internal appeal board will ren-
der a decision to either uphold the original decision, or
make a new decision in light of information provided in
the appeal. Their decision should not be a re-review of
the manuscript, but rather an assessment of the com-
plaint made in the appeal, that acknowledges any mis-
takes that may have beenmade in the editorial process.
The appeal board’s decision is communicated to the

author making the appeal, and the original HE. If ap-
propriate, one or more original reviewer(s) may also
be notified. If any procedures need to be reviewed in
light of issues highlighted in the appeal, then that will
be raised with the Seismica board. The author can chal-
lenge the appeal board’s decision, in which case the
question will be passed up to a multi-journal appeals
committee. The committee is composed of represen-
tatives from the journals Geomorphica, Sedimentologika,
Seismica, and Tektonika (as of July 2023), and will assess
the merit of any appeals with respect to the journals’
policies and scientific community standards. The deci-
sion of the multi-journal appeals committee is consid-
ered final.

3 Article production and promotion
After an article is accepted, three main tasks remain:
(1) finalize the text of the article through copy-editing,
(2) generate final files of the completed article for publi-
cation, and (3) promote the published paper to readers
(Figure 2). Most journals delegate copy-editing and lay-
out tasks to paid professionals separate from editorial
staff (e.g., Mabe, 2009), and article promotion will of-
ten be a paid service offered by press or media offices.
In contrast, Seismica’s HEs oversee the production pro-
cess in collaboration with copy and layout editors from
Seismica’s Standards and Copy-editing (S&CE) team and
members of theMedia&Branding (M&B) team,who are
all also researchers with expertise in Seismica’s core dis-
ciplines. The production process at Seismica, just like
editorial work and reviewing, is undertaken by volun-
teers from the scientific community. We aim to provide
high-quality article production services while remain-
ing respectful of the time and effort of volunteers.
The final products of the editorial workflow are a

PDF article, a machine-readable web-page displaying
the same article, PDFs of peer-review reports and sup-
plementary materials, coordinated social media posts,
and an optional press release.

3.1 Production to publication
Once an article has been accepted for publication, HEs
assign the manuscript to the chairs of the S&CE and
M&B teams. In turn, the chairs then assign an S&CE
teammember as copy/layout editor for the manuscript,
and one ormoreM&B teammembers to coordinateme-
dia and promotion. Manuscript assignment to copy-
/layout editors is based on expected work hours needed
for themanuscript, experience, previousworkload, and
availability; and copy/layout editorsmay decline to han-
dle a manuscript. M&B team members are on stand-by

until proofs are validated, unless the article is a Fast Re-
port, in which case M&B will start corresponding with
the author immediately. The promotionworkflow is de-
tailed in Section 3.3.
The copy/layout editors read and typeset each ac-

cepted article with the procedures and tools detailed in
Section 3.2. They exchange typeset PDF proofs of the
accepted manuscript with the authors as many times
as necessary to arrive at a version that meets with the
authors’ approval. Currently, authors are not asked to
check or approve the machine-readable web-page ver-
sion of the article, mainly because the OJS system does
not allow it. There are no strict time constraints for
authors to check proofs – authors are typically moti-
vated to get articles published quickly, but flexibility
allows people to take extra time if they need it and
will hopefully lead to fewer missed typographical er-
rors. Similarly, there are no strict deadlines for copy-
/layout editors to produce and update proofs, although
the S&CE team does expedite making proofs for fast
reports. Standard copy-editing is intended to catch
spelling and grammar mistakes. S&CE also offers copy-
editing beyond proofreading, including writing style
recommendations, to authors who are interested. This
is inspired by Volcanica’s copy-editing philosophy (Far-
quharson andWadsworth, 2018).
HEs step back into the process when the authors ap-

prove the article proofs. The HE sets a target publi-
cation date that is communicated to both the copy/lay-
out editor and the M&B team members. Target publi-
cation dates default to 7 working days after proofs are
approved by authors, or 3 days for fast reports. The
HE, copy/layout editor, or M&B teammembers may de-
lay the target publication date if they anticipate need-
ingmore time due to either operational or personal rea-
sons. The HE then communicates the target date to the
corresponding author, and the M&B team corresponds
with authors to solicit images and text for publicity posts
(see Section 3.3).
HEs communicate article metadata to the copy/lay-

out editors, including the volume and issue of the ar-
ticle, dates of article submission and acceptance, and
the names of all volunteers involved in each article. In
the published version of each article, we credit the pro-
duction editor; the HE; the copy/layout editor; transla-
tors for multiple-language abstracts, if any; and non-
anonymous reviewers. Authors of accepted articles are
also encouraged to acknowledge reviewers in their Ac-
knowledgments section, including both anonymous re-
viewers and those who choose to sign their comments.
Other volunteers, such as members of the M&B team,
are acknowledged in the cover of each issue when the
issue is finalized.
Copy/layout editors produce final article versions (see

Section 3.2) and upload them in OJS, along with any
supplements to the article and a plain-text list of refer-
ences for proper indexing by Crossref (a DOI registra-
tion agency and indexing organization,Hendricks et al.,
2020). Reviewer reports are compiled by theHE and up-
loaded by either the HE or the copy/layout editor. The
HE is responsible for double-checking the article meta-
data in OJS and the final versions of the article. Finally,

6 SEISMICA | volume 2.2 | 2023



SEISMICA | RESEARCH ARTICLE | Paper-handling workflow from Seismica

Figure 2 Paper handling flowchart from article production through publication. HE: handling editor; S&CE: Standards and
Copy-Editing team; M&B: Media and Branding team.

the HE presses the ”publish” button once all the files
are in place, and an S&CE chair or the production editor
registers the article DOI with Crossref. DOI registration
via Crossref is provided by theMcGill Library as in-kind
support, at no cost to Seismica.

3.2 Workflow and software tools for format-
ting and layout

Seismica’s articles are published in two formats: PDF
and Journal Article Tag Suite (JATS), which is a eXten-
sible Markup Language (XML) format specifically de-
signed for describing scientific literature. We chose
to offer a JATS version of the final article because it is
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machine-readable (unlike the PDF format) and there-
fore enhances indexing by search engines. Also, JATS
is required for indexing services on third-party online
repositories such as PubMed (e.g., Huh, 2016).
Articles are typeset for PDF publication in LuaTeX

(Hagen, 2005), and then converted to JATS. The ac-
cepted version of an article will thus go through three
main stages of modification and formatting prior to
publication: (1) generating a typeset PDF proof from a
template-formatted manuscript; (2) copy-editing itera-
tions until the PDFproofs are approvedby the author(s);
and (3) converting theTeXfile used tomake the PDF into
JATS.
The technical problemof converting article files from

one format to another while preserving the metadata
is unfortunately fairly complex (e.g. for a docx or odt
file to JATS, Gebhard and Rosenblum, 2016). Many pro-
prietary and some free solutions exist for the conver-
sions we are interested in, but open-source codes that
can be modified and tailored to our needs, or free soft-
ware packages that guarantee data protection, are rare.
We therefore rely on a set of open-source and home-
brewed codes, including Pandoc (a Haskell library for
converting from one markup format to another, Mac-
Farlane, 2006) and custom Python and shell scripts, to
automate asmuch of the process as possible. Below, we
describe in detail our TeX templates and our conversion
workflows and tools to go fromdocx/odt toTeXand from
TeX to JATS.

3.2.1 Seismica Templates
Seismica’s TeX template for publication is designed to
be user-friendly, flexible, and aligned with the jour-
nal’s brand identity (Rowe et al., 2022). Importantly,
TeX is free and open-source, unlike some other com-
monly used tools for generating publication-quality
PDFs like Adobe InDesign. The first version of the tem-
plate was based on the Volcanica template (Volcanica,
2023), which was converted to a TeX class for flexibil-
ity. Macros for articlemetadata help copy/layout editors
to easily include and format key information such as
article submission, acceptance, and publication dates;
article DOIs; volume and issue numbers; and editor
names. The template is designed primarily for a 2-
column format for ease of reading (Doumont, 2009) but
also includes a 1-column option for articles with many
long equations. Seismica’s brand identity is expressed
through theuseof a color palette, a set of fonts, and jour-
nal banner in the first page header (Rowe et al., 2022).
There is also a TeX submission template which uses a
1-column format, double line spacing, and line num-
bers, and it has anoption for producing apreprint-ready
PDF7.We continue to update the Seismica TeX templates
regularly, based on user suggestions and on our needs.
Templates for article submission are also available in

docx and odt formats. The docx and odt templatesmake
use of document styles and section ordering for meta-
data, with the goal of generating documents that retain
some amount of structure when converted to generic

7https://www.overleaf.com/latex/templates/seismica/bvnbjbkycdjb
and https://seismica.library.mcgill.ca/templates/

TeX using Pandoc. The template documents contain in-
structions prompting authors to fill inmetadata and use
the appropriate styles for section headings.
We note that TeX PDFs and JATS versions are not fully

compliant with Universal Accessibility standards. We
are encouraged that the LaTeX Project is actively work-
ing on implementing accessibility features (Mittelbach
and Rowley, 2020), and we will incorporate these im-
provements as they become available. On the other
hand, XML files can be structured and tagged, and we
are working towards using these features to produce ac-
cessible galleys.

3.2.2 Conversion tools
From docx/odt to TeX Submissions received in Seis-
mica’s docx and odt templates have to be converted to
TeX for copy-editing and layout. The primary goal of
the docx/odt-to-TeX conversion process is to link in-text
citations to bibliographic entries automatically, as re-
placing parenthetical citationswith reference tagsman-
ually would otherwise be themost time-consuming and
error-prone part of article production. Importantly,
while Pandoc is able to convert the bulk of a docx or
odt file to TeX syntax, citation linking is not a Pan-
doc functionality. We therefore use Pandoc to con-
vert docx and odt manuscript files to generic TeX and
then post-process the Pandoc output into the Seismica
template using Python, relying on document structure
cues to identify section headings, figure captions, ta-
bles, equations, and other document elements. Plain-
text reference lists are converted to bibtex entries us-
ing anystyle (a machine learning-based citation parser,
Fenton et al., 2023), and in-text citations are found and
pattern-matched to references in the bibtex file using
Python. The success of this process depends strongly
on authors using the docx and odt templates in a pre-
dictable way. Copy/layout editors will correct some
small errors in template usage as needed, but authors
who submit article files for production that are clearly
not in a Seismica template are asked to reformat their
work before article production can proceed. Even in
perfectly formatted documents, there are some ele-
ments that cannot be parsed automatically andmust be
manually corrected by copy/layout editors. The tools
for converting docx and odt manuscript files to TeX are
available for others to use or adapt (Mark et al., 2023).

From TeX to JATS A second set of scripts are used by
the copy/layout editors to convert the final TeX version
of the article to JATS. While Pandoc is able to convert
basic TeX syntax to JATS, it will not parse article meta-
data, cross-references, complex hyperlinks, or locally
defined commands. We designed scripts that rely on
the expected JATS document structure to include article
metadata and correct the output of Pandoc for, among
other things, mathematical formulas, cross-references,
figure file extensions, and author CRediTs. The process
presents similar challenges to those that arise in con-
verting docx or odt to TeX.
The OJS system relies on a plugin embedding the

eLife Lens open-source JATS viewer to display the con-
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tents of JATS files on webpages, and this plugin has
known issues with displaying code and some forms of
metadata. We therefore do not offer a final JATS version
for articleswith large amounts of code quoted in the text
where a significant portion of the article cannot be dis-
played with the OJS reader. The scripts for running the
TeX to JATS conversion are available for others to use or
adapt (Mark et al., 2023).

3.3 Media and promotion
Once the authors have approved the article proof, the
HE contacts the M&B team and adds them to the OJS
workflow. M&B then contacts the author with a ques-
tionnaire to solicit information for article publicity ma-
terials aimedat a general scientific audience. This infor-
mation typically includes an image (and/or video) rep-
resentative of theirwork, and a short text describing the
workwithminimal jargon. Thismaterial helps theM&B
team optimize the announcement for a wider audience
and to stay within certain social media character limits.
Once theM&B team receives the responses from the au-
thors, they prepare posts for Seismica’s social media ac-
counts by adjusting the text and imagery for different
platforms (Figure 3). The final version (mock-up graph-
ics and text) is sent back to the authors for approval.
M&B announces the publication of each new paper

on Seismica’s social media accounts. At the time of
writing, Seismica has social media channels on Twit-
ter, Facebook, Instagram, and Mastodon. M&B also
suggests that authors contact their home institutions
in case they want to publish a press release for arti-
cles that are anticipated to have high impacts outside
of the scientific community (e.g., USC, 2023), and the
M&B team is available to helpwith structuring the press
release and providing any additional information that
the host institution might need. M&B works with the
HE to promptly announce the manuscript after publi-
cation, but we do not attempt to exactly synchronize
M&B’s posts with the publication of an article through
OJS as team members are often working in different
time zones.
At Seismica’s present size, it is still feasible forM&B to

work with the authors of every article on promotional
posts. The purpose is to make science more accessi-
ble and inclusive by communicating the value of the
research to broader audiences worldwide. Helping au-
thors share and promote their work is part of how Seis-
mica is building a brand and, hopefully, growing an au-
dience of both readers and potential future authors and
volunteers.

4 Using the workflow and measuring
workload

4.1 Who reads the guidelines?
The processes and guidelines developed for Seismica
theoretically provide support to journal volunteers
tasked with a wide variety of different jobs, but having
support structures in place does not guarantee that they
will be used. While the S&CE and M&B team tools and

guidelines are consistently used, it is less clear whether
HEs use Seismica’s tools and guidelines or rely primar-
ily on their expectations and/or previous experiences in
scientific publishing.
We surveyed Seismica’s HEs about their awareness

and use of several resources, specifically template text
for email communications, a flowchart of the editorial
workflow, written editor guidelines, and editorial men-
toring. The response rate was approximately 38%. The
survey results generally indicate that these resources
are actively used by HEs. All of the survey respondents
were aware of the email template text and the editor
guidelines, and most were aware of the flowchart and
the availability of editorial mentoring. HEs who re-
ported using the resources gave strongly positive feed-
back on them. Editorial mentoring had the least re-
ported use among respondents, with almost all saying
they had not needed to consult editorial mentors. We
also asked respondents where they looked for answers
when they had questions about editorial tasks, and the
two most-selected options were the Seismica resources
previously listed, and the Seismica Slack group. We ac-
knowledge that there may be some selection bias in the
survey results, in the sense that HEs who are strongly
engaged with the Editorial Board are more likely both
to know about available resources and to take the time
to fill out a survey.

4.2 Howmuch time and effort dowe put into
Seismica?

Tracking the workload of Editorial Board members and
balancing assignments accordingly has proved chal-
lenging. Anecdotally, time commitments vary widely
between different people, articles, and editorial tasks.
Through handling the first two issues’ worth of papers
we have learned that there is not necessarily a standard
amount of time required for any stage of paper han-
dling. We strive to be flexible and have some redun-
dancy of skills on the board, so that people can cover
for each other if an article ends up requiring more time
than one person has to spare.
The HE survey included an open-ended question ask-

ing respondents to describe how much time they spent
on each article they have handled. Responses ranged
from3-20 hours, with several around 8-10. Respondents
who described how that time was allocated generally
included time for reading the paper, finding reviewers,
reading reviews/making decisions, and handling com-
munications with authors. The S&CE team has found
that the time required for copy-editing and layout varies
widely between papers, with copy-editing time depend-
ing primarily on the length of the paper. Processing
for articles received in the docx or odt templates re-
quires at least 2 additional hours to convert the manu-
script to TeX, and the conversionmay takemuch longer
if the template has not been used correctly. Additional
time is required to convert TeX files to JATS XML, and
to upload files and add metadata in OJS. For the M&B
team, manuscript promotion and other tasks like con-
tent creation and messaging, social media communi-
cations and meetings, and conference planning, takes
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Figure 3 (a) Socialmedia announcement used on Twitter for Seismica’s first published paper. (b) Instagramannouncement
text, where a less restrictive character limit allows for the plain summary of the article to be posted. Both panels advertise
Cottaar et al. (2022).

about 4 hours perweek. Thisworkload varies over time,
depending on how many papers are in production and
the timing of upcoming conferences. In the future we
hope to do somemoredetailedworkload tracking tobet-
ter understand how volunteers manage their Seismica
commitments.

Seismica’s volunteers decide to freely give their time
to the journal for a variety of reasons. Many are moti-
vated by the opportunity to promote equity in scientific
publishing and to bring cutting-edge scientific publish-
ing practices and philosophy to our disciplines. Serving
on the editorial side of a journal also gives volunteers
the opportunity to keep up with new research. Build-
ing community, bothwithin the Editorial Board and in a
larger sense that includes reviewers, authors, and read-
ers, can provide tangible benefits to volunteers includ-
ing expanded professional networks and a shared sense
of purpose.

5 Lessons learned so far
With the first few papers submitted to Seismica, we
quickly learned that the second half of the paper
handling process (post-acceptance through production)
was, unsurprisingly, much less familiar to everyone on
the Editorial Board than the pre-acceptance stage. Prac-
ticing with OJS in a sandbox site and developing copy-
editing and layout tools before journal launch helped,
but not all volunteers had the time to take advantage of
training opportunities. As a result, there was a steep
on-the-job learning curve for many editors which has

begun to level off as most members of the Editorial
Board have now had experience completing their roles’
core tasks. Below, we describe several key lessons
learned during the early weeks and months after Seis-
mica’s launch.
We have found that regular communication is cru-

cial at all stages of paper handling: authors and review-
ers greatly appreciate regular communication regard-
ing paper status; and HEs, copy/layout editors, and the
M&B team have to coordinate article production and
promotion. Most of this communication can be kept
within OJS using the ”discussion” feature. Notably, the
OJS dashboard gives minimally detailed automatic up-
dates to authors about submission status, so authors
must rely on editors to keep them informed throughout
the process.
Maintaining editorial consistency is a crucial task for

any journal, and consistency of approach and standards
in editorial handling is highly valued at Seismica as a
mechanism for pursuing our goals of inclusivity and
transparency. Toward this end, the entire Seismica Ed-
itorial Board is invited to virtual meetings (approxi-
mately monthly) to discuss policies and values, organi-
zational planning, Open Science principles, and other
topics relevant to operations and growth of the jour-
nal. Each meeting has two sessions separated by ~12
hours to enable participation by board members in dif-
ferent time zones. This effective line of communication
enables adaptability of editorial policies as needed and
supports consensus in the management of the journal.
For small, volunteer-run journals similar to Seismica,
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developing robust tools for copy-editing and layout
work is important for ensuring that volunteers do not
burn out on repetitive tasks. This includes designing
production templates that donot require toomanymod-
ifications for special cases and, if manuscript files will
need to be converted between different formats, au-
tomating as much of that process as possible. We can’t
control whether authors use our docx and odt templates
correctly, which adds uncertainty to the conversionpro-
cess. Overall, though, having software tools which au-
tomate much of the process has saved Seismica’s S&CE
team many hours of work already. Providing training
and support for copy/layout editors is crucial since their
tasks require an especially broad skill set, ranging from
strong spelling and grammar skills to using and devel-
oping software in multiple coding languages.
The amount ofwork involved in copy-editing and pro-

duction spurred us to begin asking HEs to contribute to
copy-editing if possible. The HEs already have to read
manuscripts in detail, and any corrections that they are
able to provide to authors during review and revisions
help to share a bit of the burden of the S&CE team. We
note that many authors submit very clean files for copy-
editing and production that require relatively minimal
work, but even then an extra layer of scrutiny is useful
for catching as many errors as possible.

Seismica’s article promotion process is not standard
compared to many other journals in the field, so the
M&B teamwas initially unsure of howauthorswould re-
spond to questionnaires and how the overall promotion
process would work. Encouragingly, M&B has found
that authors usually respond to requests for promotion
information favorably and in a timely fashion. By estab-
lishing practical communication between HEs and au-
thors and setting up internal checklists and guidelines
for the article promotion process, M&Bhas been able to
set up an effective routine.

6 Looking forward
Seismica did not need to create an academic publish-
ing process from first principles. However, we have
designed the details of our paper-handling workflow
to suit the specific requirements of a volunteer-run,
community-led, diamond open-access journal – not
reinventing the wheel, but building the best possible
wheel for our metaphorical cart to roll along.
Designing the paper handling workflow and develop-

ing the technical tools described here took a significant
amount of effort on the part of the Editorial Board, and
we strongly believe that this was a worthwhile invest-
ment for the future of Seismica. We need credible sub-
missions to sustain and grow Seismica, and we need to
attract those submissions within a publishing ecosys-
temwhere authors havemany choices forwhere to send
their work: in other words, we need to build a reputa-
tion as a viable (or even preferable) option for publish-
ing (Rindova et al., 2005). Having a robust system for
handling papers in line with our values of transparency,
credibility, and respect is key to building Seismica’s rep-
utation within the seismology and earthquake science
community.

Looking to the future, we do not expect our paper-
handlingworkflow to change dramatically, but some as-
pectsmay change or evolve as the journal grows, as well
as in response to OJS updates. The Executive Editor for
Production originally checked and assigned every sub-
mission; as our submission rateshave increasedwenow
have the Executive Editor for Operations sharing this
task. Implementation of different review modes, in-
cluding double-anonymous review as standard practice
for all submissions, is a topic of ongoing conversation
on the Editorial Board, and the way that we offer and
promote different review options to authors may be up-
dated in the future. Any changes in policy must trigger
a workflow review: for example, implementing double-
anonymous review would require a check for identify-
ing information in the manuscript before review and in
the reviews before sharing with the authors.
As our S&CE team is responsible for design, coding,

and implementation of much of the post-acceptance
publishing workflow outside of OJS, the process is very
agile and changes can role out near instantaneously in
response to any issues or new ideas. The workflow has
been dynamic in the first year, with continual improve-
ments often made in response to feedback from au-
thors, reviewers, and readers of Seismica. We expect
future adaptations will be less frequent, but will con-
tinue to update ourworkflow to adapt to policy changes,
and arising needs, and to incorporate new tools for effi-
ciency and accessibility as they become available.
Sustaining a volunteer-run journal requires a signifi-

cant amount of time and effort from the scientific com-
munity. We have an enthusiastic and committed Edi-
torial Board at present, but are mindful of the poten-
tial for burnout, particularly as we are depending on
volunteers to perform tasks that are typically compen-
sated labor (tech support, copy-editing and layout, me-
dia promotion) in their spare time. Having volunteers
work on these tasks has some tangible benefits, such
as that the people who proofread articles and prepare
promotional materials have specialized knowledge re-
lated to article content and discipline-specific vocabu-
lary, but it also comes with some downsides in terms
of the imposed workload. Further, Seismica intends to
have Editorial Board members rotate off after defined
terms a few years in length, so the organization will
need a steady supply of new volunteers willing to step
in. Establishing processes for onboarding and training
new Editorial Board members is important for ensur-
ing that journal operations run smoothly as people ro-
tate on and off the board. Seismica has brought on sev-
eral newEditorial Boardmembers since journal launch:
we have added HEs to better balance our portfolio of
expertise, and have added members of the S&CE and
M&B teams to spread out the workload of the opera-
tional teams. NewEditorial Boardmemberswere found
by soliciting applications through Seismica’s social me-
dia channels, mailing lists, and word of mouth. A com-
mittee of current boardmembers reviewed applications
and recruited newmembers based on applicants’ scien-
tific expertise, past experience in editorial roles, techni-
cal skills, and diversity. The number and enthusiasm of
applicants was encouraging, as there will be more calls
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for new board members in the future.
As we near the one-year mark of post-launch journal

operations, there are several open questions surround-
ing Seismica’s future plans and growth: specifically, how
far can this workflow scale, and how much do we as
an organization want to grow? In theory, we can in-
crease our paper-handling capacity by recruiting addi-
tional HEs and members of operational teams (S&CE,
M&B), but this approach has limits as it requires train-
ing and managing larger editorial boards (Farquharson
andWadsworth, 2018), and intake of papers through ini-
tial checks is likely to become a bottleneck. The rate of
submissions to Seismica has increased fromone submis-
sion per week in 2022 to more than three per week in
2023, andwe are excited to see this sign of support from
the research community. At the same time, we have to
carefully consider what our limits are as a volunteer or-
ganization.
Assuming the rate of submissions continues to in-

crease, we have a few options, including the follow-
ing: (1) recruit more volunteers to handle papers; (2)
limit submissions with paper quotas or limited time
windows when submissions are accepted; (3) desk re-
ject more submissions; and (4) hire some paid staff to
assistwith specific tasks like formatting checks, sending
reminder emails, and document format conversions.
We do not plan to continue with option (1) indefinitely
because, as mentioned above, this adds more work
in the form of training and managing a larger Edito-
rial Board and makes it more complicated to maintain
the board’s consensus-based decision-making practice.
The other three options are all possibilities, and the Edi-
torial Boardmay implement one ormore of them in the
future, but none of these is an easy or obvious solution –
hiring paid staff requires a stable funding source, which
we don’t have currently, and we don’t want tomake it so
difficult to submit a paper that authors decide to send
their work elsewhere.

Seismica is part of a cohort of diamond open ac-
cess Earth science journals following in the footsteps of
Volcanica (Farquharson and Wadsworth, 2018), includ-
ing Tektonika (Fernández-Blanco et al., 2023), Sedimen-
tologika (Thomas et al., 2023), and Geomorphica (Geo-
morphica, 2023); andmore arenascent, including a geo-
chemistryDOAJ.These journals are all independent and
unique but have a common philosophy in regards to
academic publishing; similarly, they share some com-
mon operational needs and challenges that are inher-
ent to running a journal. A group interested in starting
a journal following this model could likely make use of
most of Seismica’s paper-handling workflow with very
few modifications. While our processes are designed
aroundOJS,we expect that thisworkflowcould be trans-
lated to other journal management systems. The dis-
tribution of tasks among people might vary according
to how a journal defines different editorial roles, and
the exact mechanics of article layout and publication
will depend on the publishing formats and platform be-
ing used. In general, however, our processes and tools
for getting from a manuscript to an open-access, peer-
reviewed article are portable to other organizations of
similar size and scope.
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Abstract Shear-wavevelocity anisotropy is present throughout theearth. The strengthandorientationof
anisotropy canbeobservedby shear-wave splitting (birefringence) accumulatedbetweenearthquake sources
and receivers. Seismic deployments are getting ever larger, increasing the number of earthquakes detected
and the number of source-receiver pairs. Here, we present a new Python software package, SWSPy, that fully
automates shear-wave splitting analysis, useful for large datasets. The software is written in Python, so it
can be easily integrated into existing workflows. Furthermore, seismic anisotropy studies typically make a
single-layer approximation, but in this work we describe a new method for measuring anisotropy for multi-
layeredmedia, which is also implemented. We demonstrate the performance of SWSPy for a range of geolog-
ical settings, from glaciers to Earth’s mantle. We show how the package facilitates interpretation of an exten-
sive dataset at a volcano, and how the new multi-layer method performs on synthetic and real-world data.
The automated nature of SWSPy and the discrimination of multi-layer anisotropy will improve the quantifi-
cation of seismic anisotropy, especially for tomographic applications. Themethod is also relevant for remov-
ing anisotropic effects, important for applications including full-waveform inversion andmomentmagnitude
analysis.

1 Introduction
Shear-wave velocity anisotropy is present in various
media on Earth, from the mantle to the crust and
even near-surface structures such as the cryosphere
(Crampin and Chastin, 2003; Savage, 1999; Harland
et al., 2013). This anisotropy can be measured us-
ing the phenomenon of shear-wave splitting, or seis-
mic birefringence (Crampin, 1981; Silver and Chan,
1991). As a shear-wave propagates through a trans-
versely anisotropic medium, it splits into two quasi-
shear-waves, the fast and slow shear-waves (see Fig-
ure 1). The fast shear-wave propagates parallel to the
anisotropic fast axis of the medium and the slow shear-
wave is orthogonal to that axis. This anisotropy can be
caused by multiple factors, including crystallographic-
preferred orientation and shape-preferred orientation
anisotropy (Kendall, 2000). Shear-wave splitting can be
used to measure the anisotropic orientation of the fab-
ric fast-direction, with the strength of anisotropy quan-
tified by the delay-time between the fast and slow shear-
waves.
Shear-wave velocity anisotropy has various applica-

tions related to past and present strain, deformation
and flow. In the mantle, one can infer mantle flow
in both the upper mantle (Hein et al., 2021; Fontaine
et al., 2007; Long et al., 2009; Wolfe and Solomon, 1998;
Liu et al., 2008; Hall et al., 2000; Fouch et al., 2000)
and the lower mantle (Reiss et al., 2019; Creasy et al.,

∗Corresponding author: thomas.hudson@earth.ox.ac.uk

2021; Wolf et al., 2022; Asplet et al., 2023), as well as im-
age shear and mineral transitions (Savage, 1999; Liptai
et al., 2022; Wolf et al., 2022; Wookey and Kendall, 2008;
Vinnik et al., 1998; Sicilia et al., 2008). In the crust, one
can image the orientation of fractures at volcanoes (Sav-
age et al., 2010; Johnson et al., 2011; Bacon et al., 2021;
Nowacki et al., 2018; Hudson et al., 2023) and hydro-
carbon or CO2 storage reservoirs (Verdon and Kendall,
2011; Baird et al., 2017), for example. At Earth′s sur-
face, anisotropy can be used to infer the accumulation
of strain and past deformation in ice streams (Harland
et al., 2013; Smith et al., 2017; Kufner et al., 2023; Hud-
son et al., 2021) and crevasse fracture networks (Gajek
et al., 2021). It is also useful to measure shear-wave ve-
locity anisotropy since its effects may need to be com-
pensated for. In full-waveform inversion, if anisotropy
is either not adequately modelled or removed then it
will not be possible to reconcile phase and amplitude
misfit. Similarly, shear-wave splittingmay result in spu-
rious/ambiguous S-wave phase arrival time picks, af-
fecting travel-time velocity results. The energy parti-
tioning may also affect earthquake spectra measure-
ments that are used for calculating earthquakemoment
release. Furthermore, the majority of studies to date
assume a single effective layer of anisotropy. How-
ever, for many systems there may actually be a num-
ber of layers with different anisotropic properties. A
meansofmeasuringmulti-layer anisotropy is important
to more fully describe the physical properties of such
systems or if one wishes to more comprehensively re-
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move anisotropic effects.
Various softwarepackages exist for performing shear-

wave splitting analysis. A key distinction between pack-
ages is the level of autonomy, fromconsiderablemanual
input from users through to fully automated process-
ing. MFAST (Savage et al., 2010) and SHEBA (Wueste-
feld et al., 2010) are two popular packages, both im-
plemented in FORTRAN and utilising SAC for seismic
data processing. Both typically require manual input
from the user to window the data, for example. Re-
cently, a parallelised wrapper for MFAST, implemented
in R, was released (Mroczek et al., 2020), which sup-
ports somewhat automated processing. Other packages
provide a graphical user interface (GUI), typically opti-
mised for manual analysis of teleseismic data. These
GUI-based packages include SplitLab (Wüstefeld et al.,
2008; Grund, 2017) and SplitRacer (Reiss and Rümpker,
2017; Link et al., 2022) that are implemented in MAT-
LAB, and Pytheas that is implemented in Python (Sp-
ingos et al., 2020). All the above packages perform
single-layer splitting measurements only, with the ex-
ception of SplitRacer, which can calculate multi-layer
splitting given multiple earthquake-receiver pair mea-
surements.
Here, we describe SWSPy, a new, open-source

software package for shear-wave splitting analysis,
specifically created to accurately and efficiently mea-
sure shear-wave velocity anisotropy for individual
earthquake-receiver ray-paths. The package is imple-
mented in Python, so that it is familiar to a wide com-
munity of users, can easily be implemented into ex-
isting workflows, is straight forward to install, and is
parallelised so can maximise the potential of modern
computers and High Performance Computing (HPC)
architecture. SWSPy is specifically designed to be a
fully automated method, which can process large seis-
mic datasets of thousands of events at thousands of
receivers. This is important since recent advances
in seismic instrumentation and data storage now en-
able datasets comprising orders of magnitude more
receivers to be deployed, reducing the magnitude of
completeness with a corresponding increase in num-
ber of detected earthquakes. Although the package
is implemented in Python, the most computationally
expensive component is compiled to maximise effi-
ciency. SWSPy also supports a three-dimensional split-
ting measurement (using the coordinate system of
Walsh et al., 2013) and can be applied to analyse shear-
wave splitting for multi-layer measurements along in-
dividual earthquake-receiver ray-paths in certain in-
stances. SWSPy therefore complements other existing
semi-automated, single-layer shear-wave splitting pack-
ages. In this study we describe the method and pro-
vide a set of examples evidencing the utility and perfor-
mance of the software.

2 Methods
Shear-wave splitting through an anisotropic medium
with a single dominant fabric can be described by two
parameters: the delay-time δt between the fast and
slow S-wave arrivals; and φ, the direction of polari-

Layer 1

Layer 2

Src polplane

F1plane

S1
plane

S2
plane

F2plane

Figure 1 Schematic example of shear-wave splitting
throughmultiple layers with differently oriented fabrics.
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sation of the fast S-wave in the plane transverse to
propagation (see Figure 2). Various methods exist for
measuring these quantities, including cross-correlation
(Bowman and Ando, 1987), splitting intensity (Chevrot,
2000), and the eigenvalue method (Silver and Chan,
1991). The cross-correlation method comprises find-
ing the optimal splitting parameters that maximise the
cross-correlation of the two rotated and time-shifted
ray-perpendicular (typically horizontal) components.
The splitting intensity method comprises determining
the splitting parameters from the azimuthal depen-
dence of the eigenvector of transverse components of
multiple event seismograms at a receiver. It requires
the delay-time to be less than the dominant period of
the shear-wave (Walsh et al., 2013) and adequate back-
azimuth coverage (Long and Silver, 2009). The eigen-
value method comprises rotating and time-shifting the
two ray-perpendicular components, searching for split-
tingparameters associatedwith aminimumeigenvalue-
ratio between the two components. This method is ef-
fectively equivalent to the transverse energy minimi-
sation method when the source polarisation is known
(Walsh et al., 2013). The method implemented here for
shear-wave splitting analysis is the eigenvalue method
(Silver and Chan, 1991) with the multi-window cluster-
ing of Teanby et al. (2004) and the 3D defined coordi-
nate system implementation of Walsh et al. (2013). The
eigenvalue method is chosen because it is typically sta-
ble for numerous shear-wave splitting applications and
is arguably the most widely adopted method, applica-
ble for a wide range of local to teleseismic seismic-
ity. However, due to the modular nature of the SWSPy
Python package, it is straight forward for users/devel-
opers to contribute other methods to the package in the
future. Below we describe the exact formulation of the
eigenvalue method implemented in SWSPy, first for a
single anisotropic layer, before expanding the theory
to measure shear-wave splitting for multiple layers of
anisotropy.

2.1 The eigenvaluemethod for a single layer
The eigenvalue method used to measure shear-wave
splitting in SWSPy comprises the following steps (see
Figure 3), for S-wave arrivals at each receiver, for all
earthquakes:

1. Load in the data and perform any necessary pre-
processing.

2. Rotate data into the LQT (propagation, vertical-
transverse, horizontal-transverse) coordinate sys-
tem.

3. Calculate the ratio of the first and second eigen-
values (λ1, λ2), λ2

λ1

, for all possible fast directions
and delay times for the optimal splitting parame-
ters (δt, φ).

4. Performclustering analysis tofindoptimal splitting
parameters corresponding to minimum λ2

λ1

.

5. Calculate the quality measure, QW (Wuestefeld
et al., 2010), if desired.

6. Calculate the S-wave source polarisation from the
shear-wave splitting corrected particle motions.

7. Convert splitting parameter results from LQT to
ZNE coordinate system.

2.1.1 Preprocessing

First the data is preprocessed. This involves detrend-
ing the data and performing any desired filtering to re-
move noisewhile still preserving the S-wave signal. The
data can then be upsampled or downsampled, depend-
ing upon the native sampling rate and desired com-
putational efficiency. Upsampling the data allows one
to resolve δt more precisely, but comes at a computa-
tional cost andwill still be fundamentally limited by the
sampling-rate of the native data, so should be used with
caution. Upsampling is performed using the weighted
average slopes method. Conversely, downsampling de-
creases the precision of δtmeasurements but decreases
the computational cost by reducing the grid-search over
the δt − φ space. Instrument response may also be re-
moved at this stage, which is important if S-wave energy
falls outside the constant instrument response band of
the instrument.

2.1.2 Rotation into the LQT coordinate system

The three-component (ZNE) data are then converted
into the LQT coordinate system (see Figure 2). This re-
quires knowledge of the back-azimuth and incidence
angle of the ray at the receiver. Rotating the waveforms
into the LQT coordinate system allows shear-wave split-
ting parameters to be measured in 3D and allows one
to trivially use borehole as well as surface instruments.
Walsh et al. (2013) provide a useful overview of the
various coordinate systems that we adopt in this work.
SWSPy allows the user to specify tomeasure splitting in
the ZNE coordinate system, which artificially fixes the
incidence angle at 0o from vertical. This assumption
is valid for settings where there is a steeply decreasing
velocity gradient over multiple wavelengths, typical for
the geological setting of most shear-wave splitting stud-
ies to date.

2.1.3 Finding optimal splitting parameters

Once the data are rotated, one can perform a grid-
search to find the optimal splitting parameters, δt and
φ, that linearise the data best (energy is maximised in
the polarisation (P) plane and minimised in the null (A)
plane, see Figure 2). This is the splitting method de-
scribed in Silver and Chan (1991). For each possible δt-φ
combination, Q(t) and T(t) are rotated by φ clockwise in
theQT-planebeforeQ(t) andT(t) are shifted forward and
backward in time, respectively, by δt/2. We then con-
struct a covariancematrix of the Q(t) and T(t) traces and
find the eigenvalues of this matrix. The ratio of the first
and second eigenvalues (λ2/λ1) describes the linearity
of the particle motion in the QT-plane, with smaller ra-
tios indicating greater linearity of the data. The ratio λ2

λ1

rather than λ1

λ2

is used to maximise stability of the so-
lution (Wuestefeld et al., 2010). The grid-search is the
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Figure 2 Overview of various coordinate systems. a. LQT and BPA coordinate systems in the vertical plane, with the fast (f̂ )
and slow (ŝ) directions labelled. b. LQTandBPAcoordinate systems in thehorizontal plane,with f̂ and ŝ labelled asbefore. c.
Definition of the various coordinate systems and f̂ and ŝ in the ray-transverse plane. Various angles are defined as: θinc is the
inclination angle from vertical up of the ray at the receiver; θbazi is the back-azimuth from North of the ray from the receiver
to the source; φ1,2 are the angle of the fast direction relative to North and vertical up, respectively; and φ′ is the angle of the
fast direction from q̂. The BPA coordinate system comprises the propagation (B), polarisation (P) and null (A) components.
For further details on the coordinate systems, see Walsh et al. (2013).

most computationally intensive step, with the compu-
tational cost dependent upon the resolution of both δt
and φ. To minimise the computational cost, we use the
numba compiler (Lam et al., 2015) to wrap the function
performing the grid search, allowing it to run as ma-
chine code.

2.1.4 Multi-window stability clustering analysis

The selection of the start and end of the window around
an S-wave phase can significantly affect the stability of
the result. In order to find themost stable result, we im-
plement the clustering approach of Teanby et al. (2004),
varying the time of the start and end of thewindows and
clustering the data to find the most stable result. This
involves repeating the grid-search in δt-φ space for each
window. An example of multiple windows can be seen
in Figure 5a, with the window duration, start and end
window positions, and number of window combina-
tions all possible to specify by the user (for example, see
Figure 4 and Listing 1). For fully automated shear-wave
splitting analysis, it is imperative that these parameters
are specified prior to processing, in contrast to non-
automatedmethods where the user selects these values
ad hoc for each event individually. The user controls the
window selection by specifying: the S-wave arrival-time
uncertainty/tolerance (tA, Figure 4); the earliest possi-
ble start of the beginning of the any window (tB, Figure
4); and the earliest possible start of the end of any win-
dow (tC , Figure 4). tA,B,C are all defined relative to the
shear-wave phase arrival time. Using the phase arrival
time as a reference obviouslymeans that one has to pro-
vide SWSPywith adequate approximations of the arrival
time of the shear-wave phase to be analysed. The arrival
time uncertainty, tA, is therefore a particularly impor-
tant parameter for SWSPy′s automated windowing pro-

cedure. Other methods exist for automatically defining
the windowing parameters for specific analyses, for ex-
ampleperforming spectral analysis to automatically im-
prove the prediction of teleseismic arrival times (Link
et al., 2022). Such methods are not currently imple-
mented in SWSPy, as they are targeted at improving es-
timates of phase arrival times rather than the splitting
analysis itself, which is currently beyond the scope of
the SWSPy package. However, future contributors may
decide that improving shear-phase arrival times is suffi-
ciently important to add this functionality via an SWSPy
submodule in the future.
The optimal splitting parameters, δt and φ, for each

individual window are clustered using the DBSCAN al-
gorithm (Ester et al., 1996). This is a deviation from the
method of Teanby et al. (2004), since we perform the
clustering in a newdomain that optimally dealswith the
cyclic nature of φ. The clustering domain, C, is defined
by,

C =

(

δ̃t · cos(2φ)

δ̃t · sin(2φ)

)

, (1)

where δ̃t is the normalised lag time and φ is the fast-
direction polarisation. The optimal overall splitting re-
sult for a given source-receiver pair from within all
the clusters is defined as the result with the small-
est variance within the cluster with the smallest vari-
ance, with the within-cluster variance for a given clus-
ter c, σ2

cluster,c, and the data variance, σ2

data,c, given by
(Teanby et al., 2004),

σ2

cluster,c =
1

Nc

Nc
∑

n=1

(δtn − δ̄tc)2 + (φn − φ̄c)2, (2)
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1. Load in data

(inc. any preprocessing)

2. Rotate data into LQT 

coordinate system

3. Perform grid-search to 

find splitting parameters 

that correspond to 

minimum eigenvalue-ratio

4. Repeat for many 

windows, performing 

cluster analysis to find 

overall optimal splitting 

parameters

5. Calculate uncertainty in 

parameters and any other 

quality metrics

6. Calculate shear-wave 

source polarisation

7. Convert splitting 

parameter results from LQT 

to ZNE reference frame

Figure 3 Flow diagram summarising the various shear-
wave splittingmethod steps for single-layermeasurements.

σ2

data,c =

(

Nc
∑

n=1

1

σ2

δt,n

)−1

+

(

Nc
∑

n=1

1

σ2

φ,n

)−1

, (3)

where Nc is the number of samples in cluster c, and δ̄tc,
φ̄c are themean values of δt, φ, for cluster c respectively
(see Teanby et al. (2004) for further details).

ta

t1s t1e

tA

t2s t2e

tB tC

Figure 4 Definition of automated windowing parame-
ters. ta is the shear-wave arrival time, t1s and t1e are the
start and end times of the set of pre-arrival windows, and
t2s and t2e are the start and end times of the set post-
arrival of windows. tA−C are the user-defined parame-
ters used by SWSPy to specify the range of windows used
in the multi-window stability analysis. They are defined
by the following variables in SWSPy: tA = win_S_pick_tol-
erance; tB = overall_win_start_pre_fast_S_pick; tC = over-
all_win_start_post_fast_S_pick.

2.1.5 Automation for many earthquakes
(sources) at many receivers

The clustering method of Teanby et al. (2004) results in
stable shear-wave splitting results for a given source-
receiver pair, using the eigenvalue method of Silver
and Chan (1991). The quality of individual measure-
ments can be generally categorised as: good measure-
ments; poor measurements; and good null measure-
ments (where one can be confident that no splitting is
observed). However, typically seismicity studies com-
prise of tens to hundreds of receivers and catalogues of
thousands to hundreds of thousands of earthquakes. A
means of automatically quantifying the quality of shear-
wave splitting results is therefore desirable. SWSPy con-
tains a class to automatically calculate splitting mea-
surements over entire earthquake catalogues. Three
metrics for quantifying the quality of a splitting mea-
surement are: (1) the uncertainty in δt and φ (αδt

and αφ respectively); (2) the linearity of the result, λ2

λ1

,
with smaller λ2

λ1

values corresponding to a better result;
and (3) the Wuestefeld quality factor, QW , which is a
measure of the level of agreement between a splitting
measurement obtained using the eigenvalue method
and the cross-correlation method (Wuestefeld et al.,
2010). The cross-correlation method involves cross-
correlating the rotated and time-shifted Q and T traces,
searching for a maximum similarity between the two
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waveforms (Wuestefeld et al., 2010). QW is given by,

QW =

{

−(1 − dnull) for dnull < dgood

(1 − dgood) for dnull ≥ dgood

(4)

where dnull and dgood are given by,

dnull =
√

2
√

∆2 + (Ω − 1)2, (5)

dgood =
√

2
√

(∆ − 1)2 + Ω2, (6)

where ∆ = δtXC/δtEV and Ω = (φEV − φXC)/(π/4).
A good measurement with perfect agreement between
the eigenvalue and cross-correlation methods should
have δtEV = δtXC and φEV = φXC (∆ = 1, Ω = 0), giv-
ing QW = 1, whereas a good null measurement would
have ∆ = 0, Ω = 1, giving QW = −1. QW will be
near-zero for a poormeasurement (seeWuestefeld et al.
(2010) for more details). Together, these metrics can be
used to identify reliable good and good-null shear-wave
splitting measurements in a fully automated way. An
example of this is shown in Section 3.3.

2.1.6 S-wave source polarisation

Once an optimal shear-wave splitting result has been
obtained, one can remove the effect of shear-wave split-
ting to retrieve the original S-wave radiated from the
earthquake source. The initial S-wave source polar-
isation can be obtained from the eigenvalues of the
anisotropy-removed S-wave particle motions in the QT-
plane. The S-wave source polarisation is a useful, yet
underused, parameter for seismic analysis since for a
double-couple earthquake source, it is the direction of
fault slip. We provide an example of how diagnostic
source polarisation can be in Section 3.3.

2.1.7 Rotation from the LQT to ZNE coordinate
system

Finally, all the results, including the optimal fast di-
rection (φ), the various quality metrics, and the S-wave
source polarisation are converted from the LQT coordi-
nate system to the ZNE coordinate system (see Figure
2 for definitions of all the relevant angles). The results
therefore represent a full 3D result.

2.2 Expanding themethod tomulti-layerme-
dia

The above method has so far only considered the pres-
ence of a single anisotropic layer. However, in real-
ity many situations likely exhibit multiple anisotropic
layers, potentially with different fast-directions and
strengths of anisotropy. Examples might include SKS
phases travelling through a mantle layer and a crustal
layer (Barruol and Mainprice, 1993), or S-waves origi-
nating at the base of an ice stream travelling through
a flow-dominated anisotropic layer near the bed and
a vertical compressional layer at shallower depths
(Kufner et al., 2023). Approximating such systems us-
ing a single layer shear-wave splitting method will only
allow one to measure the apparent splitting (Silver and

Savage, 1994). Obviously this measurement limits the
detail to which one can resolve the medium, but it will
also result in corrected S-wave arrivals that are not op-
timally linearised. A multi-layer shear-wave splitting
method is thus required to fully describe such systems,
providing additional information on the media and op-
timally linearising the data.
Here, we will refer to measuring shear-wave splitting

for two-layers and n-layers somewhat interchangeably.
Everything we describe here for a two-layer problem is
theoretically possible for n > 2 layers, but in practice
it is rare that real-world observations would allow for
accurate inversion of more than two layers.
Others have developed formulations for solving the

multi-layer problem by inverting for two layers simul-
taneously (Silver and Savage, 1994; Özalaybey and Sav-
age, 1994; Wolfe and Silver, 1998; Reiss and Rümpker,
2017). These methods calculate apparent splitting pa-
rameters for a single-layer, usingmultiple sources arriv-
ing at the same receiver combined with theoretical re-
lationships between the apparent splitting parameters
and individual layer splitting parameters to invert for
the best fitting multi-layer properties (Özalaybey and
Savage, 1994). Simply, this can be thought of something
akin to a 1D tomography problem. Although evidence
of the performance of these methods is limited by the
availability of sufficient quality observations, the meth-
odshold theoretically. However, inverting for two layers
simultaneously doubles the number of degrees of free-
dom, which in turn requires multiple source-receiver
measurements. Another method, effectively a form of
anisotropy tomography, involves splitting the medium
a number of box-shaped domains (typically horizon-
tal layers), each with a full anisotropic elastic tensor,
and solving the Christoffel equation to find the theo-
retical splitting parameters (Wookey, 2012; Hammond
et al., 2014). These modelled splitting parameters can
then be used in combination with observations to form
an inversion to find the optimal splitting parameters
for each layer. This method is likely more stable than
the aforementioned simultaneousmethod, but requires
one to explicitly specify the thickness of anisotropic lay-
ers (Wookey, 2012; Hammond et al., 2014; Kufner et al.,
2023).
The new method we present here, which is incor-

porated into SWSPy, originates from the philosophy of
measuringmulti-layer anisotropy for individual source-
receiver pairs, or ray-paths, independently. We choose
this philosophy since it can theoretically improve in-
dividual splitting measurements that observe multiple
anisotropic layers and also because the measurements
can then be directly used for anisotropy tomography in-
versions in a similar framework to that of travel-time ve-
locity tomography inversions. Our method differs from
the aforementionedmethods in thatwemeasure and re-
move themultiple anisotropic layers individually, iterat-
ing from the shallowest (or final) layer consecutively to
the deepest (or first) layer. Thismethod is limited by the
criteria that have to be fulfilled in order to enable mea-
surement of multi-layer splitting compared to the si-
multaneousmethod of Özalaybey and Savage (1994) and
Wolfe and Silver (1998), but allows for constraint of the
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result even for single measurements because it doesn’t
increase the number of degrees of freedom when find-
ing the optimal splitting parameters for each layer. Be-
low we describe this new layer-by-layer method for two
layers, the assumptions required, and an extended out-
line for n-layers.

2.2.1 Required assumptions

The layer-by-layer method requires a number of as-
sumptions:

1. n layers split the S-wave n times (Yardley and
Crampin, 1991; Silver and Savage, 1994).

2. Each layer has a single effective anisotropy. In
other words, thismethodwill only resolve the over-
all effect of all anisotropic contributions within a
given layer, in the same way as the single-layer
method.

3. The delay-time of the deepest layer (layer-1), δt1,
must be greater than the longest dominant period
component of the S-wave (see Rümpker and Silver
(1998b), Figure 1, for a clear example of frequency
vs. delay-time effects).

4. The signal dominating an initial apparent single-
layer measurement is that of the first layer of split-
ting. This constraint is likely valid for the major-
ity of scenarios because the first-layer only parti-
tions the energy between twophases (fast and slow,
layer-1).

5. The anisotropy of each layer has the same
frequency-dependent behaviour (i.e. S-waves
are not differentially dispersed by the various
layers).

6. The fast directions of each layer (φ1, φ2, ..., φn) are
not parallel or orthogonal to one another in the QT-
plane. If they are orthogonal then it will not be pos-
sible to differentiate between phases from the two
layers as the fast and slow waves will not undergo
further splitting, giving a null result for one of the
layers (a null result is defined as where anisotropy
is indistinguishable).

Although these criteria might appear stringent, it is
likely that a number of physical scenarios meet these
conditions.

2.2.2 Themethod for two-layers

Themulti-layer splitting method measures the splitting
parameters for each individual layer (φi, δti), as well
as the apparent splitting parameters using the single-
layer method (φapp, δtapp) so that the significance of the
multi-layer result beyond the single-layer result can be
quantified. These parameters are measured as follows:

1. The apparent splitting parameters are measured
using the single-layer method for a window,
wininit, containing all the S-wave energy (see Sec-
tion 2.1).

2. The initial window is partitioned into twowindows,
one from twininit,start to twininit,start+δtapp, and an-
other from twininit,start + δtapp to twininit,end, con-
trolled by the apparent delay-time, δtapp.

3. The splitting parameters are measured for each of
the these windows, using the eigenvalue method
(see Section 2.1), with the most linearised result
(smallest λ2/λ1) defined as the optimal splitting pa-
rameters for the shallowest layer (layer 2 for a two-
layer problem).

4. The entire S-wave arrival over wininit is then cor-
rected to remove the splitting for layer 2.

5. The splitting parameters are thenmeasured for this
corrected data over wininit. The optimal splitting
parametersmeasuredhere correspond to the deep-
est layer (layer 1).

6. One can then confirm whether the two-layer so-
lution provides a more accurate description of
the medium than the single-layer, apparent solu-
tion. Here, we define this as a solution where
the multi-layer result is: (1) more linear (i.e.
(λ2/λ1)multi−layer < (λ2/λ1)single−layer); and (2)
the fast directions of the two layers have differ-
ent orientations, after accounting for uncertainty.
Here, we define (λ2/λ1)multi−layer in a similar way
to Wolfe and Silver (1998), except summing over
λ2/λ1 rather than λ2,

(λ2/λ1)multi−layer =

n
∑

n=1

(

λ2

λ1

)

n

, (7)

where n denotes the nth layer.

2.2.3 Extension to n-layers

Section 2.2.2 describes the multi-layer method specif-
ically for two layers, for clarity. However, extension of
themethod for n-layers is theoretically trivial. Steps 2 to
4 in Section 2.2.2 can be repeated for cascading smaller
windows, using δt2,app, δt3,app, ..., δtn,app to partition the
windows in each case. However, practically there is
a limit to how many layers can be measured indepen-
dently. Various S-wave phase arrivals are more likely
to be indiscernible from one another as the number of
layers to solve for becomes greater, since each layer is
thinner, which inevitably leads to smaller delay times.
Window lengths will also become smaller, leading to
less stable solutions. Furthermore, energy partitioning
associated with splitting due to each layer will reduce
the S-wave amplitudes by 1/2n for n-layers, reducing the
SNR of each individual S-wave phase arrival. Therefore,
although we include the extension to n-layers for com-
pleteness, we only provide examples solving for up to
two layers.

2.3 Example of SWSPy usage
SWSPy supports automated measurement of shear-
wave splitting for simple single source-receiver pairs to
many receivers and many sources. Here, we provide a
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simple example of how to measure shear-wave splitting
for a single source at multiple receivers and an exam-
ple of how one can perform forward modelling to gen-
erate synthetic signals exhibiting shear-wave splitting.
A comprehensive set of examples for every result pre-
sented in thiswork are providedwithin the SWSPypack-
age.

2.3.1 Measuring shear-wave splitting for an
earthquake

SWSPy is implemented using a Python class-based
structure (see Listing 1), heavily utilising obspy for
seismic data input and output (Krischer et al., 2015).
One creates a splittingObject , by passing an obspy
data stream, st , containing seismic traces for all re-
ceivers and all components over the earthquake ar-
rival time period. Various parameters defining the
windows and parameter search space can then be
specified as splittingObject.parameter , before per-
forming the shear-wave splitting analysis. The shear-
wave splitting analysis in Listing 1 is performed us-
ing the function perform_sws_analysis , which per-
forms shear-wave splitting for a single layer. To in-
stead use the multi-layer (layer-by-layer) method, one
can simply replace this function with the function
perform_sws_analysis_multi_layer .

Listing 1 Example use of splittingObject to perform
shear-wave splitting analysis
import swspy, obspy

# Create splitting object:
st = obspy.read(<path_to_data>)
splittingObject = swspy.splitting.

create_splitting_object(st)

# Specify some key parameters...
splittingObject.win_S_pick_tolerance = 0.1
splittingObject.

overall_win_start_pre_fast_S_pick = 0.3
splittingObject.

overall_win_start_post_fast_S_pick = 0.2
splittingObject.max_t_shift_s = 1.0

# Perform splitting analysis:
splittingObject.perform_sws_analysis(

coord_system=‘‘ZNE’’, sws_method=‘‘EV’’)

# Plot and save result:
# (saves splittingObject.sws_result_df to csv

file)
splittingObject.plot()
splittingObject.save_result()

2.3.2 Forwardmodelling

SWSPy also supports forwardmodelling, for generating
synthetic seismogramspassing throughanisotropicme-
dia. An example of creating a synthetic seismogram for
an S-wave with a dominant frequency of 10 Hz travel-
ling through a layer that has a fast direction of 60

o and
δt = 0.5 s is shown in Listing 2. Such forward modelling
is included for verifying SWSPy performance and solv-
ing inversion problems, for example.

Listing 2 Example use of generating a synthetic seismo-
gram st
import swspy

# Create source-time function:
seismogram_dur_s = 10.0
sampling_rate_hz = 1000.0
st = swspy.splitting.forward_model.

create_src_time_func(seismogram_dur_s,
sampling_rate_hz)

# Specify layer anisotropy parameters:
phi_from_N = 60
dt = 0.5
back_azi = 0
event_inclin_angle_at_station = 0

# Apply splitting:
st = swspy.splitting.forward_model.

add_splitting(st, phi_from_N, dt,
back_azi, event_inclin_angle_at_station)

3 Examples

3.1 Simple icequake example

Here, we use a real-world earthquake at a glacier as
an example of S-wave splitting analysis performed us-
ing SWSPy, specifically focusing on the key attributes
that indicate a reliable measurement. Figure 5 shows
a basal stick-slip icequake S-wave arrival at a single
receiver from Rutford Ice Stream, Antarctica (Hudson
et al., 2020a; Smith et al., 2015). Glacier ice can ex-
hibit a strongly anisotropic fabric, which combined
with low noise levels in Antarctica provides an ideal
real-world example of S-wave splitting (Smith et al.,
2017; Harland et al., 2013; Kufner et al., 2023). Basal
stick-slip icequakes also provide an ideal example be-
cause their S-wave source polarisations are typically
well-constrained, aligned approximately in the direc-
tion of ice flow (160

o from North, Smith et al., 2015),
in this case confirmed by full-waveform source mech-
anism inversion (Hudson et al., 2020a).
There are a number of key attributes that represent

a well-constrained splitting result. Useful attributes for
quantifying the quality of a splitting result are:

1. Checking the raw vs. splitting-removed wave-
forms in the ZNE coordinate system (see Figure
5a). Firstly, the majority of the S-wave arrival wave
packet should lie between the last of the possible
window starts and the first of the possible window
ends (grey vertical lines, Figure 5a). Secondly, the
wave packet of the splitting-removed wave packet
should have a shorter duration than the raw data.

2. Maximising and minimising energy on splitting-
removed P and A components, respectively (red
data, Figure 5b). The amplitude ratio of the P
to A components represents the linearity of the
splitting-removed particle motions, which is quan-
tified by the ratio of eigenvalues (λ2/λ1), with
smaller λ2/λ1 values representing a more lin-
earised result. For the icequake, λ2/λ1 = 0.033, with
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the majority of energy contained in the P compo-
nent, with only a small packet of energy arriving
on the A component.

3. Fast and slow S-wave phases should arrive at differ-
ent times prior to splitting removal and aligned in
time post the removal of splitting (see right panel
of Figure 5c).

4. Approximately linear particle motion in the North-
East plane (see Figure 5d). For the icequake in
Figure 5, the particle motion is approximately lin-
earised, except for a small perturbation approxi-
mately perpendicular to the dominant strike, with
a source polarisation of ∼ 165

o
± 6

o from North,
which is in agreement with the ice flow direction
and source mechanism inversion (Hudson et al.,
2020a).

5. Checking the stability of the clustering analysis (see
Figure 5e). At least some of the cluster samples
should have small uncertainties, resulting in a sta-
ble φ and δt solution. If window samples all ex-
hibit significant variation or a clear non-uniform
behaviour then the result may be susceptible to ef-
fects such as cycle skipping (see Teanby et al. (2004)
for further details).

6. A distinct minimum in the eigenvalue ratio within
φ− δt space (see Figure 5f). The icequake exhibits a
distinct, single global minimum, with the optimal
solution indicated by the green point and associ-
ated error bars. Note that φ is φ from Q (φ′, Fig-
ure 2). The φ − δt space plot is useful for interro-
gating whether cycle skipping occurs. If cycle skip-
ping were dominating the result, then there might
be multiple minima, with associated φ values sep-
arated by 90

o and multiple possible δt values, cor-
responding to the phase-lag of the cycle skipping.
The icequake result shown here is a relatively sim-
ple arrival, not exhibiting any significant cycle skip-
ping.

7. Measurement quality parameters λ2/λ1 and QW .
SWSPy outputs multiple parameters that indicate
the quality of a S-wave splitting result. The linear-
ity of the result is quantified by the eigenvalue ra-
tio λ2/λ1, as discussed above. SWSPy can also cal-
culate the so-called Wuestefeld quality factor, QW

(Wuestefeld et al., 2010), where QW = 1 is a good
result, QW = 0 is a poor result, and QW = −1 is a
good null result. QW for the icequake in Figure 5 is
0.969, which confirms that the result is consistent
using both eigenvalue and cross-correlation meth-
ods. However, these measurement quality param-
eters inevitably are important for automated filter-
ing of many results, for which it is otherwise im-
practical to check every individual result. For au-
tomated analysis, we recommend using quality pa-
rameters in combination with uncertainty in φ and
δt to filter out spurious results (see Section 3.3 for
an example).

3.2 Teleseismic shear-wave splitting
Here, we demonstrate the performance of SWSPy for
teleseismic shear-wave splitting. Teleseismic shear-
wave splitting of SKS, PKS, and SKKS phases is a com-
mon technique used to constrain upper mantle defor-
mation patterns (e.g. Silver and Chan, 1991; Kendall
et al., 2005; Becker and Lebedev, 2021). These core-
refracted phases enable reliable shear-wave splitting
measurements of the mantle, due to their near-vertical
incidence and radial polarisation caused by a P-to-S
conversion when exiting the core (Hall et al., 2004).
Figure 6 shows data from the Mw7.1 5th February 2005

Celebus Sea earthquake, recorded at the station NEE in
California, US. Previous shear-wave splitting analysis,
using the shear-wave splitting code SHEBA (Wuestefeld
et al., 2010), identified discrepant SKS-SKKS shear-wave
splittingwhere SKSwas a null result (i.e., no shear-wave
splitting) and SKKS exhibited clear shear-wave splitting,
with φ = 74

o
± 5

o, δt = 1.05 ± 0.07s, which is interpreted
as a single layer of seismic anisotropy in the lowermost
mantle (Asplet et al., 2020). Unlike the ice example, for
teleseismic shear-waves δt << T , the dominant period
of the signal, so the fast and slow S-wave arrivals will
not be isolated in time nor give the characteristic ellip-
tical particle motion (see Figure 6d). Using SWSPy, we
remeasure the shear-wave splitting of the SKKS phase
and obtain φ = 74.2o

±14.0o, δt = 1.05±0.175s (see Figure
6). These shear-wave splitting parameters agree, within
measurement uncertainty, with the SHEBA results (see
Table 1). We are also able to retrieve a source polari-
sation of 115

o
± 7

o, which is consistent with the mea-
surement from SHEBA of 115° and the observed back-
azimuth of 294

o, following the assumption that SKS is
radially polarised. When we correct for the measured
shear-wave splitting (see Figure 6d)we can see the parti-
cle motion has been well linearised, with λ2/λ1 = 0.018.
This example only demonstrates a simple teleseis-

mic use case. In reality, modern teleseismic shear-wave
splitting studies, particularly those focusing on the low-
ermost mantle, are more involved. Preprocessing of
shear-wave splitting datasets, such as stacking (Deng
et al., 2017) and beamforming (Wolf et al., 2023), al-
low for clearer identification of SKS, SKKS and S3KS
phases, especially in noisy datasets. To process large
datasets automated approaches for classifying null and
split shear-wave splitting using QW and λ2/λ1 have been
developed (Walpole et al., 2014). Advances inmodelling
plausible anisotropic fabrics from shear-wave splitting
measurements (Creasy et al., 2021; Asplet et al., 2023)
allow for more quantitative interpretation of observa-
tions. The design of SWSPy allows it to be easily inte-
grated into these developing analysis workflows.

3.3 Application of automated S-wave split-
ting analysis to many earthquakes at a
volcano

The previous examples focus on single observations.
However, recent advances in the sensitivity and den-
sity of instrumentation, combined with computational
developments, have resulted in earthquake catalogues
containing thousands to millions of events. This
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Figure 5 Example of a full output result from SWSPy for an icequake at Rutford Ice Stream, Antarctica, from Hudson et al.
(2020a). a. Vertical, North and East component seismograms for the S-wave arrival. Black waveforms are the uncorrected
data and red are post splitting correction. b. P and A component waveforms pre and post splitting. P and A components
correspond to the polarisation and null vectors, respectively (see Figure 2). c. Fast (solid) and slow (dashed) S-wave arrivals
before (left panel) and after (right panel) the delay time shift. d. Particle motions in the North-East plane before (left panel)
and after (right panel) the splitting correction. e. Uncertainty in φ and δt for all the clustering samples. f. φ − δt space for
the optimal cluster result, coloured by eigenvalue ratio. The darker the colour, the smaller the eigenvalue ratio. The optimal
splitting result occurs at the global minimum in the φ − δt space, with the optimal solution and its associated uncertainty
indicated by the green point and error bars.

presents an opportunity for higher resolution S-wave
velocity anisotropy studies. To process such datasets,
automation is required. Here, we verify the perfor-
mance of fully automated S-wave splitting measure-
ments using SWSPy, before showing how this auto-
mated S-wave splitting analysis can provide an en-
hanced picture of the presence of fluids at a volcano.
Results for 1356 earthquakes at Uturuncu volcano,

Bolivia, are shown in Figure 7 (Hudson et al., 2023). This
earthquake catalogue is derived from a fully automated
detection algorithm (Hudson et al., 2022). Figure 7a
shows theunfiltereddistributionof fast S-wavepolarisa-
tions for all source-receiver pairs in the entireUturuncu
dataset compared to a filtered subset of the data. The
filtered subset that are defined aswell-constrainedmea-
surements are S-wave splitting results with QW > 0.5, a
fast S-wave polarisation direction uncertainty, αφ < 10

o,

and a delay-time uncertainty, αδt < 0.1 s. The filtered
subset of fast directions exhibits one dominant direc-
tion of anisotropy striking SE-NW. The anisotropy caus-
ing these results could be a combination of the crystal-
lographic orientation of the medium and/or fractures.
Here, we assume that for a volcano that is actively de-
forming (Pritchard et al., 2018), the anisotropy is likely
dominated by fracturing (a full discussion of the possi-
ble mechanisms of anisotropy and justification of this
assumption can be found in Hudson et al. (2023)). To
verify whether the measured fast directions shown in
Figure 7a are truly representing a fractured fabric, we
compare the results to independently measured fault
strike data, derived from the spatial distribution of mi-
croseismicity (see Hudson et al. (2022) for details). The
fault strike data shows two orthogonal sets of fractures
(Figure 7b). The fast directions from the shear-wave
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e

Figure 6 Example of SKKS phase arriving at station NEE from Asplet et al. (2020). a. Vertical, North and East component
seismograms for the S-wave arrival. b. P andA componentwaveformspre andpost splitting. c. Fast and slowS-wave arrivals
before and after the delay time shift. d. Particle motions in the North-East plane before and after the splitting correction. e.
φ − δt space for the optimal cluster result. See Figure 5 caption for further labelling details.

splitting align parallel to one set of fault strikes. Atten-
uation tomography at Uturuncu volcano (Hudson et al.,
2023) indicates that fluids are likely present dominantly
in faultswith this orientation, controlled by the regional
stress field of the deforming volcano, which is depicted
in Figure 7c. The S-wave anisotropy results are there-
fore consistent with the interpretation from indepen-
dent observations, verifying the performance of the au-
tomated S-wave splitting approach.

The aforementioned filter criteria are necessarily
strict, in order to yield sufficiently high quality mea-
surements to interpret. Such strict criteria have lim-
ited analysis of automated S-wave splitting measure-
ments in the past because too many events are dis-
carded (Crampin and Gao, 2006). However, recent de-
velopments in the number of earthquakes that can be
automatically detectedmeans that, in this example, one

still has thousands of observations that meet these cri-
teria. This is likely also the case for other datasets. Fully
automated shear-wave splitting methods are the only
practical means of processing such large datasets.

Shear-wave splitting analysis also yields S-wave
source polarisations, which for double-couple faults
is oriented in the direction of fault slip. This is clearly
illustrated by comparing the fault strikes to SWSPy de-
rived S-wave source polarisations, which approximately
agree for both sets of orthogonal fault strikes. The S-
wave source polarisations contain a greater spread,
either caused by uncertainty in the measurements or
by some of the earthquakes exhibiting a volumetric
focal mechanism component. However, S-wave source
polarisation data are seldom used in anisotropy or
crustal-stress studies. We emphasise these observa-
tions in order to encourage others to consider using
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these data to provide additional information on fracture
processes and the stress-state of a medium.

3.4 Multi-layer examples
3.4.1 Forwardmodel example

Wefirst demonstrate the performance of the newmulti-
layer splitting method on modelled data, before apply-
ing it to a real-world example. Figure 8 shows results for
a two-layer forward model. Shear-wave splitting is ap-
plied twice to a Ricker wavelet with a centre frequency
of 10 Hz and a source polarisation of 0

o N to simulate a
wavepropagating through a two layermedium (φlayer1 =

60
o and φlayer2 = 40

o, δtlayer1 = 0.5 s and δtlayer2 = 0.2

s). Figure 8 show results for an apparent measurement
(assuming a single-layer) and our new explicit layer-by-
layer approach.
The apparent shear-wave splitting measurement

shown in Figure 8a-d obviously does not find the true
result. However, the φ − δt space (see Figure 8d) shows
that the apparent measurement is sensitive to both lay-
ers, with clearly distinctminima at δt = 0.2 s and δt = 0.5

s. The first layer exhibits the stronger splitting signal,
as expected theoretically, and so is the result that domi-
nates the solution. The sensitivity of this measurement
to both layers theoretically makes sense because rotat-
ing the original traces into either of the individual layer
planes will typically result in more linearised data, but
onlyminimised for one layer. This exemplifies the find-
ings of Silver and Savage (1994), who describe how ap-
parent single-layer splitting measurements can be used
to decipher certain aspects of multi-layered anisotropic
media. Incidentally, the φ−δt space also shows a strong
cycle-skipping signal, caused by the symmetry of the
modelled source-time function and the multiple time-
shifts resulting from the two layers. It is this cycle-
skipping that would make picking the distinct minima
for each layer in φ − δt challenging. If this problem
could be overcome, then it may be possible in certain
instances to isolate relative splitting properties for each
layer. Overall, the corrected waveforms are only lin-
earised for layer-2 (see Figure 8c), and the fast-direction
and source polarisation are not correct, due to the re-
maining effect of the layer-1 splitting.
Results for the new layer-by-layer splitting measure-

ment method presented in this work are more promis-
ing (see Figure 8i-l). The anisotropy exhibited by the two
layers is well resolved by the method, with all results
close to the true values and the majority in agreement,
within uncertainty. The corrected waveforms further
emphasise the performance of our new layer-by-layer
method (see Figure 8g compared to Figure 8c). Overall,
these results provide us with confidence that our new
multi-layer method can resolve multi-layer anisotropy.

3.4.2 Icequake example

There are few real-world examples of successful multi-
layer S-wave velocity anisotropy measurements (Silver
and Savage, 1994; Rümpker and Silver, 1998a; Levin
et al., 1999), likely primarily due to challenges asso-
ciated with making such measurements rather than

a lack of real-world multi-layered anisotropic media.
However, glacier ice can provide a real-world example
of multi-layer anisotropy. Typically, previous glacier
anisotropy studies assume a single dominant ice fabric
caused by crystals in the ice fabric being preferentially
aligned by ice flow (Smith et al., 2017; Harland et al.,
2013). However, recent observations suggest that Rut-
ford Ice Stream insteadhasmultiple distinguishable lay-
ers of anisotropy (Jordan et al., 2022; Kufner et al., 2023).
Indications of this canbe seen inFigure 5d,where apro-
portion of the particle motion in the North-East plane
is not fully linearised. We therefore use this icequake
to demonstrate performance of themulti-layer splitting
method applied to real data.
Figure 9 shows the horizontal particle motion for a

two-layer S-wave splitting result compared to the single-
layer result from Figure 5. The eigenvalue ratio, λ2/λ1,
indicates that the two-layer result is approximately
twice as well linearised compared to the single-layer
result. This demonstrates that a two-layer medium
describes the observations better than a single-layer
medium. The more linear result also allows for greater
constraint of the S-wave source polarisation. The two-
layer solution includes the delay-time and fast-direction
of both layers. The delay-times of the two layers sum to
the delay time measured for a single layer, as expected.
The two fast directions are distinct from one another,
after accounting for uncertainty. This provides us with
confidence that the result represents a physical two-
layer system, rather than a better fit simply being due to
an additional two degrees of freedom of the multi-layer
solution. However, the additional degrees of freedomof
multi-layer splitting analysis should be treatedwith cau-
tion due to the potential for over-fitting. We suggest that
one should reject a higher-order layer solution com-
pared to a lower-order layer solution if consecutive lay-
ers have fast directions that are the same within uncer-
tainty. This is alsowhywe favourmeasuring anisotropic
layer properties consecutively rather than all together
in a direct inversion, as our consecutive-layer method
only has the same number of degrees of freedom per
layer measurement as the single-layer method.
The icequake result shown in Figure 9 demonstrates

that the method shows promise for interrogatingmulti-
ple layers of anisotropy that are likely present in numer-
ous real-world scenarios.

3.4.3 Challenges and limitations of multi-layer
shear-wave splitting

Although the multi-layer method described above per-
forms well for the synthetic example and the real-world
icequake example, the required assumptionsmean that
it is limited or not applicable for situations that do not
exhibit such strong anisotropy relative to signal fre-
quency. Wewish to highlight here that it is likely not ap-
plicable for themajority of teleseismic shear-wave split-
ting analyses, or any other situationwhere δt is less than
the dominant period of the S-wave and δt of any crustal
layer could conceivably be greater than the magnitude
of splitting in the mantle.
The challenges faced by the multi-layer method pre-
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Figure 7 Summary of S-wave splitting analysis for 1356 earthquakes from Uturuncu volcano, Bolivia (Hudson et al., 2023).
a. Rose histogramof automaticallymeasured S-wave fast directions, before and after filtering (filters applied are: QW > 0.5;
αφ < 10o; αδt < 0.1 s). b. Rose histogram of filtered S-wave fast directions, S-wave source polarisations and fault strikes .
Fault strikes are derived fromprincipal component analysis of spatial distribution of clusteredmicroseismicity (Hudson et al.,
2022). c. Summary of the interpretations of anisotropy combined with source polarisation information.
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Figure 8 Synthetic, forward model example of multi-layer S-wave splitting analysis, for a medium with two layers of
anisotropy (φlayer1 = 60o, φlayer2 = 40o, δtlayer1 = 0.5s, δtlayer2 = 0.2s) and an S-wave with an initial source polarisa-
tion of 0o from North. a-d. Results for an apparent, effective single-layer measurement (see Figure 5 for more details on
labelling of subplots). e-h. Results for an explicit, layer-by-layer two-layer inversion. Blue data in g. are the particle motions
after the intermediate correction for layer-2 only.

sented in this study for teleseismic shear-wave split-
ting are not unique to this method. Figure 10 exem-
plifies this issue. Shear-wave splitting analysis is ap-
plied to a synthetic seismogram with similar charac-
teristics to an SKS phase arrival that observes a deeper

layer with δt1 = 1.25 s, φ1 = 60
o and a shallower

layer with δt2 = 0.5 s, φ1 = 25
o. Fast/slow waveforms

and particle motions in the horizontal plane are shown
for a single-layer effective measurement (Figure 10b)
and a two-layer measurement (Figure 10c). The two-
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Figure 9 Example of single-layer vs. multi-layer S-wave splitting analysis horizontal particle motions for the icequake in
Figure 5. a. Single-layer measurement particle motion results before (left) and after (right) the splitting correction. b. Multi-
layer measurement particle motion results before (left) and after (right) the splitting correction (blue data are initial layer-2
only correction). Text in a. and b. shows key results from the respective S-wave splitting analyses.

layermeasurement ismade using a single-raymeasure-
ment adaptation of Özalaybey and Savage (1994), per-
forming a grid-search over layer-1 and layer-2 param-
eters to find the values that best agree with the appar-
ent measurements of Figure 10b (see Eq. 1 to 3, Öza-
laybey and Savage (1994)). Both the effective single-
layer measurement of apparent splitting and the multi-
layer measurement yield significantly more linearised
corrected S-wave arrivals than the original uncorrected
waveforms. However, obviously the single-layer mea-
surement does not resolve the anisotropy correctly. The
multi-layer measurement does resolve layer-1 with al-
beit large uncertainties. However, the direction of the
layer-2 anisotropy (φ2) is not resolved, disagreeing with
the synthetic layer value by exactly 90

o. This is caused
by a periodicity in the relationship between apparent
splitting parameters (αa = 2φa, θa = πfδta, where f

is the dominant frequency of the phase arrival). The
origin of this behaviour is described in detail in Silver
and Savage (1994), with a schematic explanation found
in Figure 10c. This periodicity in the relationship be-
tween apparent and individual layer parameters results
in a non-unique solution for the fast-direction of a given
layer (φi) regardless of orientation and further ambigu-
ity introduced for δt > 1/2f (see Figure 10c). Özalaybey
and Savage (1994) address such non-unique solutions
by combining measurements of multiple SKS phases
arriving at many azimuths. Similar approaches have
since been implemented by others (Reiss and Rümpker,
2017). We have deliberately not implemented such an
algorithm, since the focus of SWSPy here is to be uni-
versally applicable to single source-receiver pair mea-

surements rather than specific implementations of 1D
or higher-order tomographic methods. Nonetheless,
SWSPy could readily comprise part of such a workflow,
used to measure apparent splitting parameters before a
multi-event inversion.

3.5 Comparison of SWSPy to other shear-
wave splitting software packages

For completeness, we compare the results of SWSPy
for the two main end-member events in this study, the
icequake in Figure 5 and the SKKS arrival in Figure 6.
Results of this comparison of SWSPy to MFAST (Sav-
age et al., 2010) and SHEBA (Wuestefeld et al., 2010)
are found in Table 1. We do not include results from
two other packages, SplitRacer (Reiss and Rümpker,
2017) and Pytheas (Spingos et al., 2020), as these are
graphical user interfaces that differ in applicability con-
siderably from our implementation. All the splitting
measurements are run using as similar parameters as
possible, including the filter properties, duration of
data and number of windows used for clustering. The
three packages find identical fast-directions (φ) and
delay-times (δt), within uncertainty. The uncertainty in
SWSPy is larger as a result of our definition of uncer-
tainty, which is deliberately a more conservative esti-
mate than the other packages. This is particularly evi-
dent for the SKKS example in Table 1. Uncertainties are
still only a small fraction of the result for both example
events. Where the packages differ is in the source po-
larisations, where SWSPy and SHEBA agree within un-
certainty, while MFAST exhibits significant differences.
Given the near-identical performance of SWSPy com-
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Figure 10 Example of challenges associated with tele-
seismic multi-layer shear-wave splitting measurements. a.
Synthetic teleseismic signal with two layers of splitting ap-
plied. b. Effective single-layer shear-wave splitting mea-
surement. c. A multi-layer measurement using a single-ray
measurement adaptation of the method of Özalaybey and
Savage (1994). Schematic plots of tan(αa) and tan(θa) in c.
show how 90o periodicity can lead to non-unique fast direc-
tion solutions, as is the case in c.

pared to SHEBA and the consistency of source polari-
sation measurements with the physical settings, we are
confident that SWSPy’s source polarisation estimates
are realistic.

Wedonot benchmark compute times for SWSPy com-
pared to these other methods since SWSPy is paral-
lelised while SHEBA and MFAST are not. Given the ca-
pability ofmodern computers, it is likely thatmost users

would capitalise on the parallelised nature of SWSPy.
This would quickly offset any inefficiency of SWSPy
compared to other packages.

4 Discussion

4.1 Benefits and limitations
The aforementioned examples indicate the perfor-
mance of SWSPy for various shear-wave velocity
anisotropy applications. For individual source-receiver
measurements, it provides stable measurements as a
result of the Teanby et al. (2004) multi-window method
combined with the use of more advanced clustering
algorithms. 3D splitting measurements are imple-
mented, as defined in Walsh et al. (2013), allowing
SWSPy to likely be useful for measuring anisotropy
using borehole data or settings without a significant
steep velocity gradient that refracts waves towards
vertical incidence. For large datasets comprising of
many source-receiver pairs, SWSPy includes a fully-
automated workflow that can easily be adapted due to
the modular nature of the Python package. Parameters
that can be used to filter spurious outputs from fully-
automated analyses are provided, including quality
metrics (QW , λ2/λ1) and uncertainty measurements
(αφ, αδt). The ability to process many thousands to
millions of shear-wave splitting measurements will
hopefully enable shear-wave velocity anisotropy to-
mography studies to be performed, with a significant
increase in the number of observations reducing the
inherently under-constrained nature of the tomogra-
phy problem (Chevrot et al., 2004). Such anisotropy
tomography studies could be useful for imaging mantle
dynamics (Chevrot, 2006), imaging deformation at vol-
canoes (Johnson and Savage, 2012), measuring fracture
density at the surface of glaciers (Hudson et al., 2020b;
Gajek et al., 2021), and reconciling body-wave and
surface wave global tomography models (Becker et al.,
2012).
A further advance provided by SWSPy is the ability

to measure multi-layer anisotropy under certain condi-
tions. This will enable users to study systems in more
detail, as well as attempt to isolate specific layers of in-
terest. While the multi-layer method assumptions (see
Section 2.2.1) likely rule out applicability for the ma-
jority of teleseismic anisotropy problems, situations al-
lowing for such conditions are likely present at highly
anisotropic crustal settings such as volcanoes and hy-
drocarbon reservoirs, as well as near-surface environ-
ments such as glaciers. In such situations, δt is likely
smaller than the dominant period, a key assumption
due to particle motion effects (Rümpker and Silver,
1998b). Multi-layer measurements could also provide
additional observational constraints for anisotropy to-
mography (Kufner et al., 2023). Furthermore, although
we do not implement a teleseismic multi-layer inver-
sion algorithm here, it should also be straight-forward
to use SWSPy as part of a multi-layer apparent splitting
inversion using multiple sources arriving at the same
receiver, as in Özalaybey and Savage (1994), Silver and
Savage (1994), and Reiss and Rümpker (2017).
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Package φ, IQ (o) δt, IQ (s) src. pol., IQ (o) φ, SKKS (o) δt, SKKS (s) src. pol., SKKS (o)
SWSPy 54.1 ± 2.0 0.044 ± 0.001 165 ± 6 74.2 ± 14.0 1.05 ± 0.18 115 ± 7
MFAST 55.0 ± 1.8 0.044 ± 0.0002 150 74.0 ± 2.8 1.06 ± 0.03 245
SHEBA 55.0 ± 1.8 0.044 ± 0.0001 165 ± 3 74.0 ± 4.8 1.08 ± 0.06 115

Table 1 Comparison of performance of SWSPy to other similar, popular packages. The event IQ is the icequake presented
in Figure 5 and the event SKKS is the SKKS phase arrival presented in Figure 6. More details on the packages can be found in
the literature (SHEBA: Wuestefeld et al. (2010), MFAST: Savage et al. (2010), and recently parallelised in the version MFASTR:
Mroczek et al. (2020)).

SWSPy also has limitations. One limitation is the
metrics provided to quantify the quality of a result
(QW , λ2/λ1). While these parameters can prove useful
in some instances, we find that they are not univer-
sally reliable. We find that the uncertainty measure-
ments provide the most useful way to remove spuri-
ous results, at least for the volcanic example provided
here (see Figure 7). Link et al. (2022) find that the
same metrics also perform well for XKS phase split-
ting analysis. However, in some cases the stated un-
certainty may be an underestimate of the true uncer-
tainty. Areas of further work are therefore better mea-
surement quality metrics and more robustly estimated
uncertainty. A further limitation is associated with the
layer-by-layer multi-layer anisotropymethod presented
here. The method requires a specific set of assump-
tions, and although the data we present here meets
these assumptions, it is likely that certain datasets will
not. Themethod should thereforebe applied cautiously,
considering the assumptions carefully when interpret-
ing any results. Afinal potential limitation is that SWSPy
is written in Python, an inherently slow object-oriented
language compared to other languages such as C or ju-
lia. To minimise this limitation, SWSPy is accelerated
using numba (Lam et al., 2015) to compile and paral-
lelise the computationally heavy functions. Although
one could further increase the efficiency by implement-
ing the package in a lower level language, we have not
opted to do this, in order to make the package as acces-
sible as possible to users.

4.2 Benefits of shear-wave splitting beyond
anisotropy studies

The applications of shear-wave splitting reach beyond
imaging subsurface anisotropy. A valuable, yet un-
der utilised parameter is the S-wave source polarisa-
tion. Figure 7 shows how source polarisation can pro-
vide an independent measurement of fault orienta-
tion, at least for double-couple sources (Hudson et al.,
2023). Another useful output from shear-wave splitting
are anisotropy-corrected waveforms. Correcting for
anisotropy is important for performing full-waveform
inversions using isotropic models, for example to in-
vert for earthquake source mechanisms (Hudson et al.,
2020a). The new multi-layer method presented here
will further reduce the misfit when comparing data
from seismic waves that propagates through multiple
anisotropic layers to isotropic full-waveform models.
One final application is the removal of shear-wave split-
ting effects when calculating earthquake magnitudes.
Shear-wave splitting can cause S-wave phases to over-

lap and interfere with one another, altering the ap-
parent frequency content. This can result in addi-
tional uncertainty in moment magnitude calculations
(Stork et al., 2014). The ability to easily incorporate
shear-wave splitting corrections into moment magni-
tude workflows may reduce uncertainty in moment
magnitude catalogues, relevant for improved seismic
monitoring (Schultz et al., 2021).

Acknowledgements
T. Hudson was funded by a Leverhulme Early Career
Fellowship from the Leverhulme Trust. We thank M.
Kendall for useful discussions. We also thank two re-
viewers whose input much improved the manuscript.
We thank all those who collected data used in this study.
The data used in this work is all from publicly available
sources, and so we direct readers to the cited publica-
tions for proper acknowledgement of these individuals.

Data and code availability
The SWSPy package described in this work is available
as an open-source Python package, hosted on GitHub
and PyPi, with a snapshot of the exact version released
at time of writing available via Zenodo (Hudson, 2023).
All data used in the examples are publicly available
and are included as example notebooks within the ex-
amples directory of the SWSPy package distribution
(Hudson, 2023). The Antarctic icequake data and Utu-
runcu volcano data are available on IRIS under network
codes YG (2009, British Antarctic Survey (BAS), 2009),
XP (2000-2004, Anandakrishnan et al., 2000), and YS
(2009-2013, Pritchard, 2009), respectively, with the data
associated with the teleseismic example available from
California Institute of Technology and United States Ge-
ological Survey Pasadena (1926).

Competing interests
The authors have no competing interests.

References
Anandakrishnan, S., Wiens, D., and Nyblade, A. A Broadband

Seismic Investigation of Deep Continental Structure Across the
East-West Antarctic Boundary, 2000. https://www.fdsn.org/
networks/detail/XP_2000/. doi: 10.7914/SN/XP_2000.

Asplet, J., Wookey, J., and Kendall, M. A potential post-perovskite
province in D″ beneath the Eastern Pacific: Evidence from new

16
SEISMICA | volume 2.2 | 2023

https://www.fdsn.org/networks/detail/XP_2000/
https://www.fdsn.org/networks/detail/XP_2000/
http://doi.org/10.7914/SN/XP_2000


SEISMICA | SOFTWARE REPORT | Automated multi-layer shear-wave splitting analysis

analysis of discrepant SKSa-SKKS shear-wave splitting. Geo-
physical Journal International, 221(3):2075–2090, 2020. doi:
10.1093/GJI/GGAA114.

Asplet, J., Wookey, J., and Kendall, M. Inversion of shear
wave waveforms reveal deformation in the lowermost mantle.
Geophysical Journal International, 232(1):97–114, 2023. doi:
10.1093/gji/ggac328.

Bacon, C. A., Johnson, J., White, R. S., and Rawlinson, N. On
the origin of seismic anisotropy in the shallow crust of the
Northern Volcanic Zone , Iceland. JGR Solid Earth, 2021. doi:
10.1029/2021JB022655.

Baird, A. F., Kendall, J. M., Fisher, Q. J., and Budge, J. The Role
of Texture, Cracks, and Fractures in Highly Anisotropic Shales.
Journal of Geophysical Research: Solid Earth, 122(12):10,341–
10,351, 2017. doi: 10.1002/2017JB014710.

Barruol, G. and Mainprice, D. A quantitative evaluation of the con-
tribution of crustal rocks to the shear-wave splitting of teleseis-
mic SKS waves. Physics of the Earth and Planetary Interiors, 78
(3-4):281–300, 1993. doi: 10.1016/0031-9201(93)90161-2.

Becker, T. W. and Lebedev, S. Dynamics of the Upper Man-
tle in Light of Seismic Anisotropy. In Geophysical Monograph
Series, pages 257–282. John Wiley & Sons, jul 2021. doi:
10.1002/9781119528609.ch10.

Becker, T. W., Lebedev, S., and Long, M. D. On the relationship be-
tween azimuthal anisotropy from shear wave splitting and sur-
face wave tomography. Journal of Geophysical Research: Solid
Earth, 117(1):1–17, 2012. doi: 10.1029/2011JB008705.

Bowman, J. R. and Ando, M. Shear-wave splitting in the upper-
mantle wedge above the Tonga subduction zone. Geophysi-
cal Journal of the Royal Astronomical Society, 88(March):25–41,
1987. doi: 10.1111/j.1365-246X.1987.tb01367.x.

British Antarctic Survey (BAS). Gauging Rutford Ice Stream Tran-
sients (GRIST), 2009. https://www.fdsn.org/networks/detail/
YG_2009/.

California Institute of Technology and United States Geological
Survey Pasadena. Southern California Seismic Network, 1926.
https://www.fdsn.org/networks/detail/CI/. doi: 10.7914/SN/CI.

Chevrot, S. Multichannel analysis of shear wave splitting. Jour-
nal of Geophysical Research: Solid Earth, 105(B9):21579–21590,
2000. doi: 10.1029/2000jb900199.

Chevrot, S. Finite-frequency vectorial tomography: A newmethod
for high-resolution imaging of upper mantle anisotropy. Geo-
physical Journal International, 165(2):641–657, 2006. doi:
10.1111/j.1365-246X.2006.02982.x.

Chevrot, S., Favier, N., and Komatitsch, D. Shear wave
splitting in three-dimensional anisotropic media. Geo-
physical Journal International, 159(2):711–720, 2004. doi:
10.1111/j.1365-246X.2004.02432.x.

Crampin, S. A review of wave motion in anisotropic and
cracked elastic-media. Wave Motion, 3(4):343–391, 1981. doi:
10.1016/0165-2125(81)90026-3.

Crampin, S. and Chastin, S. A review of shear wave splitting in the
crack-critical crust. Geophysical Journal International, 155(1):
221–240, 2003. doi: 10.1046/j.1365-246X.2003.02037.x.

Crampin, S. and Gao, Y. A review of techniques for measur-
ing shear-wave splitting above small earthquakes. Physics of
the Earth and Planetary Interiors, 159(1-2):1–14, 2006. doi:
10.1016/j.pepi.2006.06.002.

Creasy, N., Pisconti, A., Long, M. D., and Thomas, C. Modeling of
Seismic Anisotropy Observations Reveals Plausible Lowermost
Mantle Flow Directions Beneath Siberia. Geochemistry, Geo-
physics, Geosystems, 22(10), 2021. doi: 10.1029/2021gc009924.

Deng, J., Long, M. D., Creasy, N., Wagner, L., Beck, S., Zandt, G.,

Tavera, H., and Minaya, E. Lowermost mantle anisotropy near
the eastern edge of the Pacific LLSVP : constraints from SKS –
SKKS splitting intensitymeasurements. Geophysical Journal In-
ternational, 210(June):774–786, 2017. doi: 10.1093/gji/ggx190.

Ester, M., Kriegel, H.-P., Sander, J., and Xu, X. A Density-Based Al-
gorithm forDiscoveringClusters in LargeSpatial Databaseswith
Noise. In KDD-96 Proceedings, pages 226–231. Elsevier, 1996.

Fontaine, F. R., Barruol, G., Tommasi, A., and Bokelmann, G. H.
Upper-mantle flow beneath French Polynesia from shear wave
splitting. Geophysical Journal International, 170(3):1262–1288,
2007. doi: 10.1111/j.1365-246X.2007.03475.x.

Fouch, M. J., Fischer, K. M., Parmentier, E. M., Wysession, M. E., and
Clarke, T. J. Shearwavesplitting, continental keels, andpatterns
ofmantle flow. Journal ofGeophysicalResearch: SolidEarth, 105
(3):6255–6275, 2000. doi: 10.1029/1999jb900372.

Gajek, W., Gräff, D., Hellmann, S., Rempel, A. W., and Walter, F. Di-
urnal expansion and contraction of englacial fracture networks
revealedby seismic shearwave splitting. CommunicationsEarth
& Environment, 2(1):1–8, 2021. doi: 10.1038/s43247-021-00279-
4.

Grund, M. StackSplit - a plugin formulti-event shearwave splitting
analyses in SplitLab. Computers and Geosciences, 105:43–50,
2017. doi: 10.1016/j.cageo.2017.04.015.

Hall, C. E., Fischer, K. M., Parmentier, E. M., and Blackman, D. K.
The influence of plate motions on three-dimensional back arc
mantle flow and shear wave splitting. Journal of Geophysi-
cal Research: Solid Earth, 105(B12):28009–28033, 2000. doi:
10.1029/2000jb900297.

Hall, S. A., Kendall, J. M., and van der Baan, M. Some comments on
theeffectsof lower-mantle anisotropyonSKSandSKKSphases.
Physics of the Earth and Planetary Interiors, 146(3-4):469–481,
2004. doi: 10.1016/j.pepi.2004.05.002.

Hammond, J. O., Kendall, J. M., Wookey, J., Stuart, G. W.,
Keir, D., and Ayele, A. Differentiating flow, melt, or fos-
sil seismic anisotropy beneath Ethiopia. Geochemistry,
Geophysics, Geosystems, 15(5):1878–1894, 2014. doi:
10.1002/2013GC005185.

Harland, S., Kendall, J.-M., Stuart, G., Lloyd, G., Baird, A., Smith,
A., Pritchard, H., and Brisbourne, A. Deformation in Rutford
Ice Stream, West Antarctica: measuring shear-wave anisotropy
from icequakes. Annals of Glaciology, 54(64):105–114, 2013. doi:
10.3189/2013AoG64A033.

Hein, G., Kolinsky, P., Bianchi, I., and Bokelmann, G. Shear wave
splitting in the Alpine region. Geophysical Journal International,
227(3):1996–2015, 2021. doi: 10.1093/gji/ggab305.

Hudson, T. S. SWSPy release 1.0.3. Zenodo, 2023. doi: 10.5281/zen-
odo.8006598.

Hudson, T. S., Brisbourne, A. M., Walter, F., Gräff, D., White, R. S.,
and Smith, A. M. Icequake Source Mechanisms for Studying
Glacial Sliding. Journal of Geophysical Research: Earth Surface,
125(11), nov 2020a. doi: 10.1029/2020JF005627.

Hudson, T. S., Brisbourne, A. M., White, R. S., Kendall, J. M., Arth-
ern, R., and Smith, A. M. Breaking the Ice: Identifying Hydrauli-
cally Forced Crevassing. Geophysical Research Letters, 47(21),
nov 2020b. doi: 10.1029/2020GL090597.

Hudson, T. S., Baird, A. F., Kendall, J. M., Kufner, S. K., Bris-
bourne, A. M., Smith, A. M., Butcher, A., Chalari, A., and Clarke,
A. Distributed Acoustic Sensing (DAS) for Natural Microseis-
micity Studies: A Case Study From Antarctica. Journal of
Geophysical Research: Solid Earth, 126(7):1–19, 2021. doi:
10.1029/2020jb021493.

Hudson, T. S., Kendall, J. M., Pritchard, M. E., Blundy, J. D.,
and Gottsmann, J. H. From slab to surface: Earthquake

17
SEISMICA | volume 2.2 | 2023

http://doi.org/10.1093/GJI/GGAA114
http://doi.org/10.1093/gji/ggac328
http://doi.org/10.1029/2021JB022655
http://doi.org/10.1002/2017JB014710
http://doi.org/10.1016/0031-9201(93)90161-2
http://doi.org/10.1002/9781119528609.ch10
http://doi.org/10.1029/2011JB008705
http://doi.org/10.1111/j.1365-246X.1987.tb01367.x
https://www.fdsn.org/networks/detail/YG_2009/
https://www.fdsn.org/networks/detail/YG_2009/
https://www.fdsn.org/networks/detail/CI/
http://doi.org/10.7914/SN/CI
http://doi.org/10.1029/2000jb900199
http://doi.org/10.1111/j.1365-246X.2006.02982.x
http://doi.org/10.1111/j.1365-246X.2004.02432.x
http://doi.org/10.1016/0165-2125(81)90026-3
http://doi.org/10.1046/j.1365-246X.2003.02037.x
http://doi.org/10.1016/j.pepi.2006.06.002
http://doi.org/10.1029/2021gc009924
http://doi.org/10.1093/gji/ggx190
http://doi.org/10.1111/j.1365-246X.2007.03475.x
http://doi.org/10.1029/1999jb900372
http://doi.org/10.1038/s43247-021-00279-4
http://doi.org/10.1038/s43247-021-00279-4
http://doi.org/10.1016/j.cageo.2017.04.015
http://doi.org/10.1029/2000jb900297
http://doi.org/10.1016/j.pepi.2004.05.002
http://doi.org/10.1002/2013GC005185
http://doi.org/10.3189/2013AoG64A033
http://doi.org/10.1093/gji/ggab305
http://doi.org/10.5281/zenodo.8006598
http://doi.org/10.5281/zenodo.8006598
http://doi.org/10.1029/2020JF005627
http://doi.org/10.1029/2020GL090597
http://doi.org/10.1029/2020jb021493


SEISMICA | SOFTWARE REPORT | Automated multi-layer shear-wave splitting analysis

evidence for fluid migration at Uturuncu volcano, Bolivia.
Earth and Planetary Science Letters, 577:117268, 2022. doi:
10.1016/j.epsl.2021.117268.

Hudson, T. S., Kendall, J. M., Blundy, J. D., Pritchard, M. E., Mac-
Queen, P., Wei, S. S., Gottsmann, J. H., and Lapins, S. Hydrother-
mal Fluids and Where to Find Them: Using Seismic Attenuation
and Anisotropy to Map Fluids Beneath Uturuncu Volcano, Bo-
livia. Geophysical Research Letters, 50(5):1–16, mar 2023. doi:
10.1029/2022GL100974.

Johnson, J. H. and Savage, M. K. Tracking volcanic and geother-
mal activity in theTongariro Volcanic Centre, NewZealand,with
shear wave splitting tomography. Journal of Volcanology and
Geothermal Research, 223-224:1–10, 2012. doi: 10.1016/j.jvol-
geores.2012.01.017.

Johnson, J. H., Savage, M. K., and Townend, J. Distinguishing be-
tween stress-induced and structural anisotropy at Mount Ru-
apehu volcano, New Zealand. Journal of Geophysical Research:
Solid Earth, 116(12):1–18, 2011. doi: 10.1029/2011JB008308.

Jordan, T. M., Martín, C., Brisbourne, A. M., Schroeder, D. M., and
Smith, A. M. Radar Characterization of Ice Crystal Orientation
Fabric and Anisotropic Viscosity Within an Antarctic Ice Stream.
Journal of Geophysical Research: Earth Surface, 127(6):1–24,
2022. doi: 10.1029/2022JF006673.

Kendall, J. M. Seismic anisotropy in the boundary layers of the
mantle. Geophysical Monograph Series, 117:133–159, 2000. doi:
10.1029/GM117p0133.

Kendall, J.-M., Stuart, G.W., Ebinger, C. J., Bastow, I. D., andKeir, D.
Magma-assisted rifting in Ethiopia. Nature, 433(7022):146–148,
2005. doi: 10.1038/nature03161.

Krischer, L., Megies, T., Barsch, R., Beyreuther, M., Lecocq, T.,
Caudron, C., and Wassermann, J. ObsPy: a bridge for
seismology into the scientific Python ecosystem. Compu-
tational Science & Discovery, 8(1):014003, may 2015. doi:
10.1088/1749-4699/8/1/014003.

Kufner, S., Wookey, J., Brisbourne, A. M., Martín, C., Hudson, T. S.,
Kendall, J. M., and Smith, A. M. Strongly Depth-Dependent Ice
Fabric in a Fast-Flowing Antarctic Ice Stream Revealed With Ice-
quake Observations. Journal of Geophysical Research: Earth
Surface, 128(3):1–25, mar 2023. doi: 10.1029/2022JF006853.

Lam, S. K., Pitrou, A., and Seibert, S. Numba. In Proceed-
ings of the Second Workshop on the LLVM Compiler Infrastruc-
ture in HPC, pages 1–6, New York, NY, USA, nov 2015. ACM. doi:
10.1145/2833157.2833162.

Levin, V., Menke, W., and Park, J. Shear wave splitting in the Ap-
palachians and the Urals: A case for multilayered anisotropy.
Journal of Geophysical Research: Solid Earth, 104(B8):17975–
17993, 1999. doi: 10.1029/1999jb900168.

Link, F., Reiss, M. C., and Rümpker, G. An automatized XKS-
splitting procedure for large data sets: Extension package for
SplitRacer and application to the USArray. Computers and Geo-
sciences, 158(October 2021):104961, 2022. doi: 10.1016/j.ca-
geo.2021.104961.

Liptai, N., Gráczer, Z., Szanyi, G., Cloetingh, S. A., Süle, B., Aradi,
L. E., Falus, G., Bokelmann, G., Timkó, M., Timár, G., Szabó,
C., and Kovács, I. J. Seismic anisotropy in the mantle of
a tectonically inverted extensional basin: A shear-wave split-
ting and mantle xenolith study on the western Carpathian-
Pannonian region. Tectonophysics, 845(October), 2022. doi:
10.1016/j.tecto.2022.229643.

Liu, K. H., Gao, S. S., Gao, Y., and Wu, J. Shear wave splitting and
mantle flow associated with the deflected Pacific slab beneath
northeastAsia. JournalofGeophysicalResearch: SolidEarth, 113
(1):1–15, 2008. doi: 10.1029/2007JB005178.

Long, M. D. and Silver, P. G. Shear wave splitting and man-

tle anisotropy: Measurements, interpretations, and new di-
rections. Surveys in Geophysics, 30(4-5):407–461, 2009. doi:
10.1007/s10712-009-9075-1.

Long, M. D., Gao, H., Klaus, A., Wagner, L. S., Fouch, M. J.,
James, D. E., and Humphreys, E. Shear wave splitting and
the pattern of mantle flow beneath eastern Oregon. Earth
and Planetary Science Letters, 288(3-4):359–369, 2009. doi:
10.1016/j.epsl.2009.09.039.

Mroczek, S., Savage, M. K., Hopp, C., and Sewell, S. M. Anisotropy
as an indicator for reservoir changes: example from the
Rotokawa and Ngatamariki geothermal fields, New Zealand.
Geophysical Journal International, 220(1):1–17, 2020. doi:
10.1093/gji/ggz400.

Nowacki, A., Wilks, M., Kendall, J. M., Biggs, J., and Ayele, A. Char-
acterising hydrothermal fluid pathways beneath Aluto volcano,
Main Ethiopian Rift, using shear wave splitting. Journal of Vol-
canology and Geothermal Research, 356:331–341, 2018. doi:
10.1016/j.jvolgeores.2018.03.023.

Özalaybey, S. and Savage, M. K. Double-layer anisotropy resolved
from S phases. Geophysical Journal International, 117(3):653–
664, 1994. doi: 10.1111/j.1365-246X.1994.tb02460.x.

Pritchard,M. The life cycle of Andean volcanoes:Combining space-
based and field studies, 2009. https://www.fdsn.org/networks/
detail/YS_2009/. doi: 10.7914/SN/YS_2009.

Pritchard, M. E., de Silva, S. L., Michelfelder, G., Zandt, G., Mc-
Nutt, S. R., Gottsmann, J., West, M. E., Blundy, J., Christensen,
D. H., Finnegan, N. J., Minaya, E., Sparks, R. S., Sunagua, M.,
Unsworth, M. J., Alvizuri, C., Comeau, M. J., del Potro, R., Díaz,
D., Diez, M., Farrell, A., Henderson, S. T., Jay, J. A., Lopez, T.,
Legrand, D., Naranjo, J. A., McFarlin, H., Muir, D., Perkins, J. P.,
Spica, Z., Wilder, A., and Ward, K. M. Synthesis: PLUTONS: In-
vestigating the relationship betweenpluton growth and volcan-
ism in the Central Andes. Geosphere, 14(3):954–982, 2018. doi:
10.1130/GES01578.1.

Reiss, M. C. and Rümpker, G. SplitRacer: MATLAB code and GUI
for semiautomated analysis and interpretation of teleseismic
shear-wave splitting. Seismological Research Letters, 88(2):392–
409, 2017. doi: 10.1785/0220160191.

Reiss, M. C., Long, M. D., and Creasy, N. Lowermost Mantle
Anisotropy Beneath Africa From Differential SKS - SKKS Shear-
WaveSplitting. JournalofGeophysicalResearch: SolidEarth, 124
(8):8540–8564, 2019. doi: 10.1029/2018jb017160.

Rümpker, G. and Silver, P. G. Apparent shear-wave splitting pa-
rameters in the presence of vertically varying anisotropy. Geo-
physical Journal International, 135(3):790–800, 1998a. doi:
10.1046/j.1365-246X.1998.00660.x.

Rümpker, G. and Silver, P. G. Apparent shear-wave splitting pa-
rameters in the presence of vertically varying anisotropy. Geo-
physical Journal International, 135(3):790–800, 1998b. doi:
10.1046/j.1365-246X.1998.00660.x.

Savage, M. K., Wessel, A., Teanby, N. A., and Hurst, A. W. Auto-
matic measurement of shear wave splitting and applications
to time varying anisotropy at Mount Ruapehu volcano, New
Zealand. Journal of Geophysical Research: Solid Earth, 115(12):
1–17, 2010. doi: 10.1029/2010JB007722.

Savage, M. S. Seismic anisotropy and mantle deformation: What
have we learned from shear wave splitting? Reviews of Geo-
physics, 37(1):65–106, 1999. doi: 10.1029/98RG02075.

Schultz, R., Beroza, G. C., and Ellsworth, W. L. A risk-
based approach for managing hydraulic fracturing–in-
duced seismicity. Science, 372(6541):504–507, 2021. doi:
10.1126/science.abg5451.

Sicilia, D., Montagner, J. P., Cara, M., Stutzmann, E., Debayle,
E., Lépine, J. C., Lévêque, J. J., Beucler, E., Sebai, A., Roult,

18
SEISMICA | volume 2.2 | 2023

http://doi.org/10.1016/j.epsl.2021.117268
http://doi.org/10.1029/2022GL100974
http://doi.org/10.1016/j.jvolgeores.2012.01.017
http://doi.org/10.1016/j.jvolgeores.2012.01.017
http://doi.org/10.1029/2011JB008308
http://doi.org/10.1029/2022JF006673
http://doi.org/10.1029/GM117p0133
http://doi.org/10.1038/nature03161
http://doi.org/10.1088/1749-4699/8/1/014003
http://doi.org/10.1029/2022JF006853
http://doi.org/10.1145/2833157.2833162
http://doi.org/10.1029/1999jb900168
http://doi.org/10.1016/j.cageo.2021.104961
http://doi.org/10.1016/j.cageo.2021.104961
http://doi.org/10.1016/j.tecto.2022.229643
http://doi.org/10.1029/2007JB005178
http://doi.org/10.1007/s10712-009-9075-1
http://doi.org/10.1016/j.epsl.2009.09.039
http://doi.org/10.1093/gji/ggz400
http://doi.org/10.1016/j.jvolgeores.2018.03.023
http://doi.org/10.1111/j.1365-246X.1994.tb02460.x
https://www.fdsn.org/networks/detail/YS_2009/
https://www.fdsn.org/networks/detail/YS_2009/
http://doi.org/10.7914/SN/YS_2009
http://doi.org/10.1130/GES01578.1
http://doi.org/10.1785/0220160191
http://doi.org/10.1029/2018jb017160
http://doi.org/10.1046/j.1365-246X.1998.00660.x
http://doi.org/10.1046/j.1365-246X.1998.00660.x
http://doi.org/10.1029/2010JB007722
http://doi.org/10.1029/98RG02075
http://doi.org/10.1126/science.abg5451


SEISMICA | SOFTWARE REPORT | Automated multi-layer shear-wave splitting analysis

G., Ayele, A., and Sholan, J. M. Upper mantle structure of
shear-waves velocities and stratification of anisotropy in the
Afar Hotspot region. Tectonophysics, 462(1-4):164–177, 2008.
doi: 10.1016/j.tecto.2008.02.016.

Silver, P. G. and Chan, W. W. Shear Wave Splitting and Sub con-
tinental Mantle Deformation. Journal of Geophysical Research,
96:429–454, 1991. doi: 10.1029/91JB00899.

Silver, P. G. and Savage, M. K. The Interpretation of shear-wave
splitting parameters in the presence of two anisotropic layers.
Geophysical Journal International, 5(January):689–691, 1994.
doi: 10.1111/j.1365-246x.1994.tb04027.x.

Smith, E., Smith, A., White, R., Brisbourne, A., and Pritchard,
H. Mapping the ice-bed interface characteristics of Rutford Ice
Stream, West Antarctica, usingmicroseismicity. Journal of Geo-
physical Research: Earth Surface, 120(9):1881–1894, 2015. doi:
10.1002/2015JF003587.

Smith, E. C., Baird, A. F., Kendall, J. M., Martin, C., White, R. S.,
Brisbourne, A. M., and Smith, A. M. Ice fabric in an Antarc-
tic ice stream interpreted from seismic anisotropy. Geo-
physical Research Letters, 44(8):3710–3718, apr 2017. doi:
10.1002/2016GL072093.

Spingos, I., Kaviris, G., Millas, C., Papadimitriou, P., and Voulgaris,
N. Pytheas: An open-source software solution for local shear-
wave splitting studies. Computers and Geosciences, 134(July
2019):104346, 2020. doi: 10.1016/j.cageo.2019.104346.

Stork, A. L., Verdon, J. P., and Kendall, J. M. The robustness
of seismic moment and magnitudes estimated using spectral
analysis. Geophysical Prospecting, 62(4):862–878, 2014. doi:
10.1111/1365-2478.12134.

Teanby, N. A., Kendall, J., and Baan, M. V. D. Automation of Shear-
Wave Splitting Measurements using Cluster Analysis. Bulletin of
the Seismological Society of America, 94(2):453–463, 2004. doi:
10.1785/0120030123.

Verdon, J. P. and Kendall, J. M. Detection of multiple fracture
sets using observations of shear-wave splitting in microseis-
mic data. Geophysical Prospecting, 59(4):593–608, 2011. doi:
10.1111/j.1365-2478.2010.00943.x.

Vinnik, L., Breger, L., and Romanowicz, B. Anisotropic structures at
the base of the Earth’s mantle. Nature, 393(6685):564–567, jun
1998. doi: 10.1038/31208.

Walpole, J., Wookey, J., Masters, G., and Kendall, J. M. A uni-
formly processed data set of SKS shear wave splittingmeasure-
ments: A global investigation of upper mantle anisotropy be-
neath seismic stations. Geochemistry, Geophysics, Geosystems,
15(5):1991–2010, 2014. doi: 10.1002/2014gc005278.

Walsh, E., Arnold, R., and Savage, M. K. Silver and Chan revis-
ited. Journal of Geophysical Research: Solid Earth, 118(10):
5500–5515, 2013. doi: 10.1002/jgrb.50386.

Wolf, J., Long, M. D., Leng, K., and Nissen-Meyer, T. Constrain-
ing deepmantle anisotropy with shear wave splitting measure-
ments: challenges and new measurement strategies. Geo-
physical Journal International, 230(1):507–527, 2022. doi:
10.1093/gji/ggac055.

Wolf, J., Frost, D. A., Long, M. D., Garnero, E., Aderoju, A. O., Creasy,
N., and Bozdağ, E. Observations of Mantle Seismic Anisotropy
Using Array Techniques: Shear-Wave Splitting of Beamformed
SmKS Phases. Journal of Geophysical Research: Solid Earth, 128
(1), 2023. doi: 10.1029/2022jb025556.

Wolfe, C. J. and Silver, P. G. Seismic anisotropy of oceanic upper
mantle: Shear wave splitting methodologies and observations.
Journal of Geophysical Research: Solid Earth, 103(1):749–771,
1998. doi: 10.1029/97jb02023.

Wolfe, C. J. and Solomon, S. C. Shear-wave splitting and im-

plications for mantle flow beneath the MELT region of the
East Pacific Rise. Science, 280(5367):1230–1232, 1998. doi:
10.1126/science.280.5367.1230.

Wookey, J. Direct probabilistic inversion of shear wave data for
seismic anisotropy. Geophysical Journal International, 189(2):
1025–1037, 2012. doi: 10.1111/j.1365-246X.2012.05405.x.

Wookey, J. and Kendall, J. M. Constraints on lowermost mantle
mineralogy and fabric beneath Siberia from seismic anisotropy.
Earth and Planetary Science Letters, 275(1-2):32–42, 2008. doi:
10.1016/j.epsl.2008.07.049.

Wuestefeld, A., Al-Harrasi, O., Verdon, J. P., Wookey, J., and
Kendall, J. M. A strategy for automated analysis of passive mi-
croseismic data to image seismic anisotropy and fracture char-
acteristics. Geophysical Prospecting, 58(5):755–773, 2010. doi:
10.1111/j.1365-2478.2010.00891.x.

Wüstefeld, A., Bokelmann, G., Zaroli, C., and Barruol, G. Split-
Lab: A shear-wave splitting environment in Matlab. Comput-
ers and Geosciences, 34(5):515–528, 2008. doi: 10.1016/j.ca-
geo.2007.08.002.

Yardley, G. S. and Crampin, S. Extensive-dilatancy anisotropy:
Relative information in VSPs and reflection surveys.
Geophysical Prospecting, 39(3):337–355, 1991. doi:
10.1111/j.1365-2478.1991.tb00316.x.

The article Automated shear-wave splitting analysis for
single- andmulti-layer anisotropicmedia©2023 by Thomas
S. Hudson is licensed under CC BY 4.0.

19
SEISMICA | volume 2.2 | 2023

http://doi.org/10.1016/j.tecto.2008.02.016
http://doi.org/10.1029/91JB00899
http://doi.org/10.1111/j.1365-246x.1994.tb04027.x
http://doi.org/10.1002/2015JF003587
http://doi.org/10.1002/2016GL072093
http://doi.org/10.1016/j.cageo.2019.104346
http://doi.org/10.1111/1365-2478.12134
http://doi.org/10.1785/0120030123
http://doi.org/10.1111/j.1365-2478.2010.00943.x
http://doi.org/10.1038/31208
http://doi.org/10.1002/2014gc005278
http://doi.org/10.1002/jgrb.50386
http://doi.org/10.1093/gji/ggac055
http://doi.org/10.1029/2022jb025556
http://doi.org/10.1029/97jb02023
http://doi.org/10.1126/science.280.5367.1230
http://doi.org/10.1111/j.1365-246X.2012.05405.x
http://doi.org/10.1016/j.epsl.2008.07.049
http://doi.org/10.1111/j.1365-2478.2010.00891.x
http://doi.org/10.1016/j.cageo.2007.08.002
http://doi.org/10.1016/j.cageo.2007.08.002
http://doi.org/10.1111/j.1365-2478.1991.tb00316.x
http://creativecommons.org/licenses/by/4.0/


Production Editor:
Gareth Funning
Handling Editor:

Yen Joe Tan
Copy & Layout Editor:

Théa Ragon

Received:
May 22, 2023

Accepted:
August 10, 2023

Published:
August 25, 2023

REPORT
doi:10.26443/seismica.v2i2.979

Seismology in the cloud: guidance for the individual
researcher
Z. Krauss � ∗1, Y. Ni �2, S. Henderson �2,3, M. Denolle �2

1School of Oceanography, University of Washington, Seattle, WA, USA, 2Department of Earth and Space Sciences, University of Washington,
Seattle, WA, USA, 3eScience Institute, University of Washington, Seattle, WA, USA

Author contributions: Conceptualization: Z. Krauss, M. Denolle. Data Curation: Z. Krauss, Y. Ni. Formal Analysis: Z. Krauss, Y. Ni. Funding Acquisition: Z. Krauss,
Y. Ni, M. Denolle. Investigation: Z. Krauss, Y. Ni. Methodology: Z. Krauss, Y. Ni, S. Henderson, M. Denolle. Project Administration: Z. Krauss, M. Denolle. Resources:
S. Henderson, M. Denolle. Software: Z. Krauss, Y. Ni, S. Henderson. Supervision: M. Denolle, S. Henderson. Validation: Z. Krauss, Y. Ni, S. Henderson, M. Denolle.
Visualization: Z. Krauss. Writing – original draft: Z. Krauss. Writing – review & editing: Z. Krauss, Y. Ni, S. Henderson, M. Denolle.

Abstract The commercial cloud offers on-demand computational resources that could be revolutionary
for the seismological community, especially as seismic datasets continue to grow. However, there are few
educational examples for cloud use that target individual seismological researchers. Here, we present a re-
producible earthquake detection and association workflow that runs on Microsoft Azure. The Python-based
workflow runs on continuous time-series data using both template matching and pre-trainedmachine learn-
ing models. We provide tutorials for constructing cloud resources (both storage and computing) through a
desktop portal and deploying the code both locally and remotely on the cloud resources. We apply the cloud-
basedworkflow tooneyear of continuousdata fromamid-ocean ridge todemonstrate the constructionof two
earthquake catalogs, one through template matching and one with a pre-trained machine learning model.
We report on scaling of compute times and costs to show that CPU-only processing is generally inexpensive,
and can be faster and simpler than using GPUs. Overall, we find that the commercial cloud presents a steep
learning curve but is cost-effective. This report is intended as an informative starting point for any researcher
considering migrating their own processing to the commercial cloud.

Glossary for frequently-used terms
Commercial cloud – computational resources that are avail-

able for use remotely throughapay-as-you-go system.
Cloud providers deliver access to these resources,
which are physically maintained in large centers of
computing servers, through the internet. Major cloud
providers include Microsoft Azure, Amazon Web Ser-
vices, and Google Cloud Platform.

CPU – “Central Processing Unit”. This is the part of a com-
puter that interprets instructions toperformcomputa-
tional tasks. The CPU of a computer typically hasmul-
tiple “CPU cores”, which can each perform one task at
a time. In this report, we use the word “CPU” tomean
an individual CPU core, such that one CPU can per-
form one task at a time.

GPU – “Graphics Processing Unit”. This is a specialized com-
puting processor that is designed to handlemany spe-
cific small tasksatonce,moreefficiently thanaCPU. In
machine learning, they are commonly used to greatly
speed up the training and application of neural net-
works, which can be applied to earthquake detection.

Parallelization – the act of splitting up a computational task
into multiple independent steps, and running these
steps on different CPUs or GPUs at the same time, to
greatly decrease the overall timeneeded for computa-
tion.

∗Corresponding author: zkrauss@uw.edu

Virtual machine – a resource provided by the commercial
cloud that mimics the functionality of a typical com-
puter with chosen amounts of CPUs, GPUs, andmem-
ory, but effectively is a barebone operating system
which is isolated from the total resources of a larger
physical server.

Motivation
Major recent advances in seismological research have
been driven by seismic datasets that are dense in both
space and time. These include, to name a few, the dis-
covery of slow earthquakes and tectonic tremor (Obara,
2002; Rogers and Dragert, 2003), constraints on the
propagation of large earthquakes using back projection
(Ishii et al., 2005), and the imaging of shallow Earth
properties through the cross-correlation of the ambi-
ent seismic field (Shapiro et al., 2005). Recognizing
the value of such datasets, community and institutional
seismic networks are rapidly increasing the rate and
volume of public seismic data. Today, the amount of
seismic data available on the IRIS DMC approaches 1
PetaByte, with new technologies able to collect this
amount annually (Lindsey et al., 2017). This growth
has made seismological research a big-data field that
requires methodological advancement and computa-
tional infrastructure to maximize discovery (Quinteros
et al., 2021).
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The realization that tectonic events share fundamen-
tally similar physical processes has led seismologists
to develop supervised techniques to search the data
based on similarity with past events. The technique
of template matching, also referred to as matched fil-
ter, scans continuous data and detects events using a
correlation coefficient with respect to a template (Gib-
bons and Ringdal, 2006; Turin, 1960). Template match-
ing (TM) is robust at detecting new occurrences of pre-
viously seen phenomena and finding events buried in
noise (Ross et al., 2019; Shelly et al., 2007). Open-source
software to implement TM that makes use of the eas-
ily parallelizable nature of the technique is available
(Beaucé et al., 2017; Chamberlain et al., 2017), but com-
putational requirements can still be prohibitive when
the number of templates is large.
In recent years, seismological research has seen a

rapid and massive adoption of statistical and machine
learning algorithms in automating seismological re-
searchworkflows (Mousavi et al., 2020; Perol et al., 2018;
Walter et al., 2021; Yoon et al., 2015; Zhu et al., 2023).
The focus has largely been on developing and testing
workflows on curated earthquake data sets (Michelini
et al., 2021; Mousavi et al., 2019; Münchmeyer et al.,
2022; Ni et al., 2023). Thus far, only several studies
have used machine learning methods to detect new
events in continuous seismic records (Tan et al., 2021;
Scotto di Uccio et al., 2023). This may be in part be-
cause machine-learning models yield inconsistent pre-
dictions (Park et al., 2023); however, a more likely bar-
rier to the adoption of machine learning techniques is
the high entry cost associated with the computational
skills and resources needed to deploy on continuous
data.
With the coincident increase in both dataset sizes and

the computational cost of state-of-the-art earthquake
detection techniques, there is a growing need for seis-
mological workflows to deploy on the cloud (Arrow-
smith et al., 2022). Large seismic datasets arewell suited
for data sharing on cloud object storage, and some in-
stitutions such as the USGS and the Southern Califor-
nia Earthquake Data Center have begun migrating raw
data and data products to cloud storage permanently
(Schovanec et al., 2021; Yu et al., 2021). Despite large
archives being on the cloud for a few years, few stud-
ies have leveraged them (Clements and Denolle, 2023).
Some authors have demonstrated the overall great hori-
zontal scaling performance of cloud computing and de-
veloped workflows that stream data using webservices
(MacCarthy et al., 2020; Zhu et al., 2023), but the deploy-
ment strategies used (e.g., Docker, Dask, Kubernetes)
are difficult for researchers to learn and deploy. Most
of the seismological community faces a steep learning
curve to shifting their functioning local workflows to-
wards cloud computing, limiting its widespread adop-
tion.
This report is distinct from other published seismo-

logical cloud-based workflows (Zhu et al., 2023) in that
we aim to help the average seismological researcher
build their own cloud computing version of their lo-
cal processing algorithms from the ground up. We
demonstrate this through the example of building an

earthquake catalog from continuous data. We first de-
velop a workflow to run locally using parallel process-
ing in Python. The workflow applies the two most-used
contemporary techniques of supervised earthquake de-
tection: template matching and pre-trained models
from machine learning, including earthquake detec-
tion, phase picking, and association. Then, we describe
what is needed to migrate this workflow to the cloud,
including constructing cloud storage, code containers,
and cloud computing pools. We useMicrosoft Azure be-
cause of resources available to us through our home in-
stitution, but we report that the core framework is sim-
ilar to other major cloud providers, provided that re-
searchers adapt for provider-specific storage and com-
pute systems. We describe the workflow in detail and
provide Jupyter notebooks and instructional materials
through a GitHub page (Krauss et al., 2023a). We at-
tempt to follow the guidelines of FAIR4RS (Barker et al.,
2022; Wilkinson et al., 2016), which recommends that
published software and metadata be human and ma-
chine findable, accessible via GitHub, interoperable,
and usable & reusable.
We provide cost and timing context for what users

may expect for typical seismic workflows by document-
ing scaling performance, including a comparison be-
tween strategies that use either CPU or GPU comput-
ing (see Glossary). We also present results of the earth-
quake catalog workflow on the tectonically active En-
deavour segment of the Juan de Fuca mid-ocean ridge,
which act as a proof-of-concept of how templatematch-
ing and machine learning techniques can be used to-
gether construct a detailed earthquake catalog.

Local Workflow
First, we describe how to build the workflow for a lo-
cal implementation: this represents the first-step case
of most individual researchers. We design a work-
flow to have two separate but operationally equivalent
“branches” for the two earthquake detection methods
of interest (Figure 1). The format and file structure of
the input seismic waveform data is the same for both
branches. Both branches produce earthquake detec-
tions in the same output format, QuakeML, anXML rep-
resentation of earthquake metadata widely used by the
seismic community (Schorlemmer et al., 2011).
TM is performed using EQcorrscan, an open-source

Python toolbox for earthquake detection via the cross-
correlation of waveform data with earthquake tem-
plates (Chamberlain et al., 2017). Detection parameters
including filter bands, template lengths, and the type
and magnitude of the detection threshold are specified
in the config file as described in Section 2.1. After TM
detection, redundant events are removed between tem-
plates by identifying events that occur within a given
time threshold of each other (e.g., 1 s), and keeping only
the event with the highest detection value.
For a comparison to machine learning-based earth-

quake detection methods, the other branch uses Seis-
Bench, an open-source flexible Python framework
for deploying seismological machine learning models
(Woollam et al., 2022). Our example workflow uses
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Figure 1 Flowchart of our workflow for performing earthquake detection on seismic waveform data, showing the two
branches, TM and EQT, side by side. Each script’s name, data format, filename extension, and unix commands are described
for transparency and reusability.

EQTransformer (Mousavi et al., 2020) for phase pick-
ing and GaMMA (Zhu et al., 2022) for phase associa-
tion; however, employing a different machine learning
model would be straightforward through the flexibility
of SeisBench. We do not perform model training, but
only model inference: we use the pre-trained EQTrans-
former model provided by SeisBench, which is identi-
cal to the original model weights from Mousavi et al.

(2020), to make P- and S-wave picks on all stations. To
sweep continuously through the data, we use a sliding
window of length 60 s with a step of 30 s and a detec-
tion threshold of 0.1 for both P- and S-waves. We then
performphase association using GaMMA, assuming 7.0
and 4.0 km/s as constant velocity for P- and S-waves,
respectively, and requiring only one station with picks
to form an event. These specifications are made in the
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config file required for the code execution.

Local set-up
We retrieve seismic waveform data from the IRIS DMC
(Trabant et al., 2012) for a given time period using the
ObsPy Python toolbox (Beyreuther et al., 2010). Three-
component waveform data are resampled to a com-
mon sampling rate and stored in day-long chunks for
all channels from a single station in the same way
they are stored natively within the DMC. We organize
these data in a descending folder structure first by net-
work, then year, then day of the year, with individual
MiniSEED files saved for each station. The naming of
these files is important to parallelization later in the
workflow. The data download can be performed using
the /scripts/download_mseeds.py script (Figure 1),
with date limits, network name, station and channel
codes, and theoutput data directory specifiedwithin the
config file (Notebook S1).
The TM branch requires an input of earthquake tem-

plates as an EQcorrscan Tribe object, stored in TAR
format. An example script that constructs these tem-
plates from waveform data, using a starting earth-
quake catalog in QuakeML format, can be found at
/scripts/template_matching/make_templates.py .
Finally, to ensure the portability of the code across

machines, we specify all file paths, detection parame-
ters, and machine characteristics in JSON format in a
config file in the /configs/ folder. Notebook S1 details
the construction of these files. The config files are refer-
enced in the call to the scripts that execute earthquake
detection (Figure 1).

Single-node parallelization
A single computer, or node, typically has several CPU
cores (hereafter referred to simply as CPUs) and is the
smallest level of parallelization. Earthquake detection
can be easily parallelized such that the computation is
performed simultaneously for different time periods on
different CPUs. For the EQT branch, which performs
phase picking on one station at a time, we consider one
day of earthquake detection on one station to constitute
a single job. For the TM branch, which jointly performs
phase picking and association on data from a complete
network of stations, we consider one day of earthquake
detection on all stations to constitute a single job.
When deploying our workflow locally, we organize

the distribution of jobs across available CPUs by first
creating a job list in CSV format (Figure 1). The
job list is a simple table that ties the file path of
MiniSEED data to a CPU number (Figure 1). The
script to create this job list, create_joblist.py , is
different for the TM and EQT branches, and can
be found in the /scripts/template_matching/ and
/scripts/picking/ directories, respectively. The job
list CSV file can be created by running the script from
the command line with additional arguments that spec-
ify howmany CPUs to parallelize jobs across, and a path
to the JSONconfigfilewhich contains date limits and the
path to the waveform data (Figure 1, Notebook S2).

We then distribute the jobs across CPUs in parallel us-
ingOpenMPI (O-MPI), an open-sourcemessage passing
interface (Gabriel et al., 2004). When O-MPI is called
at the start of a Unix-style command, the command is
simultaneously deployed separately to as many CPUs
as specified. In our local workflow, we use O-MPI to
run a distributing script distributed_detection.py
(Figure 1, Notebook S2). As the distributing script runs
on each individual CPU, it reads in the created job list
and filters the job list to include only those assigned
to the current CPU. The distributing script then loops
over the filtered list and completes the job by running
the script in which the actual detection is performed,
detection.py , on the specified data path. This op-
eration is the same for both the template matching
and machine-learning workflows, with the template
matching workflow parallelized over days only and the
machine-learning workflow parallelized over both days
and stations.

The TM branch outputs a catalog of detected
earthquakes with P- and S-wave picks for each
day of detection in QuakeML format. These daily
catalogs can be converted to a summative earth-
quake catalog, also in QuakeML format, using
/scripts/template_matching/combine_catalogs.py ,
which collates and removes duplicate detections be-
tween templates (Notebook S3). The EQT branch
outputs a list of P- and S-wave picks for each day
of detection in Python Pickle format. These picks
can be associated into individual earthquakes using
/scripts/association/associate.py , which pro-
duces an equivalent summative earthquake catalog in
QuakeML format (Notebook S3).

CloudWorkflow

The value of the commercial cloud lies in the ability of
an individual to pay for the use of computational in-
stances of flexible size at any time in a “pay-as-you-go”
structure. However, these virtual machines (VMs) are
effectively a blank computer with a user-specified con-
figuration. The configuration of a VM consists of user-
specified CPU cores, RAM, and local storage. VMs can
be chosen with a range of Operating Systems and envi-
ronments. We recommend choosing a blank environ-
ment and installing only the necessary dependencies.

Using a VM in a way that mimics local workflows re-
quires an ecosystem of cloud resources: a storage con-
tainer that the VM can read from and write to, a pack-
aged software environment with all desired scripts and
their dependencies, and an overarching set of network-
ing permissions that allows all resources to work in tan-
dem (Figure 2). In this section, we describe the con-
struction of an example set of these resources on Mi-
crosoft Azure, point to additional materials that further
detail how to construct them, and describe how to use
the constructed resources to process seismic data in
parallel.
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Figure 2 Map of how cloud resources relate to processes run on the local server and the containerized code.

Resource set-up
Containerizing the code base
In order to transition our local research workflow from
our computer to the cloud, we first need to encapsulate
all dependencies needed for the scripts to successfully
execute. Containers are a standard way to define amin-
imal reproducible computing environment, such that
you can guarantee your analysis will run on any other
computer. There are various software systems to define
and build containers. Docker is a widely-used system of
software tools to create, store and execute code as con-
tainers. The container image is defined by a Dockerfile,
which specifies the operating system software depen-
dencies and command to execute. Images are typically
stored on a server that can be accessed over the inter-
net so that any computer can “pull” the image and start
the container that executes your code. This allows for
a high degree of parallelism because there can be thou-
sands of containers each executing on different cloud-
hosted virtual machines.
Because our code is hosted in a GitHub reposi-

tory named “seismicloud” (https://github.com/Denolle-Lab/
seismicloud, Krauss et al., 2023a), we use GitHub Actions
continuous integration to build the container. Every
time the repository is updated, the script docker.yml re-
builds a container image based on the Dockerfile in the
repository. Specifically, the container image installs all
Python dependencies (ObsPy, EqCorrscan, etc.) in a ba-
sic Linux operating system and copies the current ver-
sion of the seismicloud codebase, including all scripts
and data files. The container image is stored on the
publicly-accessible GitHub Container registry. Any ma-
chine can create a container of the seismicloud work-
flow by accessing the URL and corresponding GitHub
commit (e.g. docker run ghcr.io/denolle-lab/
seismicloud:latest).

Initiating an Azure cloud account
Creating a user account on Azure is free, but a form of
payment, or “subscription”, must be tied to the account
in order to create resources. For NSF-funded projects
with provisions for cloud computing, this is sometimes
done through a supported service, CloudBank (Norman
et al., 2021). Once a subscription has been set up and
users gain access to the Azure portal, users should be-
gin by creating a budget for their subscription with au-

tomatic alerts for when spending has reached a given
percent of the allocated funding (Tutorial S1). The next
step is to create a “resource group”, which will be used
to tie the cloud resources users create to the subscrip-
tion. Finally, a “virtual network” is created, which is
a set of permissions that allows you to access the cre-
ated resources and also allows those resources to access
each other. Multiple users on the same subscription
whowill be carryingout separateprocessing should cre-
ate their own separate resource groups and virtual net-
works. All of these actions are performed on the Azure
portal, which is accessed through a web browser (Tuto-
rial S1). We note that we built all of our cloud resources
exclusively in the West-US 2 region, which was closest
to our local servers in Seattle, Washington.

Storage container
The commercial cloud also provides opportunities for
data storage that follow pay-as-you-go pricing. Cloud
storage tends to use the model of object storage, which
is designed to sustain high frequency data query. InMi-
crosoft Azure, this is called Azure Blob storage. Blob
storage containers are easily read from and written to
by virtualmachines so long as the storage container and
virtualmachine are under the same virtual network and
necessary permissions are specified (see Tutorial S2).
The cost of the container is dependent on how much
data is actively stored and how frequently data is trans-
ferred into or out of the container. For Azure blob stor-
age at the time of writing, the cost to store 1 TB of data is
approximately $150 USD per month. Given these costs,
typical individual researchers may not want to use Blob
as a backup hard drive, but instead use it as temporary
storage during computation.
For our workflow, we created one Azure Blob storage

container to store raw waveform data and the outputs
of processing, including earthquake catalogs, job lists,
and processing logs. This choice was driven by our de-
sire to centralize storage for parallelized computation.
Tutorial S2 details the creation of the Blob storage con-
tainer through the Azure portal, including the settings
needed to facilitate mounting of the container to vir-
tual machines later in the workflow. To load waveform
data to the Blob storage container, we downloaded it
on our local servers and then copied it to the storage
container using Azure’s command line utility AzCopy
(see Tutorial S2). Waveform data could also be down-
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Figure 3 Example flowchart of how Azure cloud Pool-based Parallelization works for the Template Matching workflow, fol-
lowing the color scheme of Figure 2. The EQTransformer workflow is identical, except that the data paths are specific to both
the day of the year and the seismic station.

loaded fromwebservices and stored directly on the stor-
age container by running the download_waveforms.py
script within the Docker container on a virtual machine
with the Blob storage container mounted.

Pool-based parallelization
A powerful option offered by the commercial cloud is
the ability to deploy tasks to not just one virtual ma-
chine, but pools that can be scaled to include many
virtual machines, all managed from one account. In
Microsoft Azure, this is performed through a resource
called Batch. Batch accountsmanage two separate enti-
ties: (1) Pools, groups of virtual machines (each called a
node when within a Pool), each of which has an identi-
cal size and computing environment, and (2) Jobs, sets
of commands that are passed to nodes within a Pool,
which run with specified settings: inside of a Docker
image, for example. Creating a Pool that runs correctly
with the user’s chosen Docker image and is connected
to the user’s desired Blob storage container is compli-
cated, but once the Pool has been created, its specifica-
tions are saved and you can resize it as needed to run
operations on-demand.
Users begin by creating a Batch account which will

manage both Pools and Jobs through the Azure portal
(see Tutorial S3). A Pool can then be created with a cho-
sen node/virtual machine size, number of nodes, and
region. Tutorial S3 details this process. To ensure that
thenodes canexecute commandswithinourDocker im-
age, the operating system of the Pool must be specified
as Docker compatible. We mount the Blob storage con-
tainer to each node on the Pool through a start-up com-
mand line task. After a Pool has been created, the sta-
tus of the nodes can be monitored from the Azure por-
tal within the Batch account. The Pool can be resized
at any time to contain anywhere from 0 up to the user’s
given quota of nodes, with all nodes created in the same
manner specified when the Pool was created. If quotas,
or limits imposed by Azure on how many CPUs can be
given to one user in a given region, restrict the Pool the
user wants to build, they can be increased through sup-
port requests (Tutorial S3). We note that starting quotas
for a new user are often quite low, e.g. only 4 vCPUs in
a given region.

Once a Pool has been created and the nodes on the
Pool have successfully mounted the Blob storage con-
tainer, we create and send Jobs to the Pool from a lo-
cal server (e.g., a laptop) using Azure Python libraries.
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Notebook S4 details this process. We use the Azure
Python libraries to connect to both theBlob storage con-
tainer and the Batch account using the account names
and keys. We then create an empty Job on the Batch
account that is tied to the already-created Pool. Next,
we decide howmany “Tasks” we need to send to the Job
based on the number of nodes within the pool, N. Tasks
are a single unit of computation, or one command line
sent to one node. If all nodes are in use, the Job will
keep Tasks in a queue until one becomes free. In our
case, we create N Tasks such that the Tasks and nodes
are matched 1:1 and there is no queuing. Each Task
contains two command line operations: (1) creating a
job list in CSV format following Figure 1, and (2) dis-
tributing the jobs across CPUs on the node using O-MPI.
These commands contain an argument that indicates to
the node which index, 1-N, they correspond to. During
the creationof eachTask,we specify that the commands
are run within our Docker image; each node runs a sep-
arate Docker container, such that the first task run on
eachnodeneeds to additionally pull down the container
image.

The scripts called in the command lines are found
in the /batch_scripts/ directory of the Docker im-
age. These Batch-specific scripts are very similar to
the scripts called during local parallelization and are
named in the same way (Figure 1), but are slightly
modified to accommodate two levels of parallelization:
across nodes, and across CPUs on each node (Figure 3).
We avoid the need for inter-node communication by
first creating aCSVjob list that assigns each job to anode
in the Pool rather than an individual CPU, such that each
node creates the exact same job list. After the initial
job list is created, however, each node then filters the
job list following the number, 1-N, of the node, which
is specified in the creation of the Task. The filtered,
shortened job list is then redefined such that each job
on the list is assigned a CPU number instead. The pro-
cess then runs the same way as the single-instance par-
allelization, where the jobs on the job list are distributed
across CPUs on the nodes using O-MPI (Figure 3). The
outputs from all nodes, including job lists, logs, and cat-
alog/pick outputs, are written to themounted Blob stor-
age container (Figure 3). These outputs can be down-
loaded locally also using Azure’s command line utility
AzCopy, as detailed in Tutorial S2.

We choose to use Batch services rather than a work-
load manager such as SLURM (Yoo et al., 2003), as is
typically used in high performance computing (HPC),
for several reasons. To use such a system on the cloud
would require running a persistent machine to han-
dle orchestrations, which would add cost and complex-
ity. With Batch services, orchestration is instead done
by the cloud provider at the time of job submission.
Batch services also tend to be focused on independent
containerized workflows whereas HPC scheduling sys-
tems are designed for non-containerized workflows on
closely networked hardware.

Computational Performance
To understand how compute time and costs scale with
different Pool sizes and types, we ran both the TM and
EQT branches on one year of raw waveform data, ~600
GB in our case. We used data from 2017 for the Ocean
Networks Canada NEPTUNE array (network code NV), a
cabled 4-station ocean bottom seismometer network on
a mid-ocean ridge (Heesemann et al., 2014). These data
are locally available from the IRIS DMC.We performed
limited preprocessing, only resampling all streams to a
common sampling rate of 200 Hz. For the TM branch,
we ran detection with a set of 53 templates chosen as a
representative sample across themonths of 2017 follow-
ing Krauss andWilcock (2022).
We constructed two separate Azure Batch Pools for

the TM and EQT branches following the steps outlined
in Tutorial S3. For the TM Pool, we used a memory-
optimized instance type, the standard_e4_v3 , to ac-
commodate the intensive memory needs of cross-
correlation. We found that we needed a minimum
memory size of 32 GB, which is paired with 4 CPUs in
Azure’s virtual machine options, to avoid memory er-
rors from EQcorrscan. For the EQT Pool, we used a
compute-optimized instance type, the standard_f4s ,
also with 4 CPUs. The price of equivalent type but larger
(more CPUs) virtual machines increases linearly. This
is an advantage of using the cloud: it is the same cost
to run 60 equivalent machines for one minute as it is to
run 1 machine for 60 minutes.
We ran earthquake detection for the entire year of

2017 for both the TM and EQT branches on their cor-
responding Pools with increasing Pool sizes, from 1-64
nodes, or 4-256 CPUs, and documented compute time
and associated costs (Figure 4). The compute times re-
ported in Figure 4 include only the time needed to pull
the image once and then run the tasks described in Fig-
ure 3, and do not include the additional time needed for
waveform download, template construction, Pool start-
up, or pick and catalog post-processing. Pool start-up
times normally do not exceed 10 minutes, though this
varies based on current user traffic in the region. Since
start-up processes are run in parallel across nodes on
thePool, overhead start-up timesdonot tend to increase
with number of CPUs or GPUs. The times shown are the
mean of the compute time of all Tasks sent to the Pool,
which vary slightly due to detections per day and data
gaps. The costs associated with each earthquake detec-
tion run were calculated by multiplying compute time
and number of nodes by Azure’s per-hour pricing of the
corresponding virtual machine type at the time of writ-
ing.
We find that the compute times and costs of both

TM and EQT detection scale similarly with numbers of
CPUs, with TM detection taking on average 38% of the
time needed for EQT detection (Figure 4a). They no-
tably do not scale as one divided by the number of cores
despite our distributedmemory parallelization scheme,
because we do not use inter-node communication. We
do not parallelize across all CPUs in the Pool, but only
across groups of CPUs. So, if one day of detection takes
longer on Node 4 than on Node 5, the next detection
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Figure 4 Scaling relationships between compute time, cost, and number of CPUs used for both the Template Matching and
EQT workflows.

slated for Node 4 cannot be moved to Node 5 even if
Node 5 is idle.
For all Pool sizes tested, we find that the cost of com-

putation is less than $5 USD (Figure 4b). Both the TM
and EQT tests show that the minimum cost is associ-
ated with a Pool size of 4 nodes, or 16 CPUs, with costs
then increasing with increasing Pool size. The cost for
the TM tests are lower than the EQT tests due to lower
compute times; the virtual machine type used for the
TM Pool, standard_e4_v3 , was slightly more expen-
sive than that used for the EQTpool, the standard_f4s ,
at $0.25 USD/hour and $0.19 USD/hour, respectively.
Constructing our workflow to run only with CPUs and

not GPUs was a decision we made to simplify the set-
up of our Pools and to minimize the size of our Docker
container. By not requiring the CUDA libraries for our
Docker container, we reduced the size of the image from
6 GB to 1.4 GB. We also avoided the need for additional
complexity in the parallelization method, such that we
did not need to distribute tasks across both CPUs and
GPUs and manage the communication between them.
However, for methods that use deep learning networks
such as EQT, GPUs are typically employed duringmodel
training to significantly accelerate computation time.
In order to investigate how the speed-up offered by

GPUs compares to the lower cost of CPU-only instances,
we ran three tests of the EQT branch on an available lo-
cal server that had 4A100GPUswith 80GB of RAMeach.
Microsoft Azure has an equivalent virtual machine size,
the NC24ads, NC48ads, and NC96ads, with 24, 48, and
96 vCPUs, and 1, 2, and 4 A100 80 GB GPUs, respectively.
We evenly distributed the jobs among the GPUs. We
recorded the compute time for the 2017 data for three
separate tests running locally, using (1) 24 CPUs and 1
A100 GPU, (2) 48 CPUs and 2 A100 GPUs, and (3) 96 CPUs
and 4 A100 GPUs (Figure 4c). Using the timing informa-
tion and pricing information from Azure, we calculated

the equivalent cost to run on the cloud using the same
computing set-up (Figure 4d). The cost of running on
GPU instances is > 3x that of CPU-only instances, with
the F4s instance (24 vCPUs) costing $1.19/hour in the
West-US 2 region and theNC instance (24 vCPUs) costing
$3.80/hour.
For our use case, we find that the same computa-

tional speed-up from GPUs can be achieved with only
CPUs for a fraction of the cost. For instance, running
the EQT branch on one year of data using 128 CPUs
from the F4s instance had a compute time of 37 min-
utes, while the same test ran using 96 CPUs and 4 A100
GPUs took 38 minutes (Figure 4c). These two tests had
associated costs of $3.93 USD and $9.38 USD, respec-
tively. While the cost of both of these tests is relatively
inexpensive, we point out that the speed-up offered by
GPUs is marginal in comparison to the extra time and
effort needed to address the complications of paralleliz-
ing across GPUs and to increase the size and complex-
ity of the Docker container. It should also be noted that
these results are application dependent: we do not at-
tempt to parallelize the TM branch using GPUs with the
capabilities of the Fast Matched Filter method (Beaucé
et al., 2017) in order to avoid adding CUDA dependen-
cies to the containers.

Example Results
We report results of the TM and EQT detection work-
flows applied to one year of seismic waveform data. We
do not intend for these results to represent a thorough
comparison of the two methods because we did not it-
erate on thresholding parameters for either the TM or
EQT branches of detection. This section instead serves
as a demonstration of the results of our describedwork-
flow.
We apply the TM and EQT detection workflows to

waveform data from 2017 for the NV network, a cabled
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Figure 5 Results of earthquake detection on the NV network for the year of 2017. (a) Histogram of earthquakes detected
using either TM or EQT in comparison to the catalog of Krauss et al. (2023b), with binwidths of 1 week. The plotted TM events
all have absolute cross correlation sums of greater than 3.2, and the plotted EQT events all have at least 6 picks included in
the associated event. (b)Histogramof howmany overall pickswere common to theKrauss et al. (2023b) catalog for either TM
or EQT at a threshold of 0.5 s pick difference, with bin widths of 1 week. Note that the y-axis is shown in log-scale to improve
visual comparison. The data gap in 2017-08 was due to a network outage.

ocean bottom seismometer network that sits within
the hydrothermal vent fields of the Endeavour segment
on the Juan de Fuca ridge (Heesemann et al., 2014).
This area typically experiences at least 10 shallow small
earthquakes (Mw < 2.5) per day and frequent swarms.
Most recorded earthquakes are located within 40 km of
the network. For ground truth comparison of the re-
sults of TM and EQT detection, we use the catalog of
Krauss et al. (2023b), which was created using tradi-
tional STA/LTA methods and has a magnitude of com-
pleteness of Mw ~0.5 for earthquakes within the net-
work.

For theTMdetection, we use a set of 53 templates that
were chosen as representative of the most frequently-
occurring families of earthquakes with high waveform
similarity during 2017 following Krauss and Wilcock
(2022). This is far fewer than the total number of earth-
quakes (> 11,000) in the Krauss et al. (2023b) catalog for
2017 (Figure 5a), such that we do not expect the TM de-

tection to be able to fully reconstruct the entire catalog.
We present the TM detections that have a summed ab-
solute cross correlation across the eight template chan-
nels greater than 3.2 (Figure 5), equivalent to a median
absolute deviation threshold near 8. For EQT detection,
we use the EQT model pretrained on STEAD and re-
quired both P- and S-wave thresholds of 0.1, similar to
(Jiang et al., 2022; Scotto di Uccio et al., 2023). For EQT,
we include earthquakes that contain at least 6 picks af-
ter association through GaMMa (Figure 5).

In contrast to the 11,000 located earthquakes in the
Krauss et al. (2023b) catalog, theTMand EQTworkflows
find 3,543 and 924 earthquakes, respectively (Figure 5a).
Figure 5 compares the total number of picks made by
EQT and TM directly to the Krauss et al. (2023b) cata-
log, separately classifying those that are common to the
catalog (Figure 5b) and those that are “new” picks (Fig-
ure 5c). We classify a TM or EQT pick as common to the
Krauss et al. (2023b) catalog if it has the same station,
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phase, and occurs within 0.5 s of a pick in the Krauss
et al. (2023b) catalog.
Notably, TM and EQT find comparable numbers of

picks that are common to the Krauss et al. (2023b) cat-
alog (Figure 5b), even though TM decisively finds more
earthquakes overall (Figure 5a). The picks found by the
TM method are mostly “new” picks: only 2% of the TM
picks were also in the Krauss et al. (2023b) catalog. This
suggests that the picks found by TM are almost entirely
just smaller or noisier examples of the template events
that went undetected by traditional methods. In con-
trast, 62% of the picks found by the EQT branch are
also in the Krauss et al. (2023b) catalog. Therefore, al-
though EQT finds overall less earthquakes than TM, it
likely captures amore complete representation ofwave-
form diversity in the dataset.
These results support the complementary use of

template matching and pre-trained machine learning
models in constructing earthquake catalogs. Template
matching is typically used as a post-processing step
to expand catalog completeness after an initial cata-
log is constructed with machine learning (Shi et al.,
2022; Zhang et al., 2022; Zhouet al., 2021; Scotto di Uccio
et al., 2023). Our example results, which show that EQT
captures a wider range of waveforms while TM detects
smaller versions of similar waveforms, support the use
of EQT to create a starting catalog and then TM to ex-
pand the EQT catalog.

Discussion
We have documented that running seismic workflows
on commercial cloud providers can be relatively inex-
pensive. In our case, costs are < $5 to process one year
of continuous data for a small network (Figure 4). This
knowledge could significantly expand the ability of the
seismic community to perform research at scale: low-
cost cloud resources offer a valuable alternative to re-
searchers who do not have institutional access to HPC
resources. The pay-as-you-go nature of commercial
cloud resources also means that researchers can exper-
iment with different types and sizes of computing re-
sources before committing to the large start-up costs of
building a local cluster. This can also mean that fewer
machines are plugged in and unused.
However, it is important to reemphasize that working

in the cloud can be difficult and unintuitive. Our func-
tioning cloud resource system was only accomplished
after months of effort and occasional consultation with
data scientists and cloud experts. Much of the workflow
we report here relied on skills developed during aweek-
long “hackathon” with one-on-one help and devoted re-
sources. Our experience suggests that researchers will
need access to cloud expertise through their academic
institutions to realize the true potential of cloud com-
puting, although we hope the documentation provided
here can alleviate some of that need.
Another informative result of our cyberinfrastruc-

ture investigation is that the deployment of pre-trained
machine-learning workflows on CPU-only set-ups can
be as fast as and much easier than a GPU implemen-
tation, for the same or lower cost (Figure 4). We at-

tribute this to the large size of the CUDA package in the
container and the high speed of prediction using these
models on CPU. Traditionally, it is assumed that GPU
are better for machine learning workflows, but we sug-
gest that this statement is more strongly true for train-
ing these models. In contrast, Yu et al. (2023) report
that GPU use for prediction, not training, offers a sig-
nificant speed up in comparison to CPU-only computa-
tion. However, we point out that their timing bench-
marks are made using a production-level implementa-
tion that directly applies pre-trained machine learning
models to discrete non-continuouswaveforms. Alterna-
tively, our method uses SeisBench to pre-process wave-
forms and manage the overlapping of input continuous
data prior to application of themachine learningmodel.
Starting fromcontinuous data is very common formany
research workflows, and in such cases we have shown
that using CPUs can be more cost-effective.
To strengthen the transfer of local workflows to the

cloud beyond what we have demonstrated here, re-
searchers could create storage and compute instances
through code, referred to as “infrastructure as code”,
rather than through desktop portals (e.g., Morris, 2020).
We found that this was not feasible with the current per-
missions settings required with our chosen types of re-
sources, Azure Blob storage and Batch Pools, but we en-
courage researchers intending to set up large cloud sys-
tems that will run long-term to pursue non-portal work-
flows. Alternatively, point-and-click methods through
desktop portals as we have shown here can be an eas-
ily understandable way for beginners to get started
with cloud resources. It would also be possible for re-
searchers to emulate this workflow on other cloud plat-
forms such as Amazon Web Services or Google Cloud
Platform; the codes to interact with the cloud resources
(Azure Blob storage, Azure Batch) would need to be
adapted to the interface specific to the cloud provider,
but no significant changeswould need to bemade to the
code base itself.

Conclusion

Theworkflowwe present provides a basis for individual
researchers to adapt their local seismic processingwork
to the commercial cloud. We have documented how
to containerize code repositories using Docker, how to
construct and access storage in the Azure cloud, and
how to combine these resources to construct and ac-
cess computing resources in the Azure cloud. For re-
searchers unfamiliar with parallelization techniques in
general, we also provide examples for the paralleliza-
tion of seismicworkflows on localmachines. The learn-
ing curve associated with cloud set-up is steep. But, the
results of our scaling tests show that seismic processing
in the cloud is both cheap and fast. Since the low cost
of cloud computing makes large-scale processing more
accessible to the seismic community, the migration of
local workflows to the cloud is a worthy endeavor. We
hope this work can serve as a useful starting point for
other researchers.
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Abstract Reducing the seismic risk for societies requires a bridge between scientific knowledge and so-
cietal actions. In recent years, three subjects that facilitate this connection gained growing importance: open
science, transdisciplinarity, and ethics. Weoutline their relevance in general and specifically at the example of
‘dynamic seismic risk’ as explored in adedicatedworkshop. Weargue that these reflections canbe transferred
to other research fields for improving their practical and societal relevance. We provide recommendations for
scientists at all levels to make science more open, transdisciplinary, and ethical. Only with a transition can
we, as scientists, address current societal challenges and increase societies’ resilience to disasters.

1 Introduction
The devastating 2023 M7.8 Türkiye–Syria earthquake
sequence once again highlighted the gap between sci-
entific knowledge and action (e.g., Toomey, 2016): Al-
though the impacted region is known to be at high seis-
mic risk (i.e., highly seismically active, densely popu-
lated, and high physical and social vulnerability), the
political and societal conditions have complicated and
delayed protective measures (e.g., Hussain et al., 2023).
To reduce the seismic risk and prepare local communi-
ties, experts from different disciplinesmust collaborate
effectively in redesigning the built environment and en-
gaging the construction companies, politicians, resi-
dents, etc. in risk education andmanagement (Comfort
et al., 2023).
In recent years, three subjects have become increas-

ingly relevant to build that needed bridge between sci-
entific knowledge and societal action, namely open
science, transdisciplinarity, and ethics (see Figure 1).
These subjects have influenced scientific discussions
on how to transition from purely scientific research to
practical and societally relevant applications that in-
crease societies’ resilience to disasters (e.g., Marti et al.,
2022) – just as envisioned by several initiatives around

∗Address correspondence to Irina Dallo, ETH Zurich, Swiss Seis-
mological Service, Sonneggstrasse 5, 8092 Zurich, Switzerland,
irina.dallo@sed.ethz.ch

the world, including the EU Horizon 2020 programme,
the US National Science Foundation, and the UK Re-
search and Innovation funding agency
We, along with other early career scientists of RISE

(Real-time earthquake rIsk reduction for a reSilient Eu-
rope; EU Horizon 2020 project), identified these three
subjects in several virtual discussions while reflecting
on our needs to make our research efforts more soci-
etally meaningful and effective. Eventually, together
with senior scientists, we discussed and evaluated these
subjects during a three-day workshop in Naples (Italy),
October 26-28, 2022, under the theme “Bringing re-
search to practical applications that increase society’s
earthquake resilience” (Supplement 1). This theme re-
sembled RISE’s overall goal of advancing the scientific
and societal knowledge on dynamic seismic risk, the
overarching topic we additionally wanted to explore.
First, keynotes from experts gave us a background on
the three subjects, and lightning talks by all participants
revealed the range of our expertise. Second, we drew a
rich picture for the overarching topic and each subject
following the Soft Systems Methodology (Pohl, 2020):
separate groups sketch and express their ideas as men-
talmodels, receive feedback from the other groups, and
revise it accordingly (see Supplement S2a-d for the evo-
lution of the rich pictures). This approach allowed us to
integrate all our expertise on the topic and subjects.
In the following, we provide the conceptual back-
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groundof the threemain subjects, stress their relevance
in current research, and illustrate their link to dynamic
seismic risk (Figure 1). We believe that these reflections
can be transferred to any other research field since the
subjects affect various disciplines.

2 The three subjects in the light of dy-
namic seismic risk

To assess the impact of earthquakes on the built en-
vironment and people’s well-being, seismic risk com-
bines the knowledge about the potential ground shak-
ing due to future earthquakes (seismic hazard) with
the knowledge about the exposure and vulnerability of
buildings, infrastructure, and communities. However,
seismic risk is not constant but dynamic (varying in
time, space, and context) due to changes in short- and
long-term temporal variation of the hazard (e.g., occur-
rence of earthquake sequences, secondary effects such
as tsunamis, fires or landslides), exposure (e.g., popu-
lation growth and displacements, time of the day), and
vulnerability (e.g., retrofitting, structural degradation)
as well as complex interactions between individual and
social vulnerabilities (e.g., Orru et al., 2022). To ad-
dress these dynamics and related challenges, different
approaches are needed in different phases of the disas-
ter cycle (i.e., before, during, and after an earthquake
sequence) such as operational earthquake forecasting
(Jordan et al., 2011), dynamic exposure and vulnera-
bility modelling (Schorlemmer et al., 2020; Orlacchio
et al., 2021; Pittore et al., 2016), earthquake early warn-
ing (Allen andMelgar, 2019; Cremen andGalasso, 2020),
rapid loss assessment (Erdik et al., 2011), and recovery
and rebuilding efforts (Miles and Chang, 2006); see also
Supplement S2a.
The data, models, products, and services (hereafter

referred to as assets) that have been produced in RISE
contribute to all phases of the disaster cycle (Carr,
1932) and, taken together, address dynamic seismic risk
(Alexander, 2018). As outlined in the following three
sections, these assets can only be combined meaning-
fully if interdisciplinary research groups openly share
and document their inputs and outputs (Section 2.1), ac-
tively involve societal stakeholders (Section 2.2), and ap-
propriately consider ethical issues (Section 2.3). For ev-
ery subject, we dedicate three paragraphs: (§1) the the-
oretical concepts and advantages, (§2) their specific rel-
evance for dynamic seismic risk, and (§3) solutions and
good practices to implement them in future research.

2.1 Open science
Open science envisions transparent and accessible
knowledge that is shared and developed collaboratively
(UNESCO, 2022). It encompasses practices such asmak-
ing research outputs open (e.g., open access publica-
tions, open data, and open source software), verifiable,
and reproducible, as well as openly designing experi-
ments, methods, and analyses. This openness provides
many benefits, for instance making it easier to dissemi-
nate and communicate scientific knowledge, expedite
the scientific process by saving time for re-inventing

methods, receive constructive feedback from the sci-
entific community, and promote collaborative, cross-
disciplinary, and inclusive research practices. More-
over, opendata canhelp identify systematic datamisuse
(i.e., a potentially adverse use that was not originally in-
tended), particularly when issues in data analysis arise
(e.g., geographical correlation associated with causal-
ity; Flaherty et al., 2022). Open science is further guided
by the FAIR principles (Wilkinson et al., 2016), ensuring
Findability, Accessibility, Interoperability, and Reuse of
digital assets. For instance, a Digital Object Identifier
(DOI; Paskin, 2010) is key to guarantee correct attribu-
tion and access of an asset in the long term (Schyman-
ski and Schymanski, 2023). Moreover, open licenses
(see Table 1) ensure an unrestricted use of data, mod-
els, or other outputs while appropriately crediting the
creator. By complying with these standards and princi-
ples, cross-disciplinary efforts are possible (COAR et al.,
2021).
Dynamic (seismic) risk assessment requires linking

information from different assets and different phases
of the disaster cycle, therefore significantly benefiting
from an open approach. For example, the European
Plate Observing System (EPOS) positioned itself to fa-
cilitate the open and FAIR data transfer between insti-
tutions and multiple disciplines within solid-earth sci-
ences (Bailo et al., 2022; Marti et al., 2022). The EPOS
Thematic Core Service for Seismology (Haslinger et al.,
2022) enables homogenized monitoring efforts and col-
laboration based on seismic waveform data (ORFEUS),
rapid earthquake information (EMSC), and expertise
in seismic hazard and risk assessments (EFEHR); thus
connecting the different assets along the disaster cy-
cle. Also in RISE, some open science assets have been
created, such as the pyCSEP toolkit, an open source
software for developing and testing probabilistic earth-
quake forecasts (Savran et al., 2022a,b), so-called re-
producibility packages that contain code, data, and
other resources to reproduce research outcomes with-
out additional effort (e.g., Bayona et al., 2022, 2023;
Khawaja et al., 2023), an open sensor firmware platform
that supports creating real-time monitoring networks
(quakesaver.net), and a dynamic exposure model based
on crowd-sourced/citizen-science building data (Schor-
lemmer et al., 2020). These developments set an exam-
ple formaking the fundamental assets of dynamic (seis-
mic) risk assessment available. For the 2023 Türkiye–
Syria earthquake sequence, in particular, various initia-
tives (e.g., EERI, 2013; GDACS, 2023; GSLN, 2023) col-
lected open data and reports to facilitate scientific in-
vestigation, understanding, and dynamic risk reduction
strategies.
To date, several challenges restrict the dissemination

and development of open science (see also National
Academies of Sciences, Engineering, and Medicine,
2018). Here we emphasize four of them: (i) Open sci-
ence is not yet fully recognized as a part of science edu-
cation, therefore authorities (e.g., universities, science
ministries, research centers, funding bodies) responsi-
ble for overseeing science should put more emphasis
on open science; (ii) The tools and technologies being
used for open science are either unfamiliar or unavail-
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Figure 1 Overview of the three subjects (open science, ethics, and transdisciplinarity) and their relevance in dynamic seis-
mic risk to co-design user-centered services and products. Ethics not only influence dynamic seismic risk, but also open
science and transdisciplinarity (see Section 2.3 §2).The two empty dashed boxes at the bottom indicate further important
subjects that were not addressed but are similarly relevant (e.g., legality, equity, diversity, inclusivity; Klinkhamer, 2022).

able tomany scientists, thereby creatingbarriers to con-
ducting open science. Training and open tools for the
collaborative development of code, data, and methods
should be provided to researchers early in their careers;
(iii) Open science demands time, which is not yet con-
sidered in the researchers’ evaluation process. Efforts
for open science should be rewarded during the evalua-
tion process of a researcher, for example through quali-
tative assessments (e.g., Hicks et al., 2015); (iv) The costs
of open access publishing are usually high (in particu-
lar for journals of repute, which not all research insti-
tutions can afford; Sample, 2012), potentially discred-
iting research, leading to inequity (favoring those who
have the funds), and fueling ‘predatory’ journals (Pour-
ret, 2022); diamond open access journals like this one
support a transition in open access publishing (Rowe
et al., 2022).

2.2 Transdisciplinarity
Addressing current societal challenges requires trans-
disciplinary approaches (Peek et al., 2020; Vienni Bap-
tista et al., 2020), that is, integrating knowledge fromdif-
ferent scientific disciplines (interdisciplinary) and con-
sidering the values, knowledge, and needs of stakehold-
ers in the society, including the public and private sec-
tors, the general public, etc. (stakeholder engagement).
Transdisciplinary approaches acknowledge the societal
and scientific complexity of a problem (Hirsch Hadorn
et al., 2008), co-create knowledge and practices (Pohl
et al., 2021), tailor general scientific concepts to the
local context (Stablein et al., 2022), and develop user-
centered assets to contribute to disaster risk reduction
(Dallo, 2022; Raška, 2022). Fostering transdisciplinarity
is indispensable because we, as scientists, have a soci-
etal responsibility (Di Capua and Peppoloni, 2021) since
our scientific outputs can have a direct or indirect im-
pact on people’s lives (Marti et al., 2022).
Transdisciplinary efforts to assess risk perception

and awareness across communities and stakeholders
are essential for disaster risk reduction (UNDRR, 2022a).
The dynamic seismic risk framework develops products
for different stakeholders who actively participate in all
phases of the disaster cycle. In RISE, for example, inter-
disciplinary groups (consisting of engineers, seismol-
ogists, IT specialists, and communication experts) co-
designed products and services by involving civil pro-
tection, authorities, and the general public through fo-
cus groups, interviews, and surveys (Fallou et al., 2022;
Marti et al., 2023). It became apparent that a key factor
in improving risk mitigation strategies is strengthening
the relationship between scientists and stakeholders to
better understand societies’ needs and concerns.
Transdisciplinarity is not yet fully practiced by scien-

tists involved in disaster risk reduction activities, and
is not included in current discipline-specific academic
education programs despite the desire of early career
scientists (Bridle et al., 2013, Supplement 3). Two main
challenges are (i) building interdisciplinary groups and
ensuring effective interactions between the disciplinary
experts, and (ii) engagingwith civil society (a structured
and sometimes lengthy process) by building trust be-
tween scientists and stakeholders (UNDRR, 2022b). Re-
search infrastructures can foster the development of
a transdisciplinary research community in the field of
disaster risk (Peek et al., 2020) and provide powerful
tools (e.g., data, codes, expertise) to research groups
(e.g., Folch et al., 2023; Calatrava et al., 2023; Dañobeitia
et al., 2020). Access and interaction with research in-
frastructures should therefore be promoted and en-
couraged among the disaster risk community to ex-
ploit these opportunities. Further, developing effec-
tive risk-related communication, in particular for the
general public, is also challenged by potential misin-
formation, disinformation, and/or misunderstandings.
This has been again observed in the 2023 Türkiye–Syria
earthquake sequence (e.g., Panjwani, 2023). Thus, com-
munication experts must be aware of these dynam-
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ics and continue to provide useful, understandable,
and evidence-based recommendations to combat earth-
quake misinformation (Dallo et al., 2022a), help design
and implement strategies for efficiently communicat-
ing earthquake early warnings and forecasts (Dryhurst
et al., 2021; Freeman et al., 2023), and foster multi-
hazard communication among different stakeholders
(Dallo, 2022).

2.3 Ethics
Ethics is relevant to data collection, use, and process-
ing, as well as to data-driven decision-making – it must
be consciously considered by researchers. In general,
experts differentiate between internal and external (re-
search) ethics (ALLEA, 2013). Internal ethics refer to
good research practices such as complying with GDPR
and FAIR data principles, reflecting on conflicts of in-
terest or embracing the duty to produce open science
(Di Capua and Peppoloni, 2021; Wilkinson et al., 2016).
External research ethics refer to the relations between
science and society such as the potential misuse of in-
formation, the responsibility towards society, legal con-
sequences (e.g., L’Aquila trial in 2009), or inclusive re-
search cultures (ALLEA, 2013). These relations have a
long history, starting with defined ethical standards af-
ter World War II (Evers, 2001). Even though interna-
tional, European, and national ethical guidelines have
been established (e.g., AGU, 2017), their practical imple-
mentation is still in its early stages (Di Capua and Pep-
poloni, 2021).
An assessment of ethical implications is required

when personal data (e.g., socio-economic data) are
used to assess social vulnerability (Ferreira et al., 2015)
and/or consequences of disasters (Mezinska et al., 2016;
Louis-Charles et al., 2020). Ethical issues could arise
if outcomes of such assessments identify vulnerable or
minority groups which can be targeted for other pur-
poses (e.g., insurance plans). Granting public access
to data, models, or products of a dynamic risk frame-
work may lead to potential misuse by third parties,
which should be considered by the providers and/or sci-
entists beforehand, e.g. by clarifying the responsibil-
ity of any consequences. For example, an open earth-
quake forecasting (or risk) model could either be in-
correctly used or its results misinterpreted, which may
eventually reduce the trust in those models; or be in-
tentionally manipulated to provide exaggerated fore-
casts, which may create fear and panic among the pub-
lic. Ethics also matters when communicating certain
information: in the workshop we discussed whether
we could simply release probabilistic earthquake short-
term forecasts to the public (and if yes, how?). Although
those probabilities are produced by several institutions,
not every scientist may advocate their public release for
ethical reasons (e.g., potential misinterpretation, un-
intended panic, missing knowledge on translating the
probabilities into mitigation actions) – yet, our inter-
nal majority voted for an unconditional public release,
arguing that some information is more useful for (per-
sonal) decision-making thanno information. Currently,
a few institutions publicly release earthquake forecasts

only after a large earthquake occurred (e.g., USGS and
GNS). But for making (personal) decisions, people want
actionable information, not probabilities (Dallo et al.,
2022b).
But ethically, who decides what is actually consid-

ered right or wrong? We identified three possible cat-
egories: (i) ‘agreed upon’, where the necessary action
to undertake is obvious, such as doing open science, in-
volving more reviewers in the review process to reduce
bias, or improving education; (ii) ‘subjective’, where a
consensus is needed (such as publicly releasing fore-
casts), which can be obtained via voting (democratic)
or providing and discussing arguments; and (iii) ‘I do
not care’, where ethical implications are ignored or
considered irrelevant (which we think is not a solu-
tion, but we have had experiences where scientists had
this attitude). For the second category, which is the
most difficult one, one may not find a consensus eas-
ily and may need to wait for more information or bet-
ter arguments. Interestingly, a democratic approach to
consensus building may in itself be considered unethi-
cal because minorities are not adequately represented.
Therefore, evaluating ethical implications in practical
applications of research results is not trivial – potential
unethical situations must be carefully considered and
reflected upon.

3 So, what can we do now?
On all levels – individually, within labs, institution-
ally, nationally, and internationally – more efforts are
needed to foster open science, shift from discipline-
specific or interdisciplinary research to transdisci-
plinary research, and jointly discuss the ethical implica-
tions of our research. Transdisciplinarity, in particular,
is not sufficiently rewarded and encouraged within the
academic sector (Müller and Kaltenbrunner, 2019), and
all three subjects presented here are, at best, only par-
tially addressed during academic training and career
development.
In Table 1 we provide some practical guidelines and

general suggestions on how to better address these
three subjects. We advocate that research institutes and
supervisors integrate them in their training programs
for early career scientists, go beyond purely discipline-
oriented training, motivate other scientists to consider
these subjects in their projects, and bring them up in
discussions with colleagues (from other disciplines) or
outside academia. Specific programs for short visiting
periods or fieldwork might enforce transdisciplinary
connections and could be supported financially.
We further suggest that researchers’ activities and

projects should also be evaluated based on their contri-
butions in terms of transdisciplinarity, openness, and
ethical compliance to promote excellence and fairness.
Finally, on an university, institutional, or project level,
we argue that sessions with practical guidelines are
needed to ensure that current and future research ex-
cellence considers the three subjects. We are aware
that a fixed set of practices and guidelines are not suf-
ficient; for instance, achieving openness in science is
also a process of negotiation and dialogue with atten-
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The subjects Practical guidelines General suggestions

Open Science

• FAIR Principles
• OpenAire Open Science Guides
• Open Science Training in TRIPLE (Provost
et al., 2023)

• Ten rules for implementing open and re-
producible research practices (Heise et al.,
2023)

• FOSTER: Open Science Toolkit
• Open Science: A Practical Guide for Early-
Career Researchers

• Open Data Commons Licenses
• Creative Commons Licenses
• Open Source Initiative – Licenses Overview
• EC’s Joinup Software License Assistent

• Provide training anduseopen tools for a collaborativede-
velopment of code, data, and methods.

• Incentives to focus on open science, e.g., publishing soft-
ware packages should be acknowledged in performance
evaluations (Journal of Open Source Software Merow
et al., 2023)

• Incentives for qualitative evaluations of researcher out-
put, e.g., DORA, Leiden Manifesto, CoARA.

• Preferentially publish in (diamond) open access journals

Transdisciplinarity

• td-net toolbox
• What is transdisciplinary research?
• Ten steps tomake your researchmore rele-
vant

• EU action catalogue
• Participatory methods
• Communication Guide: How to fightmisin-
formation about earthquakes? (Dallo et al.,
2022a)

• Research Culture – creating an inclusive re-
search environment (e.g., Royal Society)

• Professors should actively share their knowledge about
stakeholders’ decision-makingprocesseswith their junior
scientists, e.g., by dedicated seminars.

• Training activities (e.g., workshops) where researchers
candirectly apply transdisciplinaritymethods,which they
can use for their research.

• Real-world laboratories to facilitate the co-productionbe-
tween scientists and stakeholders (Pärli et al., 2022).

• Promote more inter- and transdisciplinary interactions
(Bridle et al., 2013).

• Align incentives (e.g., promotion criteria, tenure, job ap-
plications, funding for visiting, and fieldwork). Recognize
the value of transdisciplinary journals.

Ethics

• Ethics Education in Science
• Artificial Intelligence & Ethics
• Code of Conduct for Scientific Integrity
• What is Ethics in Research
• International Association for Promoting
Geoethics

• Claim support for assessing ethical implications of re-
search activities (e.g., ethical review specialists).

• Improve reviewmechanisms to avoid bias and subjectiv-
ity.

• Build consensus by considering diverse perspectives.
• Foster practices and approaches for fieldwork (Ryan-
Davis and Scalice, 2022).

All three subjects

• The Turing Way: Practical handbook with
focus on reproducible, collaborative, and
ethical research

• Best practices for transparent, repro-
ducible, and ethical research (de la
Guardia and Sturdy, 2019).

• Training courses for early career scientists, seniors, super-
visors, etc. (at the institutes) (Nature, 2023).

• Project workshops discussing these subjects in the light
of the overall project theme or subtasks (as we did, see
Supplement S1).

• Build rewardmechanisms for research that adopts trans-
disciplinarity, complywith open access principles, and/or
covers ethical aspects.

• Supervisors should be role models (Haven et al., 2022).
• Engage in knowledge transfer and dissemination activi-
ties to the society.

• Foster interaction with research infrastructures (both at
individual level and for research groups).

Table 1 A selection of practical guidelines for each of the three subjects (middle column) and general suggestions to proac-
tively address them (right column). The last row refers to all three subjects.
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https://www.go-fair.org/fair-principles/
https://www.openaire.eu/guides
https://www.fosteropenscience.eu/toolkit
https://zenodo.org/record/7716153
https://zenodo.org/record/7716153
https://opendatacommons.org/licenses
https://creativecommons.org/about/cclicenses/
https://opensource.org/licenses/
https://joinup.ec.europa.eu/collection/eupl/solution/joinup-licensing-assistant/jla-find-and-compare-software-licenses
https://joss.theoj.org/
https://sfdora.org/
http://www.leidenmanifesto.org/
https://coara.eu/
https://naturalsciences.ch/co-producing-knowledge-explained/methods/td-net_toolbox
https://www.uu.nl/en/research/transdisciplinary-field-guide/get-started/what-is-transdisciplinary-research
https://i2insights.org/2018/01/23/making-research-more-relevant/
https://i2insights.org/2018/01/23/making-research-more-relevant/
http://actioncatalogue.eu/
https://www.participatorymethods.org/
https://www.research-collection.ethz.ch/handle/20.500.11850/530319
https://www.research-collection.ethz.ch/handle/20.500.11850/530319
https://royalsociety.org/topics-policy/projects/research-culture/
https://www.allea.org/wp-content/uploads/2015/07/Statement_Ethics_Edu_web_final_2013_10_10.pdf
https://ethics-of-ai.mooc.fi/
https://api.swiss-academies.ch/site/assets/files/25607/kodex_layout_en_web-1.pdf
https://www.niehs.nih.gov/research/resources/bioethics/whatis/index.cfm
https://www.geoethics.org/
https://www.geoethics.org/
https://the-turing-way.netlify.app/welcome
https://publications.iadb.org/en/best-practices-transparent-reproducible-and-ethical-research
https://publications.iadb.org/en/best-practices-transparent-reproducible-and-ethical-research
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tion to socio-cultural contexts and diverse perspectives
(Leonelli, 2023) – i.e., the interaction of three subjects
outlined here. Likewise, open and transdisciplinary ap-
proaches can help with a better training in the ‘ethical
dimension’ of science. Onlyby embracing this openand
inclusive system of knowledge production can we, as
scientists, help address current societal challenges and
ultimately contribute to increasing societies’ resilience
to disasters.
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Abstract Earthquakes in Nepal are among themost damaging natural hazards, claimingmany lives and
causing more widespread destruction than any other natural hazard. Yet, due to other difficulties and chal-
lenges, earthquakes are at the forefront of people’s attention only aftermajor events, such as the 1934 or 2015
earthquakes. As a result, current preparednessof thepopulation toearthquakes is far below theoptimal level.
This calls for an immediate and widespread educational effort to increase awareness and to raise the current
young generation responsibly. After describing the current status of earthquake education at various school
levels in Nepal, we here propose a series of actions to undertake towards an official education policy, starting
from full openness and use of languages, via coordination and teacher’s training, to the content, frequency
and style of curriculum. We conclude on a timeline of actions, which have various lengths but should start to-
day. Wehope that by sharing our researcher and educational experience and thoughts, the actual preparation
of the earthquake education policy for Nepal will start being developed under a dedicated team. Elements of
the proposal presented here can be used and adapted to other regions at risk around the world.

सारांश (Nepali)

नपेाल भौगोिलक रुपमा उच्च भकूम्पीय जोिखममा पछर् साथै अन्य ूाकृितक ूकोपको तलुनामा धरैे ज्यान िलने र धरैे
क्षित पयुार्उने ूाकृितक ूकोप भकूम्प हो। मािनसहरुको चतेनाःतर, आिथर्क िःथितलगायत िविभन्न किठनाइहरुले गदार्
भकूम्प सरुक्षा जनताको ूाथिमकतामा पदैर्न। जव ठलुा (िव.स.२०७२ सालको जःत)ै तथा महाभकूम्प (िव.स.१९९०
सालको जःत)ै हरु नपेालमा जान्छन तव मािनसहरु यसको बारेमा सचते भएको जःतो दिेखन्छ। वतर्मान अवःथामा
मािनसहरुले भकूम्प सरुक्षाको लािग गरेको तयारी पयार्प्त छनै। फलःवरूप, वतर्मान यवुा पःुतालाई भकूम्प सरुक्षामा
जागरुक गराउन तथा भकूम्प तयारीमा िजम्मवेार बनाउनको लािग तत्काल र व्यापक शिैक्षक ूयासको आवँयकता
छ। हामीले नपेालका िविभन्न िवद्यालयमा भकूम्प िशक्षाको वतर्मान अवःथाको बारेमा अध्ययन गरेका छौं साथै उक्त
अध्ययनपँचात भकूम्प सरुक्षाको लािग आिधकािरक िशक्षा नीित िनमार्णको लािग आवँयक योजनाहरु पिन ूःताव गरेका
छौं। हाॆा ूःतावहरुमा ःथानीय तथा िविभन्न भाषाको ूयोग, िनः शलु्क शिैक्षक सामामीको उपलब्धता, सम्बिन्धत
िवषयमा िशक्षकहरुलाई तािलम र तािलमको िनरन्तरता, तथा पाठ्यबम पिरमाजर्न र पाठ्यबमको शलैी आिद छन्।
हामीले ूःताव गरेका शिैक्षक नीित िनमार्णको लािग गन ुर्पनेर् कामहरु फरक फरक समय र अविधमा सम्पन्न गनर्
सिकन्छ। नयाँ योजनाहरु कायार्न्वयन गनर् र ूितफल आउन धरैे समय लाग्ने भए पिन उक्त योजनाहरु तत्काल सरुु
गनर् सिकने ूकारका छन्। नपेालको लािग भकूम्प िशक्षा नीित िनमार्णको वाःतिवक तयारीमा हाॆा अनसुन्धानका
पिरणाम, शिैक्षक अनभुव तथा सोचहरु उपयोगी हनुछेन र नीित िनमार्णको तयारी एक छटु्टै टोलीले गनेर्छ भन्ने आशा
िलएका छौं।यहाँ ूःततु भकूम्प िशक्षा नीित िनमार्ण ूःतावहरु िवँवमा भकूम्पको जोिखम रहकेा अन्य दशेहरुमा पिन
ूयोग तथा अनशुरण गनर् सिकन्छ।

Introduction
Earthquakes in Nepal are the natural hazard with one
of the highest rates of casualties and the most pow-
erful and widespread destruction capability (Figure 1;
Subedi, 2020). This is not only an observation of the
past, but because the collision between the India litho-
spheric plate and the Tibetan Plateau as well as the re-
lated geological processes will continue the same way
overmillions of years, it is alsoNepal’s future. However,
the preparedness level of Nepal’s population to earth-

∗Corresponding author: gyorgy.hetenyi@unil.ch

quakes is poor, and clearly below the risk represented
by earthquakes. This calls for a multitude of actions,
among which the introduction of a comprehensive edu-
cation policy is the one that will reach the entire society.

Earthquake research and information sent to schools
and society in Nepal have been ongoing for decades, yet
to our knowledge there is no country-wide effort nor
policy thatwould regulate and coordinate actions in this
theme. The National Earthquake Monitoring and Re-
search Centre (NEMRC) has been active for more than
four decades, and does an excellent job locating earth-
quakes and sending information to the government and
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Figure 1 Examples of damage from the 2015 Gorkha earthquake. (a) Gorkha Barpak (epicenter village) before and after
the Gorkha earthquake when the earthquake destroyed almost all houses (Adhikari, 2021). (b) Historic Kathmandu tower
“Dharahara” before and after the 2015 Gorkha earthquake (Shrestha, 2016).

the public. However, because of the lack of human re-
sources and direction from the government, NEMRC is
currently not involved in any earthquake awareness ac-
tivity. The National Society for Earthquake Technology
(NSET) has been working in Nepal to build earthquake-
safe schools so that local communities develop their ca-
pacities to cope with earthquakes. The School Earth-
quake Safety Program has been running since 1997 to
protect schools against earthquakes. However, these
efforts remained primarily focused on the Kathmandu
region to assess school buildings' structural and non-
structural vulnerability and retrofitting, and have not
reached the countryside, which is in dire necessity of
development.

KathmanduValley has benefited froma fewcase stud-
ies for earthquake risk management and risk mitiga-
tion. With the main objectives of formulating a plan for
earthquake disaster mitigation and protecting life and

property, the Japan International Cooperation Agency
(JICA) carried out a study in 2001-2002. Their report
suggested establishing an earthquake early warning
system, a municipality disaster management institu-
tion, building code improvement, and a comprehensive
database for earthquake mitigation (Dixit et al., 2000).
Similarly, a project in the Kathmandu valley was im-
plemented by NSET in association with GeoHazards In-
ternational (USA). While a building code has been pub-
lished, its implementation would need to be at a signif-
icantly higher level across the country.

In the meantime, the Government of Nepal has initi-
ated an annual National Earthquake Safety Day (NESD).
It was first held in 1999, on the day of the 1934 earth-
quake: the 2nd day of the Magh month of the Nepali
calendar (corresponding to around mid-January), with
the goal to raise public awareness about earthquakes
(A.D.C.P., 2000). Another project, called SAFER Nepal,
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led by the University of Bristol (UK), aims to de-
velop a comprehensive scheme for enhancing the seis-
mic safety and resilience of school buildings in Nepal
(www.safernepal.net). Kathmandu's students, teachers,
and residents benefited from the Nepal Red Cross So-
ciety training in essential disaster management plan-
ning in 2010 (https://reliefweb.int/report/nepal/training-
schoolchildren-earthquake-preparedness).
After the most recent major earthquake in 2015, the

GorkhaearthquakeMemorialDayhasbeenadded to the
list of annual events and earthquake-related official pro-
grams. The implementation of a revised building code
becamemandatory fornewconstructions,mainly inbig
cities andmunicipalities. In 2015, theNepalAcademyof
Science andTechnology (NAST) installed anEarthquake
EarlyWarning system for testing purposeswith the sup-
port of the ChineseGovernment. Regarding earthquake
education, a minor update in the official curriculum
added a new chapter for grade 12 students who chose
the optional physics class, entitled “Recent Trends in
Physics: Seismology”. In general, the theme of earth-
quakes is widely covered in national and mostly local
newspapers, television, and social media if there is an
earthquake of felt level.
However, even after the 2015 Gorkha earthquake,

when national and international non-governmental or-
ganizations tried to initiate earthquake preparedness
projects around Kathmandu for local people, the ef-
forts remained geographically rather limited. In 2015,
the Government of Nepal established the National Re-
construction Authority to oversee and fast-track recon-
struction work, which has now merged with the Na-
tional Disaster Risk Reduction and Management Au-
thority (NDRRMA). In addition, the Asian Development
Bank (ADB) approved the Earthquake Emergency Assis-
tance Project andmore stable schools were constructed
to meet disaster risk-resilient standards (see at http://
dx.doi.org/10.22617/BRF220261-2). USAID and UNICEF
also contributed to disaster risk reduction training
to establish education in earthquake-affected districts.
Many of these projects and programs have a limited du-
ration, however, reflecting the difficulty to secure long-
term foreign funding.
In 2018, the Government of Nepal published the Na-

tional Policy for Disaster Risk Reduction (MoHA, 2018)
with the support of the United Nations Development
Programme (UNDP). The document is comprehensive,
and mentions awareness raising programs. The policy
itself (section 7) lists 59 points, among which “educa-
tion” is mentioned four times. Themost prominent and
fitting is point 7.1: “The subject of disaster risk will be in-
corporated in the curriculumof school and the higher level of
education.” This goal is outstanding, but the document
gives very little concrete elements describing what is
meant, and how it will be implemented. In practice, in
the field, we could not find palpable elements reflecting
the NPDRR.
Overall, while every project effort towards increased

awareness is worthy and laudable, Nepal as a whole
still lacks an implementation concept and application
scheme of the above policy that would efficiently bring
forward the whole society’s preparedness. It is to

foster the change underlined by the NPDRR that we
have written the present document. We have not been
responsible for the full development of any legally
binding, administrative policy definition so far. How-
ever, our intention with this paper is not just mere
dreaming: it is based on various backgrounds and ex-
periences. These range from extensive fieldwork in
Nepal, especially the initiation and implementation of
the Seismology at School in Nepal program (Subedi
(2020); www.seismoschoolnp.org), developing Memo-
randa of Understanding for the scientific cooperation of
dozens of research institutions (e.g.Hetényi et al., 2018),
and teaching experience at all levels from elementary
school (age 6) to university and adults’ dedicated train-
ing.
This paper begins with describing why earthquake

education is needed, with the intention for Nepal to de-
velop its corresponding educational policy and its im-
plementation in a convincing manner. A list of pro-
posals for what to develop is discussed, together with
thoughts on how. This development is highly relevant
for better preparedness of the public, and for mini-
mizing damage at future earthquakes. As one of our
colleagues, Mark Vanstone, rightly said at a workshop:
“Earthquake education in the UK is simply a matter of
motivation. Proper earthquake education in Nepal is a
question of death or life.”

1 Data on earthquakes and education
1.1 Earthquakes
It is the same geological processes which have formed
the Himalaya that cause earthquakes. These processes
have happened for tens of millions of years, and from
that point of view even devastating earthquakes happen
often. However, compared to a human life’s timescale,
which is measured in just tens of years, devastating
earthquakes occur relatively rarely. This is only an ap-
parent perception. When reading the historical and ge-
ological records of the past hundreds to few thousand
years, we find numerous large earthquakes that have
devastated the region of Nepal (Table 1). Therefore, and
because such geological processes repeat in time, we
can be 100% sure that similar earthquakes will happen
again and again, it is only a question of time. As a con-
sequence, adequate preparation is sorely needed.
For those to whom the above comparison of times

is too far-fetched, let us recall the main elements of
the 2015 Gorkha earthquake: despite that the magni-
tude was not the highest of the region (7.8), and that
KathmanduValley has experienced fairly little damage,
nearly 9000 people died (http://drrportal.gov.np/), and
the financial damage amounted to 50% of Nepal’ an-
nual Gross Domestic Product. Similar or worse events
are likely to happenwithin the next human generations’
time span.

1.2 Education in Nepal
We base our assessment on the current education sit-
uation in Nepal. This is rooted in the National Cur-
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Date Magnitude Max. Region Summary Source
(Mw) intensity references

2015.05.12 7.2 VII Kodari
• Destructive landslide in Langtang valley
• More damage in Sindhupalchok U, K15, A16

2015.04.25 7.8 IX Gorkha

• ∼ 9000 casualties
• ∼ 22 000 injured
• ∼ 886 000 affected families
• ∼ 7 billion USD damage (50% of annual
GDP)

A15, P17, M15,
U

2011.09.18 6.9 ? Sikkim
• Total of 111 casualties of which 6 deaths in
Nepal

• Epicenter close to Nepal border
IG

1988.08.20 6.8 ? Udayapur

• >700 casualties
• >6000 injured
• >20 000 houses destroyed

IG

1980.08.29 6.5 ? Bajhang
• >170 casualties
• >10 000 houses destroyed IG

1936.05.27 6.9 ? Rukum - IG

1934.01.15
(became Nepali
earthquake
safety day)

8.4 IX Eastern Nepal

• >8500 deaths in Nepal
• >7200 deaths in India
• >80 000 houses destroyed in Nepal

CM97, S13, S16

1833.08.26 7.6 VIII Central Nepal • ∼500 casualties AD04

1808.06.04 ? ? Kathmandu • Major destruction R35, P02

1505.06.06 > 8 XII Western Nepal
• Epicenter close to Mustang
• Felt in India and Tibet I99, AJ03

1344.09.14 ? XII Central Nepal
• Major destruction
• The King died P02

1255.06.07 ? XII Eastern Nepal

• One third of the population killed
• The King died
• Major destruction

P02

Table 1 Overview of significant earthquakes known to have occurred in Nepal since 1223 A.D. Our records are incomplete
and further events occurred earlier in history. Abbreviation of source references: U – USGS, K15 – Kargel et al. (2016), A15 –
Adhikari et al. (2015); P17 – Prajapati et al. (2017); M15 – MoHA (2015); IG – ISC-GEM Bondár et al. (2015); CM97 – Chen and
Molnar (1977); S13 – Sapkota et al. (2013); S16 – Sapkota et al. (2016); AD04 – Ambraseys and Douglas (2004); R35 – Rana
(1935); P02 – Pant (2002); I99 – Iyengar et al. (1999); AJ03 – Ambraseys and Jackson (2003)

riculum, which prescribes the minimum level themes
and topics to be taught, in Nepali language (except for
English subjects) mostly in public schools, but also in
English language in private schools. Nowadays, some
public schools have initiated their classes in both lan-
guages. This baseline curriculum, however, can be very
differently implemented in public and private schools,
which often use different books and educational mate-
rial. Moreover, the implementation of the National Cur-
riculum varies across levels with different bodies inter-

vening in its definition:

• The Curriculum Development Centre (https:
//moecdc.gov.np/) of the Ministry of Education has
the mandate to develop curricula, textbooks, and
educational materials for school education (classes
1- 12).

• At the Elementary level (classes 1 to 8), the local
governments have explicit authority to develop tai-
lored curricula for local subjects (credit hours: 4
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Education level Grades Relevant authorities Seeds of advice

Primary 1-8
• CDC of the Ministry of
Education

• Local Government

1. Define nation-wide earthquake education curricu-
lum, add content with respect to grade/age of stu-
dents

2. Introduce regional and local examples

Secondary 9-12
• CDC of the Ministry of
Education

1. Add Seismology content/chapter to the Physics
class

2. Include earthquakes in a compulsory class, for ex-
ample social studies

University Bachelor and above • CDC of the University

1. Initiate a Department for Earth Sciences
2. Develop an earthquake preparedness plan
3. Include earthquakes in a compulsory subject in all

degrees
4. Form teachers’ teachers to increase the number of

trained teachers inprimaryandsecondary schools

Table 2 Overview of education levels, authorities and seeds of advice for curriculum development. Abbreviation: CDC –
Curriculum Development Centre.

out of 32), hence, they can shape the contents.
There are 753 local governments, inherently lead-
ing to disparities across Nepal.

• At the Secondary level (classes 9 to 12), the Curricu-
lum Development Centre can shape the curricula.
Therefore, we can expect more similarity between
schools.

• At the University level, it is each university’s Cur-
riculum Development Centre (for example, https://
tucdc.edu.np/, https://pu.edu.np/academics/cdc/) or
special committee formed by the university who
can develop, modify and execute the curriculum,
which can lead to rather homogeneous teaching
provided there is agreement on the source of con-
tents.

These information are summarized by education
level in Table 2, together with seeds of advice for cur-
riculum development.
Compared to the administration hierarchy of Nepal,

one can observe that the Province Governments are not
directly involved in the curriculum shaping. We find
that the overall organization landscape is rather com-
plex, and that the introduction of new educational con-
tent requires coordination between these different bod-
ies. We anticipate this is better done as early as possible
in the process, and holds not only on the content, but
also on the frequency of teaching a given topic in the
classroom.

2 Methodology
The rationalewepresent in this paper to suggest key ele-
ments for developing an educational policy is based on:
a broad, personal experience of growing up in Nepal
and following the entire educational pathway there for
the second author; extensive field experience in sci-
entific research for the first author; and in-depth ex-

changes with teachers and students in the frame of
the Seismology at School in Nepal educational program
we have initiated and carried out together since 2017.
These latter efforts have not only covered purely educa-
tional aspects, but we have also investigated the Hindu
religious perspective on earthquakes (Subedi and Het-
ényi, 2021), we have triggered and worked across the
disciplines to develop and tobroadcast theNepali Earth-
quake Awareness Song (YouTube link: https://youtu.be/
ymE-lrAK0TI; Figure 2), and recently inspired the realiza-
tion of a new card game (Figure 3) to sensitize students
to the importance of earthquake preparedness.
Beyond these experiences in Nepal, we have also

gathered relevant inputs from around the world,
through publications (e.g., “The Power of Citizen
Seismology: Science and Social Impacts” special vol-
ume, available at https://www.frontiersin.org/research-
topics/10854/the-power-of-citizen-seismology-science-
and-social-impacts#articles), other online information,
and personal discussions with experts in this domain,
mainly the UK, France, Switzerland, the USA, Hungary,
and Italy. It is based on all this information that we have
discussed and developed the proposals for a modern
earthquake education policy tailored to Nepal.

3 Proposals for and Discussion on an
Education Policy

3.1 Openness
We put a large emphasis on full and immediate open-
ness of all educational material. Part of the re-
search community, including seismologists, still em-
ploys closed or embargoed data, as well as publications
that are only available based on subscription. This is
not only unnecessary but also counterproductive in the
educational context. The education policy, all educa-
tional material and anything that helps efficient knowl-
edge transfer should be publicly, freely, and immedi-
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Figure 2 Poster of the Earthquake Awareness Song, an
audio-video document to increase earthquake prepared-
ness in Nepal. Lyrics in Nepali and in English are available
in the video’s description (https://youtu.be/ymE-lrAK0TI).

ately available in locations where users find it without
obstacles. We recommend a central website with high-
quality, digital and searchable information at least in
Nepali and English languages.

3.2 Language
Although the official language isNepali, we recommend
maintaining English as the second language in which
the policy and the curriculum are prepared and pub-
lished. The English version of the policy will facilitate
its future update by international experts. For greater
inclusivity, we also propose that the main elements of
earthquake preparedness, e.g. the “Drop – Cover –
Hold” principle, are prepared in every written language
anddialect inNepal (there are 17withminimum100 000
speakers each (Central Bureau of Statistics, 2012)). For
all other non-written languages and dialects (over 100),
we propose that local teachers spread the information
orally, or through the radio, TV, and voice messages if
these are technically possible and available for the tar-
get population.

3.3 Coordination and teacher’s training
As described under Data (section 1), education coor-
dination in Nepal involves several actors and layers of

hierarchy, such as local government, Curriculum De-
velopment Centre, etc. The introduction of a new ed-
ucation theme (earthquakes) in a comprehensive way
therefore requires efficient coordination between these
groups. Since the topic is in some ways new, and could
be initially regarded as out of the ordinary, it is ex-
tremely important that the right experts are involved in
the coordination. But how can these experts be identi-
fied if there is currently no deep-reaching earthquake
education in Nepal?

We see this current proposal as the first step to re-
solve this apparent chicken-or-egg problem. There ex-
ists sufficient information on earthquakes to make the
first step, to create the policy and to prepare the educa-
tional material. However, a very important second step
must follow to ensure a sustainable system: the train-
ing of teachers, who are able to teach the new theme
at every level and in each school. A one-time training
of elementary and secondary school teachers is not suf-
ficient. Training should be regular, and for that to be
implementable, a large number of expert teachers are
required across the country. This calls for the introduc-
tion of earthquake science as a proper program at the
university level. The current Geology curriculum and
the current Physics curriculum are insufficient and un-
able to fulfill this goal, as earthquake science (seismol-
ogy) is part of geophysics, which falls between the two.
Therefore, for the sustainable implementation of earth-
quake education policy, a university level geophysics
program is desired.

Ultimately, this requires active researchers and teach-
ers to be hired at the University level, to serve as teach-
ers’ teachers. This is how most teachers in Western
countries are formed: they follow higher level stud-
ies at Pedagogical Schools or Teacher Education pro-
grams. This idea is not new; for example it has al-
ready been employed – in very different contexts – at
the end of the 18th century in France (see the École Nor-
male Supérieure), and in the 19th century in Hungary
(the József Eötvös Collegium). The difference to an en-
tire teacher’s training curriculum for the current goal
of earthquake education in Nepal would be that teach-
ers follow short upgrades or block course to familiarize
themselves with the topic and how it can be taught in
various classes. In other words, it could become teach-
ers’ professional development to attend such trainings,
just as they could attend such events on climate change,
geopolitics etc. In our experience with workshops or-
ganized for teachers in the frame of the Seismology-
at-School-in-Nepal program, 1-2 days for 40-100 atten-
dees can be efficient, and also provide a useful venue
for teachers to exchange between them. In Nepal,
such an effort should be aided by the National Earth-
quake Monitoring and Research Centre and the Nepal
Academy of Science and Technology, but because nei-
ther of these are educational institutions nor can they
host large number of students, it remains the Universi-
ties’ role to lead higher education training.
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3.4 Introduction to the curriculum, diffusion
of information, and frequency

The primary way of spreading relevant earthquake and
preparedness information to the society should remain
the schools. We think that it is not the amount, but the
frequency and regularity of teaching that will make a
difference. Practically, the amount of material to teach
tomake an impact is not enormous, butwhether the stu-
dents are exposed to it once a year or once amonth does
make a huge difference. Teachers participating in our
Seismology at School in Nepal program confirm this; a
survey taken with hundreds of students before the start
of the program as well as 2 years after show that the
teaching program has already made a positive impact
(Subedi et al., 2020b).
A step in the program-building process will be a com-

prehensive review of existing programs, practice and
effective strategies. Nevertheless, a few points can al-
ready be put forward here. In the Elementary levels 1-4,
we propose monthly or bi-monthly activities, in a sub-
ject that connects to the environment or geography. Any
kindof game, for example our educational card gameon
earthquakes (Figure 3) could be included. In levels 5-8,
the frequency could become monthly, and history and
social science classes could also include topics related
to earthquakes. In the Secondary level (levels 9-12),
the compulsory Sciences or Social sciences class could
lead, possibly helped by computer science, for example
for the search and visualization of earthquake informa-
tion, or a hands-on exercise of simple earthquake loca-
tion using the tutorial provided by Subedi et al. (2021).
TheUniversity level teaching should encompass the full
spectrum of information, ideally combined with some
computer programming exercises.
At all levels, the students should be shown where

the Emergency Meeting Point (Figure 4) of their build-
ing/school campus is, and regular earthquake evacu-
ation drills should be performed: run outside if on
the ground floor, “Drop-Cover-Hold” if on upper floors.
Schools that have the opportunity to use a low-cost
seismometer can develop various activities for all age
classes around those (Subedi et al., 2020a).
Beyond the school frame, numerous other pathways

exist to inform the entire society. Obviously, a selec-
tion needs to be made, so that this information forms
an official, recognized channel, not too frequently, but
in a focused, to-the-point manner. These pathways
include social media (e.g., Facebook, Twitter, Insta-
gram), governmental television channel (Nepal TV), ra-
dio, private televisions, GSM mobile voice message, as
well as internationally used andacknowledged informa-
tion distribution such as “Recent Earthquake Teachable
Moments” by the EarthScope Consortium (Bravo and
Hubenthal, 2016) and the “@LastQuake” Twitter bot by
EMSC (Chen et al., 2020; Bossu et al., 2023). Here again,
the emphasis is on regularity. Finally, all relevant infor-
mation should be available digitally in an open website.

Figure 3 Some of the cards from the earthquake card
game “Beat the Quake”. The game was developed in 2021
for the Seismology at School in Nepal program (initial ideas
and support: György Hetényi and Shiba Subedi, devel-
opment and testing: Gergely Szakács, graphics: Levente
Forgács).

Figure 4 Emergency assembly point sign in Nepali and
English, developed and implemented by the Seismology at
School in Nepal program.
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3.5 Respect of religious and traditional be-
liefs, social context

Although we have anticipated this topic before starting
our Seismology at School in Nepal, we have encoun-
tered a broader range of questions in the field regard-
ing the scientific approach to earthquakes, and how
they compare with local beliefs. Although most school
students (and people in general) can likely be con-
vinced about the geological approach to earthquakes,
one should avoid any conflicts with those who strongly
believe in other explanations of earthquakes. Teach-
ers should be aware of this potential source of con-
frontation, and instead of contrasting scientific and tra-
ditional interpretations, they could present both and
initiate discussion. A description of how Hindu texts
mention earthquake phenomena is presented in Subedi
and Hetényi (2021). Adapting this point to other re-
ligious contexts around the worlds requires some re-
search and discussion with historians, theologists and
sociologists. Furthermore, the perception of hazard
and risk in the local communities canbe researched fur-
ther to improve preparedness (e.g. Adhikari et al., 2018).

3.6 Alerting
In Nepal the authority to observe earthquakes and to re-
port them to the government is theNational Earthquake
Monitoring and Research Centre. Alerts are issued to
government institutions once a noteworthy earthquake
is identified and confirmed. Public alert is currently
not implemented, as it requires the preparation, imple-
mentation, and technical testing of an adequate earth-
quake early warning system. This is a long-term under-
taking falling outside the scope of an educational pol-
icy; however, the types of alert systems could already
be mentioned at school so that future generations are
familiar with those. Alert pathways include dedicated
sirens, voice messages, television and radio broadcast
interruption, SMS through mobile phone, and dedi-
cated smartphone apps. They can be issued nationally,
regionally, or locally. It is highly important to discuss
the available time to react after receiving an alert, and
what false alerts and missed alerts are.

3.7 Proposed timeline
The compilation and implementation of an earthquake
educationpolicy requiresnumerous steps,which, indu-
ration, range between very short to very long.
The initiation of policy making would ideally start

very shortly. A dedicated group should dress amore de-
tailed picture of the Nepali education landscape, based
on this paper but with further input across the country
and the authorities.
The development of the curriculum content can be

established in the timescale of a year for the pilot ideas.
Likewise, the first implementation could follow rela-
tively shortly, with the most important elements pro-
vided to all teachers.
Three tasks take longer than one or two years. Prac-

tically, to prepare, print and distribute the updated
schoolbooks, with information on earthquake science

and practical steps to increase preparedness. Then, the
establishment of successful organizational unit within
the University frame, to provide research capacity and
teachers’ teachers, is a multi-year process. Finally, to
rigorously test and adapt an effective educational strat-
egy, which may require years and perseverance.
Nevertheless, there is no time to delay the begin-

ning of the process. Earthquakes are unpredictable and
institutional preparation and education in this matter
should have already started.

3.8 Considerations of HOW to proceed
It is certainly easier to summarize why and what is
needed in front of a given challenge, compared to the
way it should be implemented. Indeed,many of our col-
leagues – and the Reviewers – wondered how such goals
can be achieved, especially with limited resources. Our
rationale below is based on two main observations:

• Projects and programs led from abroad are almost
exclusively limited in time. This is because it is in-
credibly difficult, even for relatively rich countries,
to obtain long-termfinancial support flowing to an-
other region on Earth.

• Adapting educational plans is relatively cheap. It
does not require much money to update and im-
prove what is regularly taught in the classroom.
Coordination between authorities and schools, as
well as updating the teaching material does re-
quiremanpower, but the Full-Time-Employee need
to cover these tasks is negligible compared to the
number of administrators or teachers.

Therefore, we argue that the development and im-
plementation of educational policy is not a question of
financial resources, but of political and personal will.
Moreover, since it has to be a long-term effort in Nepal,
it is best led by a Nepali authority or institution. For
example (and not a recommendation): the Ministry of
Education could take the lead and develop the policy
and suggest overall implementation steps together with
Nepal Policy Institute. Then, the Ministry of Educa-
tion could invite provincial and local government rep-
resentatives, University Rectors/Presidents, representa-
tives of NEMRC, NAST, NSET and of the Seismology-at-
School-in-Nepal program, to form a council where fur-
ther steps of implementation are defined. Foreign help
for well-defined tasks with a clear timeline, whether
it is for adding up-to-date content, or to bring educa-
tional tools to schools, can be solicited, and has good
chances to go through as one-time proposals with de-
velopment agencies once education is under the spot-
light of a dedicated educational policy. This should be
relatively straightforward to advertise under UN’s Sus-
tainable Development Goals, especially #4 “Quality Ed-
ucation”.

4 Conclusions
Considering the tragic history and the great threat of
devastating earthquakes in Nepal, as well as the poor
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level of preparedness, we urge the development of an
earthquake education policy. The themeof earthquakes
should be added to regular teaching activities as soon as
possible. The main challenge is not the development of
an overly detailed program, but the frequency of men-
tioning earthquakes and protective measures at school.
A small but regular effort will lead to long-term and
broad-reaching preparedness of the population. In this
paper we gathered information and proposals on why
such a policy is needed, and what we recommend to
be included. The “how”, or the practical implementa-
tion, should go hand in hand with the actual develop-
ment of the earthquake education policy by a dedicated
commission or institution. Our general experience in
earthquakes and in teaching led us to draft this paper,
with the intention for it to serve as the baseline for the
corresponding policy formulation for Nepal. This work
will certainly benefit from the experience of countries
that have advanced in this domain (e.g., Japan), and ele-
ments of a successful Nepali earthquake education pol-
icy can be adapted to other regions of high seismic haz-
ard around the world.
A bullet-point summary for policymakers closes this

work:

• There is a current policy void in terms of earth-
quake education in Nepal.

• Earthquake education should be comprehensive,
fully open and accessible.

• Actors of curriculum definition and implementa-
tion across Nepal should coordinate efficiently.

• The need for teachers’ teachers is best realized as
an organizational unit within a University.

• Regular and frequent teaching of short but diverse,
age-adapted activities are recommended.

• Religious and traditional beliefs should be re-
spected.

• Information should be diffused to the entire soci-
ety, not only to schools.

• Thedefinitionof themain actors in leading this pol-
icy writing should start now.
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